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1. Introduction The world economy is in the midst of a global financial crisis, caused by a mix of a global asset price bubble, systemic mistakes of financial market participants and overwhelming irrational exuberance. Against this background, the standard financial theory, based on the efficient market hypothesis and rational representative agent paradigm, seems to be losing touch with reality. Unfortunately, there are no satisfactory alternatives yet but as computing power grows, modelling possibilities expand and new promising frontiers of research emerge. One of them could be agent-based finance. Agent-based financial models take account of agent heterogeneity, bounded rationality and complex interaction of agents – fundamental features undoubtedly inherent to the real world financial markets. More generally, these computer models give researchers extraordinary flexibility to model specifically interesting features of real world phenomena. This will eventually allow very realistic modelling of complex dynamic systems, such as the financial market, goods market or economy as a whole. Before this vision materialises, however, a major breakthrough in realistic modelling of intelligent, but boundedly rational human behaviour is needed. It can only be achieved by blending and expanding advancements of the economic theory, cognitive psychology and artificial intelligence theory. The aim of this paper is to develop an artificial stock market (ASM) model, which could be used to examine some emergent features of a complex system comprised of a large number of heterogeneous learning agents that interact in a detail-rich and realistically designed environment. Though at this stage of research the model is not calibrated to empirical data, it does offer an interesting framework for the structured analysis of market processes without abstracting from relevant and important features, such as an explicit trading process, regular dividend payouts, trading costs, agent heterogeneity, dissemination of experience, competitive behaviour, agent prevalence and forced exit, etc. Of course, some of these aspects have already been incorporated in existing agent-based financial models. However, the lack of the widely accepted fundament in this area of modelling necessitates the individual and largely independent approach, which is pursued in this study. Hence, this work Tomas Ramanauskas is a senior economist at the Economic Research Division of the Bank of Lithuania and a doctoral student at Vilnius Gediminas Technical University, Financial Engineering Department. Views expressed in this paper are author’s own and do not necessarily represent the official position of the Bank of Lithuania.
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is an original contribution to the literature on agent-based financial modelling, and it stands out in some respects. One is the high level of detail. But probably more important is a painstaking effort to make agents’ behaviour intuitively appealing, forward-looking and oriented to towards achieving long-term goals. This is achieved by combining the standard reinforcement learning procedure (more specifically, the gradient-descent approximated Qlearning) with some evolutionary selection and principles of economic reasoning. To our knowledge it is a pioneering attempt in the ASM literature. By conducting simulation experiments in this model, we aim to address some specific questions, like the congruence between the market price of the stock and its fundamentals (the market efficiency issue), importance of intelligent individual behaviour and interaction at the population level for market efficiency and functioning, market self-regulation abilities, and relationship between stock prices and market liquidity. The paper is organised as follows. In Section 2 we give a general discussion about agent-based financial models as an alternative and a complement to standard financial theories. Some brief ASM literature review is provided in Section 3. This section also contains a presentation of some specific ASM design issues. Section 4 is devoted for presenting the main principles of the standard reinforcement learning theory and specifically the Q-learning algorithm. Not yet standard in economists’ toolboxes, these techniques have remarkable connection to the dynamic optimisation and have a great intuitive appeal, so they certainly deserve an extended presentation. Model’s main building blocks and simulation results are presented in Section 5 and Section 6, respectively. Section 7 concludes. 2. Agent-based financial models versus the standard representative agent paradigm Much of the mainstream financial theory builds on the efficient market hypothesis (EMH) and the rational representative agent paradigm. These presumptions have clearly played a crucial role in shaping the widely accepted understanding of risk, determinants of asset prices, portfolio management principles, etc. Yet there is a growing need to recognise that the gap between this idealisation and reality may be too substantial for the theory to grasp correctly the essence of functioning of financial markets, as the standard theory arguably abstracts from the salient features of examined phenomena. The central question is whether the financial market can be seen as a perfect (or near-perfect) price determination mechanism. There are a lot of theoretical caveats and empirical anomalies associated with standard financial theories, strong assumptions of perfect rationality and the efficient market hypothesis. 2.1. General discussion of homogeneity, perfect rationality and market efficiency Theoretically, the homogeneous agent assumption is far from innocuous, as at the heart of finance lies the collective discovery of securities prices in the process of trading, i.e. as a result of the interaction of heterogeneous agents. It is a plain fact, which hardly requires any scientific inquiry, that investors have a bewildering variety of views, expectations and preferences. They possess different amounts of information, and their financial decisions vary greatly in the level of sophistication. In reality, the financial market awakes to life and trading starts exactly owing to this heterogeneity of market participants. An assumption that each individual, or the aggregate market behaviour, can be approximated by some average, representative agent inevitably leads to the loss of a large degree of freedom. By assuming this, one clearly risks attributing effects of changes in individual agents’ perceptions and strategies to something like the representative agent’s consumption smoothing preferences.
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Even stronger is the perfect rationality assumption. It is obvious that, as already noted by Simon (1957) half a century ago, individuals act in a highly uncertain environment and their natural computing abilities are limited, while information search and analysis are costly and time consuming. All of this implies that even if perfect rationality was feasible in the information collection, processing and decision making sense, it would simply be too costly economically. Paradoxically, it is hardly rational to attempt being perfectly rational. Moreover, a large thread of literature of psychology and behavioural finance instigated by laboratory experiments of Kahneman and Tversky (1973) and Tversky and Kahneman (1974) suggest that economic behaviour is often better explained by simple heuristic rules and irrational biases rather than by dynamic optimisation. The conflict between the perfect rationality idea and common sense deepens further if we consider specifically financial markets. This is related to an inherently large impact of expectations on the aggregate financial market behaviour. For example, consider the standard line of thinking that individuals invest in risky assets so as to optimise their consumption patterns. Owing to their different preferences, under the heterogeneity assumption they all have potentially different valuations of expected fundamental payoffs (e.g. an expected stream of stock dividends). As investors want to optimally adjust their investment positions, aggregate supply and demand shift, and market prices of risky assets change as a result. The magnitude of this change is largely unpredictable because in reality there is no way of knowing idiosyncratic factors affecting each investor’s asset supply and demand curves. In the short run, stock prices are arguably more affected by these idiosyncratic shocks than by relatively infrequent news on the structural changes of the processes materially affecting fundamentals – this idea can be traced back to Keynes (1936); see also Cutler et al. (1989). Probably even more importantly, every market participant has some marginal impact on these price fluctuations and their expectations about likely price changes may become selffulfilling. Any signal, such as good news related to a specific stock, may lead to investors’ coincident actions. This often triggers changes in the stock price in a predictable direction, which implies that immediately following the news it can become optimal for short-term speculators to buy the stock irrespective of actual fundamentals. There is nothing to prevent under- or over-reactions to the news, hence it is highly unrealistic to assume that the actual market price always coincides with some fundamental value. Partially self-fulfilling expectations may lead to multiple sunspot equilibria, which, of course, are not consistent with rational expectations. In other words, Muth’s (1961) rational expectations hypothesis can simply be seen as an elegant way to exclude “ad hoc” forecasting rules and market psychology from economic modelling (Hommes, 2006) but due to the self-referential nature of predictions they may be deductively indeterminate. In reality market participants are more likely to form expectations inductively (Arthur, 1995) – subjective expectations are formed, tested and changed dynamically, as market conditions change and market participants gain experience or interpret (possibly erroneously) plentiful information signals. Every reasonable person knows from their own experience that there is no conceivable mechanism ensuring that their economic or social behaviour is perfectly rational. Yet proponents of the EMH hypothesis argue that perfect rationality can an emergent feature of the financial market (emergent features are systemic features that cannot be deduced by simply scaling individual behaviour – see Chen and Yeh (2002) for discussion). There are claims, for instance, that the existence of arbitrage traders, evolutionary competition and generally offsetting each other noise traders’ bets may ensure that securities prices always reflect fundamentals correctly. The idea (which is also known in the literature as the Friedman hypothesis) that poor performance drives non-rational investors out of the market is indeed appealing. However, investment in stocks and some other securities is not a zero-sum game. Stock prices generate positive returns in the long run in the overwhelming majority of cases.
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Hence, it is not clear why non-rational investors, especially passive investors, should “die out” – they may well enjoy decent returns to their less-than-rational (e.g. passive) investment strategies. Moreover, their army is constantly replenished with new inexperienced and hence non-rational investors. The argument of a negligible impact of emotional and non-rational traders can also be challenged. It is exactly them, rather than “fundamentalist” traders, who are more likely to react to non-fundamental headline news and push market prices in the predictable direction acting as a powerful market-moving force and thereby imposing “rules of the game”. Moreover, it is well known that sophisticated traders, instead of acting as a stabilising force, may try to exploit the resultant predictable market movements. For instance, Frankel and Froot (1987) conclude from their survey that investors often recognise a considerable price deviation from their perceived fundamentals but nevertheless they find it logical to follow the trend until it reaches some turning point. There are also a number of empirical problems with traditional financial models based on perfect rationality and EMH assumptions. Financial literature discusses quite a few empirical anomalies, i.e. empirical regularities that are not explained by the theory. Probably the most famous one is the equity premium puzzle raised by Mehra and Prescott (1985). Stock returns (or equity risk premia) seem to be too high to be explained by investors’ consumption optimisation behaviour, implying implausibly high levels of their risk aversion. Shiller (1981) and others have noted that stock prices exhibit excessive volatility, as compared to changes in fundamentals. There are also some indications that markets may be more predictable than the EMH hypothesis suggests (Campbell and Shiller, 1988, Lo and MacKinlay, 1988). Empirical facts, such as large trading volumes, fat tails of returns distribution or persistent stock price volatility, are not well understood either (LeBaron, 2006). And, of course, booms, busts and financial crises – which are the absolutely salient features of today’s economic reality and should be placed really high on economists’ research agenda – are in discord with the standard rational representative agent paradigm and the EMH hypothesis. 2.2. The new paradigm – markets as complex agent-based systems Making strong assumptions in standard financial models may have been about the only way to make theoretical generalisations about the market behaviour. But now that the growing computing power and advancing computational methods have enabled researchers to relax some of those assumptions, economics and finance are witnessing an important paradigm shift towards a behavioural, agent-based approach. According to this approach, markets are seen as complex dynamic systems consisting of heterogeneous learning, boundedly rational heterogeneous agents (see Hommes, 2006, LeBaron, 2006). Computational study of these dynamic systems of interacting agents is what agentbased computational finance is all about. Let us very briefly discuss the principal attributes of the research object of agent-based financial models. Naturally, at the centre-stage are agents. Agents, in this context, are given a quite broad meaning. According to Tesfatsion (2006), they comprise bundled data and behavioural methods representing an entity in a computationally constructed environment. They can range from active, learning and data-gathering decisionmakers (e.g. investors, consumers, workers), their social groupings (e.g. firms, banks, families) and institutions (e.g. markets, regulatory systems) to passive world features such as infrastructure. From the operational point of view, they are similar to objects and object groups in the object-oriented programming, whereas agent-based models technically are collections of algorithms embodied in those entities termed “agents”. The possibility to develop composite and hierarchical structures of computational agents implies that they can become arbitrarily complex and may greatly surpass their analytical counterparts of standard models in respect of reflecting salient features of the real world entities.
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The interdisciplinary nature of the notion of an agent also leads one to the realm of the computer science. Here, an autonomous agent is understood as a system situated in, and part of, an environment, which senses that environment, and acts on it, over time, in pursuit of its own agenda (Franklin and Graesser, 1997). If agents are capable of learning to achieve their goals more efficiently or their population as a whole continuously adapts to be better suited to survive, the artificial intelligence theory comes into play. Learning and adaptation are crucially important in agent-based modelling since the ultimate goal of any economic analysis is to model the actual human intelligent behaviour and its consequences at the individual or aggregate level. Agents form complex adaptive systems. A system is said to be complex if it is constituted of interacting elements (agents) and exhibits emergent properties, i.e. properties inherent to the system but not necessarily to individual agents. Depending on the complexity of studied phenomena, complex adaptive systems may include reactive agents (capable of reacting in a systematic way to changing environmental conditions), goal-directed agents (reactive and capable of directing some of their actions to achieving their goals) and planning agents (goal-directed and capable of exerting some control over environment). It is important that these systems are self-sufficient or dynamically complete, i.e. they may evolve – without interventions from the modeller – in reaction to exogenous environmental changes or even as a result of merely endogenous interaction of agents. For a more thorough discussion of basic elements and principles of agent-based computational economics and finance see Tesfatsion (2006). Once agents are put together in a complex system, systemic patterns resulting from agents’ interaction may be observed and the system’s reaction to exogenous shocks can be analysed. Hence, agent-based financial models basically are a simulation tool. This determines the delicate position of agent-based financial modelling among standard scientific inference methods: deduction-based theoretical models (i.e. theoretical generalisation from certain assumptions) and induction-based empirical models (recognition of systematic patterns in the empirical data). Simulation, and agent-based modelling in particular, does not allow one to prove theoretical propositions, nor does it directly measure real world phenomena, so there is always a risk of analysing an artificial world too remote from reality. On the other hand, simulation, just like deductive analysis, is based on explicit assumptions, which in many cases are much more realistic than in analytical models. If those assumptions and parameters of exogenous processes are calibrated to match empirical data, then simulation analysis does lend itself to drawing valuable inductive inferences about the real world behaviour. Generally, as Axelrod and Tesfatsion (2006) observe, simulation permits increased understanding of systems through controlled computational experiments. Epstein (2006) also notes the importance of agent-based modelling as a tool for generative explanation. While most economic and financial theory deals with analysis of equilibria, he argues that it is not enough to claim that a system – be it an economy, financial market or other social grouping consisting of rational agents – if put in the Nash equilibrium, stays there. For a fuller understanding of system’s behaviour for generativists it is important to understand how the local autonomous interactions of atomistic, heterogeneous and boundedly rational agents generate the observed macro-level regularities and how the system reaches, if reaches at all, the equilibrium. Moreover, plausibility of any equilibrium patterns at the macro-level is required by generativists to be confirmed by generating it from suitable microspecifications. As Epstein (1999) puts it, “If you didn’t grow it, you didn’t explain it”. In general, agentbased economic and financial modelling has several primary objectives – the abovementioned empirical understanding of macro-level regularities, normative understanding of potential institutional and policy improvements, and qualitative insight and theory generation through examination of simulated behaviour (see Tesfatsion, 2006, for extended discussion).
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Key features of agent-based financial models are well summarised by Epstein (2006). The most important feature and actually the primary reason for departing from standard analytical settings is heterogeneity of agents. Agents may differ in their preferences, skills, decision rules, information sets, levels of wealth, etc., and their characteristics may change over time independently of others. Agent behaviour is generally characterised by bounded rationality, which arises both from limited information and limited computational capacities of agents. Agent interactions are autonomous, i.e. there is no central planner, Walrasian auctioneer or other central controllers, though interaction rules, behavioural norms and institutional settings may be arbitrarily sophisticated. Agent-based models also require an explicit agent interaction network, which may be centralised or decentralised (in which case agents interact locally), and their financial decisions may be influenced by information flows through social networks. Finally, analysis of non-equilibrium dynamics of analysed systems in agent-based modelling is of no lesser importance than studying equilibrium properties. Agent-based modelling clearly gives researchers a large degree of much desired flexibility necessary to understand the real world financial market phenomena. Unfortunately, this poses problems too. Much room for manoeuvre implies that agent-based models vary to such an extent that they lack some unifying fundament, which could help to develop this interesting area of research into a solid theory with an established methodology and conventional wisdom about basic building blocks. There are also serious difficulties related to modelling micro-level behaviour. Having made the pretty obvious proposition that the real world investors are less than fully rational, researchers face difficult conceptual issues related to deciding what then governs agents’ behaviour and how to model it. Should modelled micro-behaviour match that of human subjects in laboratory experiments? Should modellers deliberately include in their agent-based models behavioural biases and heuristic rules confirmed by experimental data? Should artificial agents apply decision rules that have some substantiation in the theoretical representative agent models? How learning and expectation formation processes should be modelled? Answers to these questions, of course, depend on the problem at hand but, as stressed by Duffy (2006), in principle they are not yet systemically addressed by researchers of this field. Dealing with these issues, Duffy suggests that external validation of simulation results should not be limited to comparison of aggregate outcomes of simulated and real world phenomena. He advocates careful selection of model parameters based on experiments with human subjects and suggests seeking stronger external validation by comparing simulation results to those obtained in the experiments with humans, both at the micro- and macro-level. 3. Brief ASM literature review and important ASM design issues As the ultimate goal of this paper is development of an artificial stock market (ASM), it is useful to examine some of the work in this specific area of agent-based modelling. In this section we discuss some important issues arising when designing ASMs and review very briefly and selectively literature on ASMs (in the literature also referred to as simulated stock markets and agent-based models of stock markets). 3.1. ASM building principles and problems All ASM modellers have to deal with challenging design issues and face modelling tradeoffs. These include, but are not limited to, the choice of agents’ preferences and objectives, properties of securities, mechanisms of price determination, expectations formation, evolution and learning algorithms, timing issues and benchmarks. Since stock
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markets usually constitute extremely complex environment, one immediate problem is that any degree of realism imposes huge computational costs and results in the loss of analytical tractability. The problem is most severe in modelling agents’ intelligent behaviour. It is further aggravated by the fact that the decision making processes are unobservable and there is too little theoretical guidance on how to model these processes realistically. For these reasons ASM models usually are highly stylised, and in many cases model settings are kept close to certain benchmarks – standard theoretical rational expectations models or tractable and well understood special cases of agent-based models. This generally strengthens the credibility of ASM models as tools of generative explanation of systemic equilibria derived under strong assumptions and eases interpretation of simulation results. Agents and their decision-making processes occupy the centre-stage in agent-based models of stock markets and are the main source of diversity of ASMs. The agent design might vary from budget constrained zero-intelligence agents to sophisticated artificially intelligent decision-making entities. It is worth noting in passing that some agent designs lack dynamic integrity and lasting identity inherent to human subjects, which brings interpretation of these artificial agents closer to competing bundles of strategies rather than actual investors. Agents usually are given utility functions, and utility levels associated with different strategies are important in driving agents’ behaviour or determining their “fitness” in the evolutionary selection process. Agents may derive utility from different sources, e.g., consumption, wealth or returns. A serious limitation but a very natural one, given the complexity of model environment, is that in most cases agents are myopic in that they care only about one-period utility and do not attempt to carry out dynamic optimisation. In simplest settings agents’ behaviour may be completely random (constrained only by budget constraints to make it economically interesting, as in Gode and Sunder, 1993). Alternatively, they may follow strict decision rules or choose conditional strategies from a (dynamically evolving) bundle of strategies. These rules may be suggested by standard theories or may mimic popular actual investment strategies. The central design question in the ASM models based on artificial intelligence is how agents choose investment strategies and how the pool of available strategies evolves. It should be noted that in almost all models, agents – taken individually – have very limited intelligence, whereas systemic adaptation and strategy improvement mostly take place at the population level. Most ASM models employ Holland’s (1975) genetic algorithm technique to drive the evolution of strategies. In such algorithms, inspired by the theory of biological evolution, strategy pools evolve as a result of rule crossover, mutation and evolutionary survival of the fittest rules. As an alternative, agents may choose their investment strategies or form their forecasts based on neural network or simple econometric forecasting techniques. Another learning possibility is the Roth and Erev (1995) type stimulus-response learning (discussed, e.g., in Brenner, 2006, or Duffy, 2006), which leans on the simple idea that actions yielding larger payoffs tend to be repeated more frequently. More technically rigorous and economically appealing is the reinforcement learning mechanism established in the artificial intelligence literature (see, e.g., Sutton and Barto, 1998). This approach has been hardly ever used in the context of ASM modelling, partly due to some known problems of application of such algorithms in multi-agent settings. Despite some caveats, we apply one of the reinforcement learning algorithms, Q-learning, in this paper and present it in more detail in the subsequent section. In our view, inability to ensure that the learned strategies are asymptotically optimal should not preclude modellers from taking advantage of these powerful and intuitive learning algorithms. Specification of the market setting is another very important ASM design question. ASM modellers usually simplify the portfolio allocation task, and in most models there are only two types of securities traded – a risky dividend-paying stock and a riskless bond. Moreover, pricing in the bond market is typically shut down by assuming constant interest
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rates. Pricing of the stock is hence determined by both fundamental factors and interaction of heterogeneous agents (and dynamics of their expectations), though some features of these determinants may be greatly simplified for analytical or computational purposes. For instance, the dividend process may not be modelled specifically, or dividend can be assumed to be paid out every trading period, which is a highly unrealistic but quite necessary assumption in the myopic agent environment. Next critical issue in specifying the market setting, is the choice of the price determination mechanism. According to LeBaron (2001, 2006), there are four major classes of price determination mechanisms: (i) gradual price adjustment, in which case individual sell and buy orders (for a given price) are aggregated and in the next trading period the price is gradually shifted by the market-maker in response to excessive supply or demand (the market is almost never in equilibrium), (ii) immediate market clearing, whereby the market clearing price is computed from agents’ supply and demand functions (the market is always in temporary equilibrium), (iii) randomly matched trading, whereby trade takes place between randomly matched agent pairs, and (iv) an order book, which most closely models the actual trading process on order-driven automated stock exchanges. In this context it is useful to note the problem of trade synchronicity – something, which is not an issue in standard analytical representative agent models where there is simply no trade. Actually, the real world traders arrive in the market and make their orders asynchronously, which may lead to strategic intra-period interaction. There are some attempts to build event-driven ASMs instead of ASMs evolving in equal time increments. However, owing to technical and conceptual difficulties, most ASM models assume that trading decisions are taken by all agents simultaneously without having any strategic interaction of this type. 3.2. Brief ASM literature review Now let us turn to some specific models. The area of agent-based modelling of stock markets has been active for about two decades. The need for this alternative modelling of stock market behaviour arose from dissatisfaction with the abovementioned strong assumptions of the standard financial theory, its neglect for simple investment behaviour rules that are often used by finance practitioners and inability of standard models to explain satisfactorily the real world stock price dynamics (e.g. the US stock market crash on 17th October 1987). We divide (somewhat arbitrarily) the models into two broad categories – (i) models based on stochastic, heuristic and standard theory-implied behavioural rules and (ii) models with learning agents or evolutionary systemic adaptation. The latter category is arguably more promising and interesting. Also, our model contributes to this particular category. 3.2.1. ASM models based on random, heuristic and hard-wired behavioural rules The first group of ASM models generally investigate whether interaction of heterogeneous agents, who base their decisions on simple deterministic rules or even act in a random manner, might induce stock price movements qualitatively similar to those observed in real stock markets. Agents in these models usually follow simple, “hard-wired” investment rules. In order to generate interesting market dynamics without sacrificing model parsimony and tractability, it is very common to allow just a few investment strategies (these are the socalled few-type models; see LeBaron, 2006). For instance, market participants may be broadly categorised as “fundamentalists”, “chartists” and “noise traders”. Fundamentalists base their investment decisions on fundamental information about stock dividend potential, chartists rely on technical analysis of time series of stock prices, whereas noise traders may base their investment decisions on erroneous signals about fundamentals, follow aggregate
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market behaviour or, say, simply behave in a random manner. Though such strategies bear some resemblance to the real world investment behaviour, the problem lies in determining the distribution of different investor types in model population, as this distribution may play a key role in shaping the aggregate market behaviour. Clearly, market developments are influenced by relative popularity of different strategies. Under different circumstances some strategies may become dominant and optimal to follow, hence in some models agents are allowed to switch to different strategies. They can switch to alternative strategies on their performance, or underperforming investors may simply exert smaller influence on market developments due to their smaller financial wealth. The origins of this strand of literature are linked to the few-type models of foreign exchange markets proposed by Frankel and Froot (1988), Kirman (1991), De Grauwe et al. (1993) and others. A prominent early example of the few-type model of a stock market is Kim and Markowitz (1989). In their stylised model there are two types of agents that pursue either the portfolio rebalancing strategy or the portfolio insurance strategy. Rebalancers aim at keeping a constant fraction of their assets in a risky stock, while portfolio insurers try to ensure the minimum level of wealth by defensively selling some of the stock holdings if the minimum threshold approaches. The rebalancing strategy works as a market stabilising force (the stock price decline spurs stock buying), whereas the portfolio insurance strategy amplifies market fluctuations (the stock price decline prompts stock selling). With uncertainty induced by monetary shocks and simple expectation formation and decision rules, the model shows that some investment strategies, e.g. the abovementioned portfolio insurance strategy, may have a sizeable destabilising effect on the market and can be partly responsible for market crashes. Later models developed along this line of research are much more detail-rich but they are still aimed at giving a plausible explanation of complicated empirical market dynamics not quite consistent with standard financial models. In detailed models of Lux (1995), Lux and Marchesi (1999, 2000) much of market dynamics is attributed to agents’ endogenous switching to different trading strategies depending on the prevailing majority opinion. Another popular idea in the ASMs is that some “smart money” traders possess superior information and are able to form (boundedly) rational expectations, while others are noise traders (see, for example, Shiller 1984, DeLong et al., 1990a, 1990b). Some models consider the choice between costly optimisation and cheap imitation strategies (see e.g. Sethi and Franke, 1995). In several other models artificial agents follow investment strategies based on standard theoretical principles, such as standard mean-variance optimisation (see Jacobs et al., 2004, Sharpe, 2007). Finally, it should be noted that contributions from econophysicists in this area of research are very significant – see Samanidou et al. (2007) for a review. A lot of agent-based financial models actually are a product of economists’ close collaboration with physicists, drawing on the experience of the latter in studying systemic behaviour resulting from complex interaction of atomistic particles. 3.3.3. ASM models based on intelligent adaptation If the above group of ASM models generally emphasises the role of heterogeneity of market participants in determining complex market behaviour, the other broad category of ASM models concentrates on agent learning, evolutionary systemic adaptation and macrolevel implications of this continual improvement of investment strategies. Rationalexpectations representative-agent models examine optimal investment strategies and asset pricing in the equilibrium. ASM models based on hard-wired investment strategies mostly deal with emergent properties of stock markets. All of this is important in ASM models based on intelligent adaptation. In addition to this, these ASM models also help to explain how investors may come up with good strategies, examine their stability and whether such
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artificial markets can generate equilibria derived from standard models with restrictive assumptions. Dynamically evolving and improving strategies is a remarkable feature of these agent-based financial market models. It greatly reduces reliance of modelled market behaviour on arbitrarily chosen investment strategies and increases model realism. Participants of real world financial markets act in a highly uncertain environment and most of them try to adapt to changing environmental conditions and learn to improve their strategies. Learning and adaptation mechanisms in ASM models may still be very far from anything that realistically describes genuine human learning but, in any case, attempts to model this crucial feature of investment behaviour constitute a qualitatively different approach to financial modelling. In most of ASMs, artificial intelligence techniques, most notably evolutionary algorithms and neural networks, are favoured over simplistic adaptive rules. Since intelligent adaptation implies choosing among many different strategies, as well as creating new ones, there is usually a large and evolving ecology of investment strategies in these models, and they are therefore sometimes referred to as the “many-type” models. A detailed review of the related ASM literature is provided by LeBaron (2006), and here we only mention briefly some of the more popular models. A model proposed by Lettau (1997) is one of the early attempts to examine whether a population of heterogeneous agents are able to learn optimal investment strategies in a very simple market setting, for which the analytical solution is known. In his model, agents are endowed with myopic preferences and have to decide what fraction of their wealth to invest in the risky asset with exogenously determined random return. As is very common in ASM models, evolutionary systemic adaptation is ensured by the application of the genetic algorithm. Even though individual agents actually have no intelligence, fitter individuals (i.e. those whose strategies give higher levels of utility) have better chances of survival, and this evolutionary selection leads to nearoptimal strategies over generations in this simple model. Routledge (1999, 2001) examines adaptive learning in financial markets in a more complex setting, namely, a version of Grossman and Stiglitz’s (1980) model of heterogeneous information about future dividends and signal extraction. He presents analytic framework for adaptive learning via imitation of better-informed agents and shows that the rational expectations equilibrium is broadly supported by adaptation modelled with genetic algorithm. Another interesting market setup is proposed by Beltratti and Margarita (1992). In this model agents apply artificial neural network techniques to forecast stock prices from historical data, and trading may take place between randomly matched individuals with differing expectations. A noteworthy feature is that agents may choose to apply either a sophisticated neural network (with more hidden nodes, or explanatory variables) at a higher cost or a cheaper naïve network, and this corresponds to the real world fact that sophisticated investment is a costly endeavour. Interestingly, in some settings the naïve investors gain ground, once markets settle down and additional benefits from sophisticated forecasting do not cover its cost. One of the most famous ASMs is the Santa Fe artificial stock market model developed by Arthur et al. (1997), also described in LeBaron et al. (1999) and LeBaron (2006). This model is aimed at exploring evolution and coexistence of a pool of strategies that compete with each other in the genetic algorithm environment and drive the market toward some informational efficiency. In this model there are two securities: a risky dividend-paying stock and a riskless bond that offers the constant interest rate. Heterogeneous agents have myopic constant absolute risk aversion preferences (agents care just about one period and do not dynamically optimise). They try to forecast next period’s stock price by applying simple “condition-forecast” rules and plug the forecast in their (induced) asset demand functions. The equilibrium price is determined by the auctioneer by balancing aggregate demand for shares with fixed supply. Forecast adaptation in this model is based on modified Holland’s
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(1975) “condition-action” genetic classifier system. Each agent is given a set of rules mapping states of the world (such as the relative size of price/dividend ratio or a stock price relative to its moving average) to forecasts (which are linear combination of the current stock price and dividend). The rules endogenously evolve as a result of the cross-over, mutation and selection. The authors of the Santa Fe ASM examine convergence of the market price to the homogenous rational expectations equilibrium, and show that this is the case for certain parameter settings corresponding to the “slow learning” situation. The model is able to generate some statistical features of price dynamics qualitatively similar to stylized facts about the real world financial markets, though no attempt is made to quantitatively line them up with actual financial data or examine the realism of assumptions about dividend processes (LeBaron 2006). The model served as a platform for a number of further extensions (see e.g. Joshi et al., 2000, Tay and Linn, 2001, Chen and Yeh, 2001). In an interesting model, LeBaron (2000) examines how investors’ heterogeneous time horizons (i.e. different information sets, upon which agents choose decision rules) affect evolution of the market, its convergence to the known homogenous rational expectations equilibrium and domination of different types of investors. The model is in some respects similar to the Santa Fe model but has some notable original features. The learning mechanism in this model is an interesting combination of the neural network technique with the evolutionary search mechanism. In contrast to most other models, agents learn portfolio allocation decisions rather than explicitly form price expectations. Also, agents have access to a public – rather than private – pool of investment strategies, which are based on simple feedforward neural networks. Agents evaluate these strategies by feeding data series of heterogeneous length into these networks, and this forms the basis of their heterogeneity. Furthermore, the neural networks are evolved by applying mutation, crossover, weight reassignment and rule removal operations, and some of the worst-performing individuals are also replaced by new agents. One of the model’s main findings is that short-memory (short investment horizon) investors are not driven out of the market, and acting as some market volatility generators they hinder attaining the rational expectations equilibrium. 4. Reinforcement learning in the context of ASM modelling Expectations regarding prospects of a particular stock or a stock index play a crucial role in active portfolio management. If one is willing to accept the obvious empirical fact of a large variety of market expectations, or if one is aimed at explaining how this diversity comes about, then it is necessary to abandon the rational expectations assumption, which allowed to circumvent these issues in standard models. According to Arthur (1995), rational expectations equilibrium is a special and in many cases not robust state of reality, whereby individual expectations induce actions that aggregatively create a world that validates them as predictions. But how do investors behave in realistic, out-of-equilibrium situations? Needless to say, realistic modelling of expectations formation poses great challenge and it is essentially a grey area of the financial theory. A few observations about investor behaviour in a highly uncertain environment can be made, however. In such an environment it seems perfectly sensible for investors to act adaptively and follow inductive reasoning, or in other words, form simple forecasting models, test them and update them depending on their performance. Hence, investors should constantly learn from interaction with environment. Their learning is not a supervised process because due to model uncertainty generally there is no way of knowing the true intrinsic value of a stock even in retrospective. For instance, if an investor observes a stock price realisation, which is different from what he had expected, he generally cannot know whether this deviation is attributable to his misperception of fundamentals,
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unpredictable shocks to fundamentals, complex interaction of market participants or other factors. However, even without knowing retrospectively what the “correct” expectations and actions should have been, investors can judge about adequacy of their beliefs and actions by reinforcement signals that they receive from interaction with the environment. Possible reinforcement signals include their performance relative to the market, long-term portfolio returns, utility from consumed earnings, etc. Another important aspect is that in order to better adapt in the uncertain environment investors have to both exploit their accumulated experience and explore seemingly suboptimal actions. If the above-described investment behaviour is deemed an adequate description of how boundedly rational investors actually behave, reinforcement learning methods developed in the artificial intelligence literature seem to be conceptually suitable for modelling investor behaviour (though there are some problems with technical implementation). 4.1. Basic principles of the reinforcement learning Inspired by the psychology literature, reinforcement learning is the sub-area of the machine learning, and in its core lies agents’ interaction with environment in pursuit of highest long-term rewards. It could be of a particular interest to economists because standard theoretical economic agents’ behaviour is often guided by very similar principles. In standard economics and finance, agents choose action plans that ensure maximisation of life-time utility (long-term rewards), and that is exactly what reinforcement learning agents seek – the main difference being that the latter do not know the underlying model of the economy. The well-established link between the basic reinforcement learning algorithm and dynamic programming, as well as proven ability of some reinforcement learning algorithms to achieve (under certain conditions) convergence to optimal policies are especially attractive features of this methodology, from the economists’ viewpoint. The reinforcement learning agents are also well-positioned to solve the temporal credit assignment problem, i.e. determine strategic actions that enable them to reach their ultimate goals even though those actions may not be attractive in the short-term. For economists, it is a great advantage over simpler forms of adaptive learning. Reinforcement learning addresses the question of how an autonomous agent that senses and acts in its environment can learn to choose optimal actions to achieve its goals (Mitchell 1997, p. 367). More specifically, by taking actions in an environment and obtaining associated rewards, a reinforcement learning agent tries to find optimal policies, which maximise long-term rewards, and the process of improvement of agent policies is the central target for reinforcement learning methods. A good introduction to the reinforcement learning techniques may be found in Sutton and Barto (1998), Bertsekas and Tsitsiklis (1996) and Mitchell’s (1997) books, and some broad overview of reinforcement learning models is given in Kaelbling, Littman and Moore (1996) survey. In this subsection we present briefly some basic principles of the reinforcement learning methodology with a special emphasis on Watkins’ Q-learning algorithm, as it forms the basis of agent behaviour in our ASM model. The iterative sequence of agent’s interaction with environment is as follows. At time t, the agent observes environment state st and acts according to its action policy to produce action at . In the next time step it receives numerical reward signal rt 1 from the environment and observes new state st 1. Finally it is ready to update its policies (if necessary) and take new action a t 1 . In the reinforcement learning problems it is also assumed that environment possesses the Markov property, i.e. all relevant information about possible future development of environment is encapsulated in the information about the current state and action. More formally, 12



Pr s t 1 s ', rt 1 r | st , a t , rt , s t 1 , a t 1 , rt 1 ,..., r1 , s0 , a 0 Pr s t 1 s ', rt 1 r | st , a t . (1) If condition (1) holds, such reinforcement learning task is called a Markov decision process. To completely specify the environment dynamics for a Markov decision process, it suffices to define state transition probabilities and expected rewards. State transition probabilities constitute a distribution of probabilities of each possible next state s', given any current state s and action a: Pssa' Pr st 1 s' | s t s, a t a . (2) Notably, in a general case, state transition probabilities are not known to the reinforcement learning agent but can be inferred from interaction with environment. The expected next reward is Rssa ' E rt 1 | s t s, a t a , st 1 s'. (3) As was mentioned above, learning is understood in this context as finding optimal policies, and a policy is defined as a mapping from each state s and action a to the probability ( s, a ) of taking action a when in state s (if a policy is deterministic, then it is simply a set of deterministic rules describing how to behave in each state). For the further elaboration of the reinforcement learning task, the notion of value functions should be introduced. The statevalue function for policy is defined as the expected discounted cumulated reward conditional on state s and policy : V ( s)



k



E



rt



k 1



| st



s ,



(4)



k 0



where E denotes the expectation given that the agent sticks to its policy , and is a discounting parameter. It proves very useful to define also the value of taking action a in state s under policy . The action-value function is given by Q ( s, a )
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It is obvious that both value functions possess the Bellman property, i.e. they must be dynamically consistent. For instance, it follows from equation (4) that V ( s ) E rt 1 V ( st 1 ) | s t s . (6) Since condition (6) holds for all value functions, it also holds for optimal value functions, i.e. those associated with optimal policies1. This leads directly to Bellman optimality equations for the state-value function V * ( s ) max E rt 1 V ( st 1 ) | st s, a t a for all s (7) a
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The most prominent feature of Bellman optimality equations is that they actually rearrange the multi-period optimisation problem into a problem consisting of a set of difference equations (one for each state). Notably, if value functions are known, it becomes very easy to find optimal policies. Equation (7) implies that in any state s it suffices to take the greedy action (that is, concerned with only one period ahead) that maximises the expected sum of the immediate reward and the (discounted) next state-value2. It is even simpler if the problem is expressed in terms of known action-value functions – from equation (8) it follows that action a 'taken in state st 1 will be optimal if it maximises the associated expected action-value 1 2



Optimal policies are defined as policies that maximise state values V in all states. Notice that expectations are no longer conditioned on specific policies in equations (7) and (8).
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function. To put differently, it is optimal to take actions that simply maximise each period’s Q-function value (such actions are sometimes called Q-greedy actions). The big question is, of course, how to find optimal value functions. One of the ways to do this is to apply dynamic programming, which also provides the foundation for reinforcement learning methods. The basic idea is to apply some iterative procedure aimed at evaluating current policies and gradually improving them until they converge to optimal policies. More specifically, the so-called generalised policy iteration consists of two interacting processes: (i) policy evaluation, which is the process of finding the value function for an arbitrary policy, and (ii) policy improvement, whereby policies are improved by making them greedy with respect to the current value function. The policy evaluation procedure uses Bellman equation (6) as an update rule: Vk 1 ( s ) E rt 1 Vk ( s t 1 ) | s t s , (9) where Vk denotes the k-th approximation of the state-value function ( V0 is chosen arbitrarily). It can be shown that estimate Vk converges to true policy V as k converges to infinity. Each iteration is a sweep through all states – the value of every single state is backed up using equation (9). The policy improvement step is closely linked to Bellman optimality equation (7). It can be shown that for every state s, the policy can be improved by taking action that maximises the immediate action value or, in other words, looks best in the short term (examining only one period ahead): * (10) arg max E rt 1 V ( st 1 ) | s t s, a t a . a



The two procedures, given in equations (9) and (10), are implemented alternately in each iteration, and the iterative process continues until state values and associated policies stabilise, which is when they become optimal. The problem with the dynamic programming is that in order to implement these back-up sweeps, state transition probabilities Pssa' and expected rewards Rssa ' (see equations (2) and (3)) must be known, and it is very rarely the case in practice. A natural way to overcome the problem of incomplete information is to use sample estimates instead of expectations. This is exactly what is done in two broad classes of reinforcement learning, namely, Monte Carlo methods and temporal difference models of learning. In the remainder of this section we present just one specific temporal difference learning method devised by Watkins (1989), also known as the Q-learning. This method’s principal back-up rule is closely related to Bellman optimality equation (8) and is of the following form: ) ( rt 1 max Q ( st 1 , a )). Q ( st , at ) (1 Q ( st , a t ) (11) Old estimate of Q ( s t , a t )
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There are two differences from the dynamic programming update rule based on the Bellman optimality condition. First, as was already mentioned, the expectations operator is gone – the actual realised reward and actual action value from the look-up table are used instead of the expected reward and expected Q-value, respectively. Second, the Q-value in the look-up table is not directly replaced with its new estimate but is rather averaged with the previous estimate (which provides needed additional stability for the convergence to the correct Q function). The speed of learning, of course, depends on the learning parameter – higher values of the learning parameter ensure faster learning. Higher values of may be useful at the beginning of the learning process as the learning starts from arbitrary policies, or in nonstationary environment where the reinforcement learning agent needs to adapt faster and more flexibly.
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It is shown that under quite general conditions the update rule (11) guarantees convergence of the action-value function to the optimal Q-function, provided all state-action pairs are visited infinitely many times. The latter condition is needed to avoid early convergence to suboptimal policies. It requires that the learning agent continues to explore the environment by occasionally taking seemingly suboptimal values so as to ensure that all actions in all states are sufficiently explored. Hence, the Q-learning agent follows the Qgreedy policy most of the time but sometimes (e.g. with prespecified probability ) takes an exploratory action, which may be completely random or oriented towards more efficient exploration. Such a behavioural policy is usually called -greedy.



Figure 1. Basic Q-learning algorithm Initialise Q(s,a), s arbitrarily Repeat: Choose a using policy derived from Q (e.g. -greedy) Take action a, observe r, s’ Q ( s, a ) (1 ) Q ( s, a ) (r max Q ( s ', a ')) a'



s s' until convergence is achieved or process is terminated Source: adapted from Sutton and Barto (1998). Having discussed the basic principles of the Q-learning agent’s behaviour, now it is possible to describe its behaviour in the procedural form – see the pseudo-code in Figure 1. Unfortunately, this simple algorithm can be rarely applied in practice. The reason is that it requires representation of the Q-function as a table with one entry for each state-action pair. This is not possible if the state space is continuous. Even in discrete real-world problems – and especially in the problem of investment behaviour modelling – the size of the Q-table and the computational burden associated with back-up operations are basically unmanageable. This implies that usually it is impossible for the Q-learning agent to fully explore the state space and it is necessary to generalise its prior experience to unfamiliar, but qualitatively similar state-action pairs that are of interest. Such generalisation is also called structural credit assignment – another important feature of the reinforcement learning. There are a number of readily available methods for experience generalisation. In our model we use the standard linear gradient-descent function approximation for the Q-function, which we now describe briefly. The idea of the linear approximation procedure is to replace the representation of the Q-function as a look-up table with some linear function and iteratively update its parameters instead of updating Q-values for every single state. Hence, the estimate of the action value function is replaced by the following linear approximation:
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is the n 1 vector of state features, i.e. arbitrarily chosen variables that reflect the



distinctive features of a given state. Matrix t is the n m parameter containing parameters associated with n state features for each of m possible actions. For more intuitive exposition it is convenient to work with column vectors of this matrix. The gradient-descent methods seek to gradually adjust the current approximation of the Q-value toward its new estimate and the step size is proportional to the negative gradient of some measure of current deviation (e.g. mean squared error). More specifically, for a given action a, the parameter vector t can be updated as follows: 15
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error, i.e. the column vector of partial derivatives of function f with respect to elements of t . By taking the derivatives in equation (13), one gets [vt Qt ( st , at )] s , for all a. (14) t 1 t The new sample estimate of the action-value function, v t , is obtained similarly to the basic Q-learning algorithm (see equations (8) and (11)). The parameter update equation (14) thus becomes for all a. (15) [rt 1 max Qt ( st 1 , at 1 ) Qt ( st , at )] s , t 1 t a



This equation forms the basis of the Q-learning algorithm, which is applied by artificial agents in our model when forming expectations about the intrinsic stock value. The detailed procedural form of the algorithm is given in Figure 2.



Figure 2. Gradient-descent function approximation Q-learning algorithm Initialise , s , s, a arbitrarily Repeat: Take action a, observe r, s’ T a



s



For all actions a: T Q ( s' , a) a s r max a Q ( s ', a )



: a s With probability 1 : a arg max a Q ( s', a ) else: Choose a randomly s s' until convergence is achieved or process is terminated Source: Adapted from Sutton and Barto (1998). a



The gradient-descent Q-learning is the so-called off-policy control method, as the value function backup procedure uses the highest Q-value of the resultant state, max a Q ( s ' , a ), rather than the one associated with the current policy, Q ( s ', a '). Unfortunately, convergence to the optimal solution or its vicinity is not guaranteed for the off-policy methods. Nevertheless Sutton and Barto (1998) suggest that it may be possible to guarantee convergence for the Q-learning algorithm when the Q-function estimation policy and the action policy are sufficiently close to each other, which is the case if the -greedy policy is followed. There is also evidence that these methods give good practical performance despite the lack of theoretical guarantees of convergence to optimal policies (Tesauro and Kephart, 2002).
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4.2. Potential for application of reinforcement learning technique in economics and finance Another, potentially more severe problem with practical application of standard reinforcement learning methods for interesting economic and financial problems is that convergence requirements include stationary environment, fully observable states and the single-agent setting. In other words, the reinforcement learning agent is capable of learning to effectively adapt in the well-defined stationary environment but, naturally, simple adaptive learning cannot guarantee optimal behaviour once the multi-agent interaction brings in strong non-stationarity and strategic interaction among agents. In modelling the financial, or any other market as a complex adaptive system consisting of a large number of interacting reinforcement learning agents, one must face the issue of whether standard reinforcement learning techniques can adequately govern agents’ behaviour. Existing financial research provides little guidance in this respect because, to our knowledge, no well-known multi-agent stock market models based on reinforcement learning have been developed so far. The reinforcement learning literature, however, provides some evidence that using the singleagent Q-learning algorithm in the multi-agent setting quite often leads to either exactly or approximately optimal policies (Tesauro, 2002). For instance, Tesauro and Kephart (2002) show that in a stylised two-seller market price-setting policies derived by using the standard Q-learning algorithm outperform some fixed and myopic policies and, in some settings, convergence to optimal policies is achieved. It should also be noted that in order to improve performance in multi-agent settings different extensions to the standard reinforcement learning algorithms have been proposed. They are mainly applied in two-player games, and they take into account the opponent’s estimated strategies (e.g. Littman’s (1994) Minimax-Q algorithm, Tesauro’s (2004) Hyper-Q algorithm or the Nash-Q algorithm developed by Hu and Wellman, 2003). Alternatively, agents may adapt learning rates according to the current performance, as in WoLF (Win or Learn Fast) algorithm developed by Bowling and Veloso (2001). In our model, strategic interaction among agents is limited as agents interact in a competitive manner via the centralised exchange, where they participate in double auctions and take decisions simultaneously. The problem is arguably alleviated by the fact that the number of agents is quite large because what matters for any specific agent is the relatively stable distribution of all other agents’ actions (buy or sell orders) rather than individual actions per se. Hence, the average market price and other trading statistics can be seen as some summarising functions of multi-agent interaction and this is taken into account when individual decisions are made. Additional stability of the learning processes is guaranteed by combining the Q-learning algorithm with some evolutionary adaptation principles that are described in a later section. Agents in our model must decide on buying and selling stocks so as to attain best long-term portfolio performance. It should be noted that reinforcement learning methods have been quite successfully applied in various portfolio management problems. One of the early applications is Neuneier’s (1996) model, which employs the Q-learning in combination with the neural network as a value function approximator for optimal currency allocation in a simple two-currency, risk-neutral setting. Moody and Saffell (2001) apply direct reinforcement learning to optimise risk-adjusted investment returns for intra-day currency and stock-index trading. Van Roy (1999) uses the temporal difference learning algorithm for valuing financial options and optimising investment portfolio. Reinforcement learning methods of portfolio management are gradually gaining popularity among practitioners but theoretical literature remains relatively scarce and further research is needed to unleash the potential of this approach.
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5. Description of the ASM model A remarkable feature of the present ASM model is that it does not fully abstract from many important features of real financial markets that are usually excluded both from standard financial models and other ASMs. For example, just like in the real world financial markets, agents in this ASM do not know the “true model” but try instead to adapt in the highly uncertain environment, they exhibit bounded rationality, non-myopic forward-looking behaviour, as well as diversity in experience and skill levels; the trading process is quite realistic and detailed; dividends are paid out in discrete time intervals and the importance of dividends as a fundamental force driving stock prices is explicitly recognised. The proposed ASM model embodies some novel ideas about financial market modelling and provides interesting generative explanation of prolonged periods of over- and under-valuation, though the abundance of technical assumptions and lack of experimental data on actual investor behaviour admittedly complicate calibration of the model to the actual financial data. In the remainder of this section we present the architecture of the artificial stock market in detail. 5.1. General market setting and model’s main building blocks The artificial stock market is populated by a large number of heterogeneous reinforcement-learning investors. Investors differ in their financial holdings, expectations regarding dividend prospects or fundamental stock value. This ensures diverse investor behaviour even though the basic principles governing experience accumulation are the same across population. The very basic description of agents’ behavioural principles is as follows – all agents forecast an exogenously given, unknown dividend process, base their estimates of the fundamental stock value on dividend prospects (these estimates are intelligently adjusted to attain immediate reservation prices), and act so as to maximise long-term returns to their investment portfolios. As usual in financial market modelling, the modelled financial market is very simple. Only one, dividend-paying stock (stock index) is traded on the market. Dividends are generated by an exogenous stochastic process unknown to the agents, and they are paid out in regular intervals. The number of trading rounds between dividend payouts can be set arbitrarily, which enables interpretation of a trading round as a day, a week, a month, etc. Paid out dividends and funds needed for liquidity purposes are held in private bank accounts and earn constant interest rates, whereas liquidity exceeding some arbitrary threshold is simply removed from the system (e.g., consumed). Borrowing is not allowed. Initially agents are endowed with arbitrary stock and cash holdings, and subsequently in every trading round each of them may submit a limit order to buy or sell one unit of stock, provided, of course, that financial constraints are non-binding. Trading takes place on the centralised exchange.



18



Figure 3. Main building blocks of the ASM model Forming private forecasts of exogenously generated dividends



Based on: Exponential moving average Adjustment as a result of reinforcement learning (agents seek to minimise forecast errors)



Making individual estimates of fundamental stock value and its reservation price



Based on: Discounted expected dividend flows Adjustment as a result of reinforcement learning (agents seek to maximise portfolio returns)



Making individual trading decisions



Based on: Private estimates of fundamentals, Maximisation of expected individual wealth at the end of a trading period Publicly announced estimated probabilities of successful trades for given prices



Carrying out trades via the centralised exchange and collecting trading statistics



Based on: Double auction system Simultaneous submission of trade orders and random queuing of individual orders



Learning to forecast dividends and learning about fundamental stock value Based on: Standard Q-learning with linear gradient-descent approximation



Augmenting learning processes by specific interaction among agents (optional)



Based on: Successful strategy imitation Evolutionary selection and resultant prevalence of successful investment strategies Noise trading behaviour



For the ease of detailed model exposition, it is useful to break the model into a set of economically meaningful processes, though some of them are inter-related in complex ways. The general structure of the model is laid out in Figure 3. We will discuss these logical building blocks in the following subsections. 5.2. Forecasting dividends Expected company earnings and dividend payouts are the main fundamental determinants of the intrinsic stock value. Even though earnings and dividend dynamics are not forecasted explicitly in standard models based on the efficient market hypothesis, it is usually implicitly assumed that some market players do conduct fundamental analysis, which ultimately gets reflected in stock prices. Hence, the fundamental analysis of earnings perspectives does matter – just some theories are willing to go so far as to assume that communication among market participants is efficient enough for most investors not to bother inquiring into companies’ financial books. In the present model we take a more natural approach to the fundamental analysis. We simply assume that all agents make their private forecasts of dividend dynamics and we also allow for possibility to improve a given agent’s forecasting ability by probabilistic imitation of more successful individuals’ behaviour (see Section 5.7 for more on this). Artificial agents in the current model face a problem of forecasting the dividend flows generated by an unknown, potentially non-stationary data generating process specified by a modeller. The only information, upon which agents can base their forecasts, is past realisation of dividends, and agents know nothing about stationarity of the data generating process.
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Hence, they are assumed to form adaptive expectations, augmented with the reinforcement learning calibration. Agents start with finding some basic reference points for their dividend forecasts. The exponentially weighted moving average (EWMA) of realised dividend payouts can be calculated as follows: div t , EWMA divt (1 )divt 1 (1 ) 2 divt 2 ... (1 ) t div0 . (16) Here div t denotes dividends paid out in period t and is a smoothing factor, which is a real number between 0 and 1. It is important to note that the model allows for dividend payouts to be arbitrarily less frequent than stock trading rounds, e.g. if one trading period equals one month, dividends may be scheduled to be paid out every twelve periods and in equation (16) one time unit would be one year. Also note that in calculating the EWMA, largest weights are attributed to the most recent periods, with weights declining exponentially for further lags. Equation (16) can be replaced with the following, much more computationally efficient expression: divt ,EWMA divt (1 )divt 1,EWMA . (17) We put the vector sign on the variables in equation (17) to indicate that all investors form individual forecasts. There might be differences in weighted averages for individual investors (smoothing factors are assumed to be the same for all investors), as arbitrarily chosen initial values of average dividends help to induce variety of investor views. Over time, however, these exponential averages converge to each other. Exponential moving averages would clearly be unacceptable estimates of future dividends in a general case. Hence, their function in this model is twofold. First, they provide a basis for further “intelligent” refinement of dividend forecasts, i.e. these moving averages are multiplied by some adjustment factors calibrated in the process of the reinforcement learning. And second, forecasting dividends relative to their moving averages, as opposed to forecasting dividend levels directly, makes forecasting environment almost or fully stationary (depending on the data generating process), which is formally required for the reinforcement learning task. The n-period dividend forecast is given by the following equation: E div t n div t , EWMA . daf t , (18) where “ . ” denotes element-wise multiplication and daf t is the vector containing dividend adjustment factors, one for each individual agent. These adjustment factors are gradually changed as agents explore and exploit their accumulated experience, with the long-term aim to minimize squared forecast errors. The detailed description of the reinforcement learning procedure is provided in Section 5.6. All individual forecasts for periods t + 1, …, t + n formed in periods t – n + 1, …, t, respectively, are stored in the program and used for determining individual estimates of the fundamental stock value. 5.3 Estimating fundamental stock value and reservation price Quite similarly to the dividend forecasting procedure, agents’ estimation of the intrinsic stock value is a two-stage process. It embraces formation of initial estimates of fundamental value, based on discounted dividend flows, and ensuing intelligent adjustment grounded on agents’ interaction with environment. We refer to this refined fundamental value as the reservation price. The initial evaluation of the future dividend flows is a simple discounting exercise. To calculate the present value of expected dividend stream, the constant interest rate is used as the discount factor, as agents are assumed to be nearly risk-neutral (this assumption is 20



discussed in Section 5.6). Moreover, beyond the forecast horizon dividends are assumed to remain constant at the level of furthest-forecasted dividend. Under these assumptions, individual estimates of the present value of expected dividend flows are div t 1 div t n divt n / r ... , (19) pvt divt E n 1 r (1 r ) (1 r ) n 1 where r is the constant interest rate. The last term in this equation is simply the discounted value of the infinite sum of steady financial inflows. These present value estimates are subject to further refinement. To avoid excessive volatility of the estimates of the discounted value of dividend stream, they are smoothed by calculating the exponentially weighted moving averages: pvt , EWMA pv t (1 ) pv t 1, EWMA . (20) The role of these averages is very similar to that of the averaged dividends in the dividend forecasting process, namely, to provide some background for the reinforcement learning procedure and (partially) stationarise the environment that agents are trying to learn about. The second stage in the estimation of the individual reservation prices of the stock is again calibration based on the reinforcement learning procedure. Individual estimates are obtained by multiplying exponentially smoothed initial estimates (from equation (20)) by some price adjustment factors, paf: rp t pvt , EWMA . paf t . (21) In the context of the model the individual reservation price, rpit , is understood as an individual assessment of the stock’s intrinsic value that prompts immediate agent’s actions. Hence, agents take actions, observe their portfolio performance and receive rewards from the environment signalling their success in reaching their long-term goals. Depending on those reward signals, agents calibrate their adjustment factors and thereby the estimates of the stock value. The rationale of the adjustment procedure is based on the principle that in the competitive environment the long-run successful investment performance can be ensured only if an agent adequately assesses the value of the stock, both relative to fundamentals and other market participants’ views. The reinforcement learning procedure itself is further discussed in Section 5.6. 5.4. Making individual trading decisions Having formed their individual beliefs about the fundamental value of the stock price, agents have to make specific portfolio rebalancing decisions. In essence, they weigh their own assessment of the stock against market perceptions and make orders to buy (sell) one unit of the underpriced (overpriced) stock at the price that is expected to maximise their wealth at the end of the trading period. We give a more detailed description of these processes below. The perceived intrinsic stock value reflects what investors think the stock price should be worth immediately, hence the interpretation as the reservation price. If the last period’s average market price (average traded price) is less than agent i’s reservation price today, it is willing to buy stock and pay at most rpit . And conversely, if the prevailing market price is higher than the agent’s perceived fundamental, it is willing to sell it at rpit or higher price. It would be unrealistic and undesirable to require that agents make orders to buy or sell the stock precisely at reservation prices and force them to miss potentially profitable asset allocation opportunities. But then, what prices should they choose? The first obvious step, implemented in the model, is to allow limit orders, i.e. orders to trade the security at a specified or better price. This measure alone, however, does not solve the problem – the real world investor whose perception of the stock value considerably differs from the average 21



market opinion is likely to take advantage of market liquidity and make an order to trade at a price close the prevailing market price rather than to his own reservation price. So the question remains how to specify the price in the limit order. Given the complexity of the agent interaction, the optimal pricing solution generally cannot be found. However, we proceed in the following, intuitively appealing way: (i) we determine the possible price quote grid around the prevailing market price (i.e. determine tick sizes and possible price fluctuation bands), (ii) statistically estimate aggregate supply and demand schedules, (iii) compute each individual’s expected end-of-period wealth for every possible trading price and (iv) make trading decisions that maximise their expected end-of-period wealth. Just like in many real world financial markets, the model price quotes are discrete and the market price is allowed to fluctuate within publicly known bands around the last period’s (average) market price. There are two notable differences from actual price quoting. First, the price quote grid in the model is coarser than in reality as all potential bid and ask prices must be considered by every individual agent in their trading decisions, which imposes great computational burden. On the other hand, the price quote grid is detailed enough not to affect materially basic model results (e.g. the quote grid consists of 50 price quotes in the default version of the model). Second, the tick sizes are not equal across the quote grid in the model – the grid is finer in the centre and coarser in the tails. The logic behind such setting is that orders tend to be concentrated around the centre (i.e. last period’s average price), as orders to buy or sell at strongly deviating prices are either irrational or unlikely to be executed. Hence, a finer grid is needed in the neighbourhood of the preceding period’s average price. The nonuniform tick size is neither strong nor very important assumption but it helps to preserve richness of agent behaviour without burdening excessive computational cost. Agents, of course, aim at getting most favourable prices for their trades but they must take into account that better bid or ask prices are generally associated with smaller probabilities of successful trades. In other words, it is unlikely that an agent will be able to buy the stock at a much lower price than the benchmark last period’s market price, and the chances improve as the bid price is raised. The assumption that each agent is allowed to trade only one unit of stock in a given trading round has a very useful implication in this context – the probabilities of successful trades at all possible prices faced by a buyer and a seller can be loosely interpreted as the supply and demand schedules, respectively. So we further assume that these supply and demand schedules are estimated by the exchange institution from past trading data and constitute public knowledge. The estimation procedure is described in detail in Section 5.5. At this stage agents have all the components needed to choose prices that give them highest expected wealth at the end of the trading round. More specifically, agent i’s expected end-of-period stock holdings (number of shares) for each quote on the quote grid are given by the following vector: E{hi1,t } hi0,t 1 E{qi , t } bs, (22) where hi0,t denotes actual stock holdings prior to trading, 1 is a vector of ones, E qi ,t is the vector of expected number of shares to be bought or sold by agent i at all possible prices (these numbers lie in the closed interval between 0 and 1) and bs is the indicator variable that takes value of 1 the agent is willing to buy the stock and –1 if it is willing to sell the stock. Similarly, agent i’s expected end-of-period cash holdings for each possible price quote are E{mi1, t } mi0,t 1 E{qi , t }. xt ( bs c ) E{hi1,t } E{divi ,t }, (23) where mi0,t is the actual cash holding prior to trading, vector x t is the price quote grid, c is the fractional trading cost and E{divi ,t } denotes the expected dividends, which are to be paid out following the trading round (this term equals zero in between the dividend payout periods). It 22



is important to note here that interest on spare cash funds is paid, as well as excess liquidity (cash holdings above some prespecified amount needed for trading) is taken away, at the beginning of the trading period. All of this is reflected in mi0,t . Dividends are paid out for those agents that hold stocks after the trading round, as can be seen from equation (23). Finally, each agent calculates its expected end-of-period wealth for every possible price quote. Agent i’s expected end-of-period stock holdings are valued at its perceived fundamental price, to get the expected end-of-period wealth E{wi1, t } E{hi1,t } fvi , t E{mi1, t }. (24) Hence, agent i’s quoted price, piq , is the price that ensures highest expected wealth at the end of the trading round: piq arg max E{wi1, t }. (25) xi



If several price quotes result in the same expected wealth, the agent chooses randomly among them. It is also important to note that in the process of the reinforcement learning, agents are occasionally forced to take exploratory actions. In those cases exploring agents choose prices from the quote grid in a random manner. 5.5. Carrying out trades via centralised exchange and collecting trading statistics Market price determination and actual trading take place on the centralised stock exchange. The trading mechanism basically is the double auction system, in which both buyers and sellers submit their competitive orders to implement their trades. More precisely, orders are processed and executed with the help of a slightly simplified order book, which retains a large degree of realism. One, very common in other ASM models and uncontroversial abstraction is the assumption that trade orders are submitted all at the same time, before a trading round and without any public knowledge of individual market participants’ submitted orders. Traders’ strategic interaction within a trading period, though possible in reality, is hardly important for market dynamics in the much longer term, which is of primary interest in this study. In our model the order book mechanism works as follows. Prior to a trading round, all agents’ trade orders are queued randomly and then each of them undergoes the processing procedure. During this procedure, for an order that is being processed all earlier-queued orders are scanned in search for the most favourable matching (opposite) order. If such an order is found (a tie among several equally good orders is broken arbitrarily), the trade is executed at the average of the bid and ask price. Otherwise, the order remains open until it makes a match for other processed orders or until the end of the trading period, when it is closed as an unexecuted order. Following the trading round, all agents’ cash and securities accounts are updated accordingly. The centralised stock exchange also produces a number of trading statistics, both for analytical and computational purposes. These statistics include the market price, trading volumes and volatility measures. The market price in a given trading period is calculated as the average traded price. As was mentioned before, it is crucially important for making further trading decisions and it serves as the reference value in the subsequent trading round. Another set of crucial trade statistics, already referred to in Section 5.4, contains estimated probabilities of successful trades at given (relative) price quotes. Intuitively, the probability of the successful trade at a given price quote (relative to the benchmark price) is calculated as a fraction of successfully executed buy (sell) orders out of all submitted orders to buy (sell) at that price. Simply put, these estimated probabilities should indicate chances of successful trading at prices that are “high” or “low” relative to the prevailing market price (i.e. 23



last period’s average price). Of course, estimates of these probabilities are reliable and valuable in the decision making process only if they are obtained from a large number of observations and they are time-stationary. In the default version of the model the former assumption is violated, as the number of actual trades is not large enough compared to the number of price quotes. We solve this problem by time-averaging combined with the crosssectional regression. Estimates of probabilities of successful buy and sell orders for every price quote are smoothed over time by computing exponential moving averages. If there are no orders to buy or sell at a given price at time t, the exponential moving average estimates of successful trade probabilities are left unchanged from the t–1 period. Furthermore, the scattered estimates are fitted to a simple cross-sectional regression line (with its values restricted to lie in the interval between 0 and 1) to ensure that the sets of successful trade probabilities retain meaningful economic properties. As a result, we get a nice upward-sloping line, which represents probabilities of successful buy orders for each possible price quote, and a downward-sloping line for the sell orders case (see Figure 4).



Figure 4. Typical estimated demand and supply schedules in an upward-moving market Probability of successful trade
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Figure 4 shows a typical example of estimated probabilities of successfully buying and selling one unit of stock at all possible prices (last period’s average price set equal to 25 in the pricing grid). This particular example shows that agents have higher perceived chances (roughly 60%) of selling at the trade period’s opening price than buying at the same price (roughly 40% chance). This is an indication of an upward-trending market, which was indeed assumed in this example. 5.6. Learning to forecast dividends and forming estimates of the stock value Now that we have described the basic features of the model environment, we can turn to some specific details about agents’ reinforcement learning behaviour. There are basically two processes: agents apply reinforcement learning for the formation of dividend forecasts, which are then used in a separate process of estimation of the stock value. Both learning processes are based on the standard gradient-descent Q-learning algorithm presented in
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Section 4. Here we only specify and discuss the variables that appear in the standard algorithm. Recall that in the dividend forecasting case agent i learns to adjust the dividend adjustment factor, daf i ,t (see equation (18)). In each state there are three possible actions – the agent can increase the dividend adjustment factor by a small proportion specified by the modeller, decrease it by the same amount or leave it unchanged. Due to the complex nature of environment, the state of the world – as perceived by investor i – must be approximated, and it is described by a vector of so-called state features, s (see Figure 2). We choose four state features that are indicative of the reinforcement learner’s “location” in the environment and summarize some properties of the dividendgenerating process, which can provide basis for successful forecasting. These features include the size of the dividend adjustment factor, relative deviation of current dividend from its EWMA (compared to the standard deviation), the square of this deviation (to allow for nonlinear relation with forecasts) and the size of the current dividend relative to the EWMA. The forecast decision is taken at time t and the actual dividend realisation is known at forecast horizon t+n. Then agent i gets the reward, which is the negative of the squared forecast error: 2 rid,t n div t n E t div i ,t n . (26) Hence, the agent is punished for the forecasting errors. The learning process is augmented with modeller-imposed constraints on dividend forecasts. The forecast is not allowed to deviate by more than a prespecified threshold (e.g. 30%) from the current level of dividends. In that case, the agent gets extra-punishment and the dividend forecast is forced to be marginally closer to the current dividend level. Once the agent observes the resultant state, i.e. the actual dividend realisation, it updates its behavioural policy according the Q-learning procedure spelled out in Figure 2. In the case of the individual stock value estimation, agent i also can take one of three actions: fractionally increase or decrease the price adjustment factor, fvi (see equation (21)), or leave it unchanged. Analogously to the dividend forecasting case, the four state features are the price adjustment factor, the stock price deviation from its exponential time-average (this difference is divided by the standard deviation), the square of this deviation and the current stock price divided by the weighted time-average. The agent observes the state of the world and acts according to the pursued policy. After the trading round, the agent observes trading results and the resultant state of the world, which enables the agent to update its policies according to the usual Q-learning procedure. An important model design question is that of choosing the reward function. In this model, the basic immediate reward, ri ,pt 1 , is simply the log-return on the agent’s portfolio:
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(27)



Here ptm denotes the market price following a trading round in time t and r monthly is a oneperiod return on bank account. In order to ensure more efficient learning – just like in the case of dividend learning – constraints are imposed on the magnitude of price adjustment factors, and additional penalties are invoked if these constraints become binding. The chosen specification of the reward function (equation (27)) implies that the reinforcement learning agents try to learn to organise their behaviour so that they maximise long-term returns on their investments. We intentionally avoided investors’ risk aversion explicitly associated with consumption smoothing behaviour. One reason for this is that it would further complicate the model. Judging on economic grounds, a nearly risk-neutral portfolio management is arguably even more realistic than asset allocation associated with
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consumption smoothing in the current model setting. Simply, we should interpret the model agents as professional fund managers that care about maximising clients’ wealth, seek best long-term performance among peers and shun under-performance (see section 5.7 for more on that). They need not to be risk-averse, as is conventionally assumed about individual consumption-smoothing investors. Indeed, recent evidence from extremely turbulent financial markets shows that it might well quite the opposite – in some cases excessive risk-taking might generate superior performance for a prolonged period of time, which in turn generates solid growth in fee income during that time. Discussing in terms of our model, agents carry out repeated incremental trading, i.e. trade one unit of stock per trading round and there are many of those rounds. It means that generally it does not make sense for agents to avoid risky short-term opportunities with positive expected gains or make bets with negative expected returns because, due to averaging effects and the law of large numbers, in the longer term risk-neutral behaviour leads to largest accumulated wealth (and largest management fees). At the same time, agents’ strategic considerations regarding their dominance and survival in the competitive environment are not neglected in the model, as evolutionary competition is allowed. Hence, actual agents’ attitude towards risk is determined not only by its reward function. Generally, this discussion is more aimed at showing that risk-aversion among institutional investors may not be such an immovable and fundamental assumption as is usually maintained in the standard financial theory. It is interesting to note that the model provides an generative explanation of excess volatility and excess returns, which are sustained over prolonged periods and are not related to explicit standard assumptions about investors’ risk-aversion. 5.7. Augmenting learning processes by specific interaction among agents The model also allows for optional alteration of agent behaviour via sharing private trading experience, competitive evolutionary selection and noise trading behaviour. These options help enhance realism of the artificial stock market and arguably augment the reinforcement learning procedure by removing clearly dominated trading policies implemented by individual agents and by strengthening competition among them. Real modern financial markets are hardly imaginable without exchange of ideas about asset pricing and investment strategies. Dissemination of ideas may take various forms, ranging from paid professional advice and analytical commentaries in the mass-media to informal communication among investors and signal extraction from observed behaviour. In our model, dissemination of agents’ experience is very stylised. At the end of each period agents are randomly matched in pairs. In every pair, agents’ long-term performance measures, which are cumulative past rewards, are compared to each other. If the difference between matched agents’ performance measures is sufficiently large (the threshold level is allowed to fluctuate randomly to reflect the random nature of knowledge dissemination), the worseperforming agent simply copies the more successful agent’s experience embodied in matrix (see equation (12)). Such strategy imitation procedure should make the ASM more realistic and efficient in that the number of agents pursuing systematically wrong investment policies is reduced, while best strategies tend to spread around and, moreover, they evolve dynamically as they tend to lose their effectiveness quickly. Evolutionary selection is another available option in the present ASM that models bankruptcy of worst-performing agents and their replacement with best-performers. Agents, whose performance relative to the benchmark (which is the average agents’ performance) falls below a modeller-specified threshold, go bankrupt. Their place is taken over by bestperformers, which then are forced to split so that the number of agents remains constant. This has a natural interpretation: inferior fund managers are forced out of the market as unsatisfied
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clients bring their wealth over to best-performing funds and the latter then have to split for regulatory or any other reasons. Successful agents are given substantial extra rewards in the event of the split, to encourage their performance. Finally, the model allows for noise trading behaviour. Unlike in the evolutionary selection, the worst-performers are not replaced by most successful agents. Rather, they scrap their prior learning experience (i.e. elements of their experience matrices are set to zero) and, as a result, behave in a largely random manner.



6. Preliminary simulation results Like the vast majority of other ASM models, the current model is based on a large number of parameters, and it is very difficult to calibrate the model to match empirical data. At this stage of the model development we do not attempt to do that. Instead, we assign reasonable and, where possible, conventional values to the parameters and assume very simple forms of dividend-generating processes. This enables us to determine the approximate fundamental stock value dynamics and study how the market stock price, determined by the complex system of heterogeneous agents, fares in relation to stock price fundamentals. Even though the model is not calibrated to the market data, model results can offer qualitative insights about market efficiency and functioning. In this section we will examine these issues in more detail. The simulation procedure is implemented by performing batches of model runs. Each run consists of 20,000 trading rounds (about 1667 years). Batches of ten runs repeated under identical parameter settings are used to generate essential data and statistics that are in turn used for analysis and generalisation. In every run, the first 5,000 trading rounds – as the initiation and active learning phase – are excluded from the calculation of the descriptive statistics (presented in Table A.3). The simulation concentrates on altering features of the reinforcement learning, interaction among agents and dividend-generating processes in an attempt to understand relative importance of intelligent individual behaviour, market setting and population-level changes for the aggregate market behaviour. Other model parameters are kept unchanged. Their values are provided in Table A.1 in the Appendix. Simulations are carried out for two basic modeller-specified dividend-generating processes (see Table A.2). In one case dividends fluctuate randomly around a constant mean, and the volatility is proportional to the dividend level. In the other case, an exponential trend is added to necessitate the intelligent adjustment of dividend estimates (as exponentiallyweighted moving averages get clearly biased). We also examine deterministic constant dividends, as a special case. Important descriptive statistics and graphs associated with these experiments are provided in the Appendix. Assumptions about exponential growth may lead to explosive growth in models with large time frames. It could seem natural to assume dividend growth of, say, 5% per year but the sustainability issue kicks in very quickly – the dividend would increase by 125 times in one hundred years and it would multiply by a factor of 1.5 10 21 in a span of one thousand years. Large dividend growth rates can only be sustained over relatively short time horizons, and hence in our very long-term model we have to choose very low dividend growth rates (e.g. 0.15 % per year). The primary question addressed in most ASM models is the market efficiency issue. Here, the efficiency is loosely interpreted as the congruence between the stock market price and the fundamental value of the stock. But in fact it is quite difficult to get this exact value of fundamentals. Dynamics of actual fundamental value of the stock are approximated by discounting expected dividend flows (obtained by removing the stochastic part from the 27



dividend-generating equation) using the riskfree interest rate. Of course, this requires the assumption that artificial agents in the model actually behave in a nearly risk-neutral way. Recall that in their decision making process, agents form dividend forecasts and compute estimates of fundamental value (which are subject to further adjustment). As a first step of the market efficiency analysis, we compare dividend forecasts with actual dividend dynamics. We start with the model with enabled individual reinforcement learning, strategy imitation and evolutionary selection. The dividend forecasting exercise is particularly simple in the case of the constant-mean dividend-generating process (it does not even require active reinforcement learning, as unbiased dividend forecasts are obtained by a simple arithmetic average of past dividend realisations). For the given parameter setting, the average dividend forecast error, averaged over all agents and ten runs, is virtually zero and the average absolute error is 0.4%. Some intelligent adjustment of dividend forecasts becomes necessary when the exponential dividend growth is assumed, as averaged past dividends can no longer be used as unbiased predictors. In this case agents shift their forecasts, based on EWMAs, upwards by 1.5% on average. The average dividend forecast error for this model specification is -0.1%, while the average absolute forecast error again amounts to 0.4%. Due to imposed forecasting bounds (see Section 5.6) and due to the fact that forecasts are based on EWMAs of past dividends, random (unintelligent) adjustment of forecasts may lead to quite similar results as in the case of intelligent calibration. To assess the actual importance of the reinforcement learning behaviour for dividend forecasting, simulation batches with disabled reinforcement learning are run. In these runs agents neither learn to forecast dividends, nor try to optimise their portfolios, as their commensurate reinforcement rewards ri d,t n and ri ,pt 1 are set to zero. In the case of no dividend growth, the average forecast bias considerably increases to -0.8% and the average absolute errors stands at 1.4%. Commensurate indicators for the growing dividend case are found to be exactly the same. It should also be noted that in the non-learning agents case the average percentage of agents hitting the modeller-imposed dividend forecast bounds increases significantly, as compared to the enabled learning case. In other words, learning agents are able to effectively form “reasonable” forecasts, as compared to non-learning agents that are simply forced to remain within prespecified boundaries but perform worse, taken on individual basis. This suggests that in the dividend forecasting process intelligent adaptation matters, especially in the nonstationary environment. The next step of our analysis is to examine dynamics of the market price in relation to the perceived fundamental valuation. We start with the case of enabled reinforcement learning and growing dividends (no-growth case is qualitatively very similar). A simple visual inspection of the graph depicting market price and fundamental value dynamics suggests that the market price does not coincide with the fundamental valuation (see Figure A.4). Rather, fundamentals anchor the stock price dynamics to some extent, and the market price fluctuates in the vicinity of the perceived fundamental value. It should also be noted that perceived fundamentals track quite closely theoretical risk-neutral fundamental values. In this setting agents perform quite well in terms of tracking fundamentals. The average percentage bias of market price from the fundamentals is low and stands at -1.6%. Nevertheless, the valuation errors are clearly autocorrelated – due to the market inertia and prevailing expectations, the stock may be over- or under-valued for extensive periods of time. For instance, runs of uninterrupted overvaluation stretch on average for 44 trading periods and an average length of undervaluation runs is 60 periods. The magnitude of average price deviations is also significant – overvaluation runs have the upper standard semi-deviation from fundamentals of 7.9% and in the case of undervaluation runs the lower semi-deviation is 8.9%. With the average price volatility of 2.9% (per trading round), average market price deviations from the fundamental valuation are obviously large. Also note that the enabled 28



evolutionary selection option in the model ensures relatively even wealth distribution among agents and each trading period active agents (i.e. agents that have sufficient funds and/or stock holdings to trade) constitute on average 89.7% of total population. Finally, the average fraction of agents whose adjusted fundamental valuations (reservation prices) fall out of modeller-imposed “reasonable” bounds is very low and stands on average at 0.1% of total population in a trading round. But is the stock market just a distributed discounting mechanism? It turns out that the above results hinge on the evolutionary competition assumption. It suffices to disable the evolutionary selection described in Section 5.7 and the average percentage stock price bias from the fundamentals boosts to 5.9% along with a dramatic increase in average overvaluation runs to 406. A possible explanation for this systemic overvaluation could be that agents pursuing inferior investment policies are getting relatively poorer over time and this brings a gradual increase in the fraction of inactive agents – by the end of a simulation run the number of inactive agents per trading round increases to 70-80%. Naturally, wealth concentrates in the hands of remaining 20-30% agents that exploited weaknesses of inferior strategies pursued by their peers. Diminished number of active participants and smaller degree of competition allows agents to concert their portfolio rebalancing actions in such a way that the market price is driven up, which leads to larger unrealised returns and thereby stronger reinforcement for the remaining active players. From the real world perspective this can only be seen as a parable but yet it makes a lot of sense. Investors want stock prices to be as high as possible but still compatible with fundamentals. On the other hand, it is not in their direct interest to have prices that match fundamentals precisely. Needless to say that in reality the mechanism tying stock prices to their fundamentals sometimes breaks down, as it has been so forcefully shown by the recent rise and burst of the global financial bubble. We also perform simulations to examine market’s self-regulation ability. In particular, we want to know whether economic forces are strong enough to bring the market to the true fundamentals if they systematically differ from average perceived fundamentals. For this purpose, estimates of fundamental value are proportionately increased by adding a term in equation (19). Then simulation runs are implemented for different model settings, with or without reinforcement learning. It turns out that the market is not able to find the true riskneutral fundamentals. In the case of no-learning, stock prices tend to slowly grow larger than the perceived fundamentals, i.e. move in the opposite direction from true risk-neutral fundamentals. This overvaluation could possibly be associated with the model’s feature that excess liquidity is simply taken away from the market, which means that those agents that sell their stock holdings are more likely consume their money and tend to become inactive, whereas active buyers have more chances of dominating (and successful buying is associated with higher bidding prices). In the case of enabled reinforcement learning, agents tend to stick to the perceived fundamentals, and the market price fluctuates around them as a result. The above results confirm the market self-regulation mechanism in this model is weak. We certainly do not find evidence of agents adjusting their perceived fundamentals so that the market price gets in line with modeller-imposed fundamentals or, say, the usually assumed risk-averse behaviour. On the other hand, it is not surprising. Well known puzzles of empirical finance and recent mega-bubbles suggest that after all markets may not be tracking fundamentals so closely. It can be the case that markets exhibit such inertia that even fundamentally correct investment strategies pay out only in too distant future and may not be applied successfully or act as the market’s self-regulating force. The obtained result suggests that (not necessarily objectively founded) market beliefs of what an asset is worth are a very important constituency of its market price. Last but not least, we want to examine the relationship between the market price fluctuations and the financial market liquidity. This interesting experiment also helps to shed
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light on the reasons for a relatively loose connection between the market price and fundamentals. In this simulation run, the standard model version with reinforcement learning and evolutionary selection is used, while dividends are assumed to be deterministic and constant. It is notable that even in this environment market price fluctuations remain significant and trading does not stop. The clue to understanding this excess volatility may be the positive relationship between market liquidity and the stock price. Since unnecessary liquidity at an individual level is removed from the system, overall liquidity fluctuates in a haphazard way. Increases in market liquidity bolster solvent demand for the stock and lifts its price. As can be seen from Figure 5, liquidity growth spikes are associated with strong price increases. The linear correlation between growth of money balances and stock price growth is found to be 0.32.



Figure 5. Typical relationship between stock returns and liquidity in a constant dividend case 80
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It should be noted that the latter experiment is devised so as to ensure that positive relationship between stock returns and investors’ cash holdings is not linked to fluctuations in dividend payouts. This allows us to conclude that liquidity fluctuations move the asset price in this case, and not vice versa. The evidence that market liquidity changes can move markets is very important in understanding the way liquidity crises, credit booms and deleveraging, portfolio reallocations between asset classes and other, sometimes purely exogenous, factors may affect stock markets.



7. Concluding remarks In this paper we developed an artificial stock market model based on the interaction of heterogeneous agents whose forward-looking behaviour is driven by the reinforcement learning algorithm combined with some evolutionary selection mechanism and economic reasoning. This is a novel approach to agent-based modelling. Other notable features of the model include knowledge dissemination and agents’ competition for survival, detailed modelling of the trading process, explicit formation of dividend expectations and estimates of fundamental value, computation of individual reservation prices and best order prices, etc. At this stage of development, the model should largely be seen as a thought experiment that proposes to study financial market processes in the light of complex interaction of artificial agents that are designed so as to act in a logical and intuitively appealing way. Bearing in mind the uncertain nature of the model environment, mostly brought about by this same interaction, strategies followed by artificial agents seem to exhibit a good balance of 30



economic rationale and optimisation attempts. More detailed and less controversial economic content is this model’s feature that determines its main strength over many other artificial stock market models, which are most often based on evolutionary selection procedures that are sometimes criticised for lack of economic fundament. Preliminary simulation results suggest that the market price of the stock in this model broadly reflects fundamentals but over- or under-valuation runs are sustained for prolonged periods. Both intelligent adaptive behaviour and the population level adaptation (evolutionary selection in particular) are essential for ensuring any efficiency of the market. Market selfregulation ability is found to be weak. The institutional setting alone, such as the centralised exchange based on the double auction trading, cannot ensure effective market functioning. Even in the case of active adaptive learning, the market does not correct itself from erroneously perceived fundamentals if they are in the vicinity of actual fundamentals, which underscores the importance of market participants’ beliefs for the market price dynamics. We also find a positive relationship between stock returns and changes in liquidity – there are indications that exogenous shocks to investors’ cash holdings lead to strong changes in the market price of the stock. Overall, this line of research seems promising. The next natural step in the development of the present model would be calibration of the model to empirical data. Admittedly this could be a quite difficult task, which would require contracting the model’s horizon, speeding up learning processes, ensuring their robustness, choosing very carefully state variables in the reinforcement learning procedure, etc. On the other hand, similar modelling principles could be applied in modelling other markets, such as markets for goods or labour. More generally, intelligent adaptive agents could form the basis of applied dynamic macromodels. It is very likely that in the future they will stand on the equal footing with the representative agent of dynamic general equilibrium models.
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APPENDIX



Table A.1. Key parameter settings of the ASM model



General parameters Length of a simulation run (number of trading periods in a run) Number of simulation runs in a batch Number of agents Total number of shares Frequency of trading rounds Frequency of dividend payouts Monthly discount rate Annual interest rate on bank account Liquidity ceiling (as a multiple of current stock price)



20000 10 100 10000 Monthly Annual 0.995 0.062 5



Trading Number of feasible price quotes in a trading period Frequency of trading rounds Trade cost (as a fraction of trade value)



50 Monthly 0.001



Learning Learning rate (alpha) Exploration rate (epsilon) Subjecting discount parameter of reinforcement learning Dividend forecasting horizon Smoothing parameter in the EWMA of dividends, fundamental value Dividend forecast constraint (as a fraction of current dividend) Individual reservation price constraint (as a fraction of perceived fundamentals) Action step size in the process of dividend learning (allowed percentage changes of the dividend adjustment factor) Action step size in the process of reservation price formation (allowed percentage changes of the price adjustment factor)



0.1 0.1 0.995 5 years 0.1 ! 0.3 ! 0.2 -0.02; 0; 0.02 -0.02; 0; 0.02



Bankruptcy conditions in evolution procedure (and noise trading) Maximum number of bankruptcies in a trading round Performance threshold (as a percentage of average performance)



3 0.7



Threshold for strategy imitation Average difference between two compared strategies (as percentage of the leading strategy)



Table A.2. Specification of model experiment runs div t 25 0.05 divt Dividend generating process (Model 1) Dividend generating process (Model 2)



divt



25 1.000125



Dividend generating process (Model 3)



divt



25



Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 Experiment 6 Experiment 7



Model Model 1 Model 1 Model 1 Model 2 Model 2 Model 2 Model 3



t



1



0.2



t



0.05 divt



Learning ON ON OFF ON ON OFF ON



1



t



Evolution ON OFF ON ON OFF ON ON
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Table A.3. Basic descriptive statistics of simulation experiments Dividend forecasting Average forecast bias, % Average absolute forecast error, %



1



2



3



Experiment 4



0.0



0.0



-0.8



-0.1



-0.1



-0.8



0.0



0.4



0.4



1.4



0.4



0.4



1.4



0.1



-1.6



5.9



7.6



-0.1



43.7



405.9



63.2



63.5



59.9



2.9



2.8



62.4



7.9



6.7



9.0



8.5



8.9



1.6



1.8



8.6



2.9



2.2



3.6



2.8



Price dynamics relative to perceived fundamentals Average price bias from 0.2 6.7 7.8 fundamentals, % Average length of 64.2 332.0 63.3 overvaluation runs Average length of 52.3 3.6 2.8 undervaluation runs Upper semi-deviation (avg. overvaluation 8.1 7.7 9.3 during a run above fundamentals), % Lower semi-deviation (avg. undervaluation 8.8 1.8 1.9 during a run below fundamentals), % Average volatility (per 2.8 1.8 3.5 trading round), % Behavioural and budget constraints Average proportion of agents forming “unreasonable” dividend 0.0 forecast (per forecasting round), % Average number proportion of agents that have “unreasonable” 0.2 reservation price (per trading round), % Number of active agents, 90.4 % Adaptive adjustment Average dividend adjustment factor Average price adjustment factor



5



6



7



0.0



4.8



0.0



0.0



5.0



0.0



1.0



3.3



0.1



0.4



3.3



0.1



31.0



21.7



89.7



29.2



22.2



90.5



1.0017



0.9970



0.9381



1.0152



1.0162



0.9543



0.9979



1.0023



0.9958



0.9740



0.9863



1.0044



0.9734



1.0022
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Figure A.1. Selected graphs of Experiment 1 500
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Figure A.2. Selected graphs of Experiment 2 1000000
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Figure A.3. Selected graphs of Experiment 3 1200000
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Figure A.4. Selected graphs of Experiment 4 180000
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Figure A.5. Selected graphs of Experiment 5 6000
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Figure A.6. Selected graphs of Experiment 6 6000
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Figure A.7. Selected graphs of Experiment 7 500
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