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Abstract Cyanobacteria are known as the first organisms to perform oxygenic photosynthesis and are as such of crucial importance for all aerobic life on earth. As evolution tends to introduce complexity in biological systems, cyanobacteria are suited to study photosynthesis due to their relative simplicity when compared to green plants. One of the most important capabilities of photosynthetic organisms is to be able to adapt to changing light-conditions. In this context, phycobilisomes, the main light-harvesting complexes of cyanobacteria, play a key role. By a technique called Fluorescence Recovery After Photobleaching (FRAP), it was shown that phycobilisomes can diffuse rapidly on the thylakoid membrane, allowing the cells to distribute excitation energy transfer between the two photochemical reaction centers. This allows an optimal adaption to the respective environmental light conditions. The goal of this work was to measure not only the diffusion of phycobilisomes, as in the conventional FRAP technique, but also simultaneously their ability for excitation energy transfer to the reaction centers. For this purpose, two methodological developments were made: Firstly, a special wide-field Fluorescence Lifetime Imaging Microscopy (FLIM) setup (Lifetime-FRAP) was built, which is capable to perform FRAP experiments and to measure simultaneously the fluorescence lifetime of the phycobilisomes. Wide-field FLIM needs inherently less invasive excitation intensities than confocal microscopy since it does not require extreme focusing of the laser beam and scanning of the sample. Secondly, a highly effective data analysis algorithm was implemented in order to resolve complex multiexponential fluorescence kinetics in single cells. This combined approach was successfully applied to the cyanobacterium Thermosynechococcus Elongatus. The main result of the Lifetime-FRAP experiment was that phycobilisomes which diffuse into the bleached area cannot reestablish excitation energy transfer to the reaction centers within a time range of 300 s. Whether this is a consequence of partially destroyed or modified reaction centers or is intrinsic to the reaction center-phycobilisome coupling mechanism has to be investigated in future studies.



Zusammenfassung Cyanobakterien sind die ersten Organismen die die Fähigkeit zur oxygenen Photosynthese entwickelt haben und deshalb von größter Bedeutung für das gesamte Leben auf der Erde. Da die Evolution dazu neigt die Komplexität biologischer Systeme immer weiter zu steigern, sind Cyanobakterien auf Grund ihrer relativen Einfachheit als Modellsystem für die Photosyntheseforschung besonders geeignet. Eine der wichtigsten Fähigkeiten photosynthesetreibender Organismen ist es, sich an wechselnde Lichtverhältnisse anpassen zu können. In diesem Zusammenhang spielen Phycobilisome, die wichtigsten Lichtsammelkomplexe in Cyanobakterien, eine Schlüsselrolle. Mit Hilfe von FRAP-Messungen (Fluorescence Recovery After Photobleaching) konnte gezeigt werden, dass Phycobilisome auf der Thylakoidmembran schnell diffundieren können. Dies erlaubt den Zellen eine optimale Verteilung der Anregungsenergie zwischen den beiden photochemischen Reaktionszentren und damit eine Anpassung an die sich verändernden Lichtverhältnisse der Umgebung. Das Ziel dieser Arbeit war es nicht nur, wie bei der konventionellen FRAP Methode, die Diffusion von Phycobilisomen zu messen, sondern gleichzeitig auch den Anregungsenergietransfer zu den Reaktionszentren. Um dies zu ermöglichen, wurden zwei Methoden entwickelt: Zum einen ein spezieller Aufbau für Weitfeld-Fluorescence Lifetime Imaging Microscopy (Lifetime-FRAP), der es erlaubt FRAP Experimente durchzuführen und gleichzeitig die Lebensdauer der Phycobilisome zu messen. Ein inhärenter Vorteil der Weitfeldmikroskopie ist die im Vergleich zur Konfokalmikroskopie wesentlich geringere Anregungsintensität, da der Laserstrahl nicht so stark fokussiert werden muss. Zum anderen wurde ein hocheffizienter Datenanalysealgorithmus implementiert, der komplexe, multiexponentielle Fluoreszenzkinetiken einzelner Zellen auflösen kann. Diese beiden Techniken wurden erfolgreich auf das Cyanobakterium Thermosynechococcus Elongatus angewandt. Das Hauptresultat des Lifetime-FRAP Experiments war, dass Phycobilisomen, die in den gebleichten Bereich diffundieren, keinen Energietransfer zu den Reaktionszentren innerhalb der Messzeit von 300 s wiederherstellen. Ob dies eine Folge der teilweisen Zerstörung oder Modifikation der Reaktionszentren ist oder dem Kopplungsmechanismus zwischen Reaktionszentren und Phycobilisomen geschuldet ist, bleibt als Frage für zukünftige Forschungen offen.
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0.1 Introduction "Adaptation is the heart and soul of evolution." [Eldredge, 1995] Adaption in response to external circumstances is one of the most fundamental themes in life. This motif is not only found in evolution, but is also a strategy of organisms to react to short-term changes of environmental conditions such as nutrition deficiency or climate stress. Cyanobacteria are known as one of the oldest living organisms on earth and have developed such strategies to react to quantitative and qualitative changes in one of their most important "nutriment": light. In fact, cyanobacteria are able to adapt to short-term fluctuations in intensity and color of light. By doing so, they impede damage to their light-driven reaction centers and exploit the light conditions in an optimal fashion. Their light-harvesting complexes play an important role for this ability[Joshua and Mullineaux, 2004]. Phycobilisomes are one type of cyanobacterial light-harvesting complexes and are investigated in the scope of this work. Unfortunately, fluorescence spectroscopy, which is one of the classic methods in photosynthesis research, exposes the cells to an amount of light which can lead to damages in their reaction centers amongst others. Hence, one goal of the development of new fluorescence spectroscopic techniques such as Fluorescence Lifetime Imaging Microscopy (FLIM) is the minimization of the necessary amount of excitation light. After a general introduction on fluorescence, the emphasis in the two middle parts of the work is consequently put on low-excitation intensity techniques. The wide-field FLIM setup and the implementation of highly effective data analysis techniques play the key role in this context. Lastly, the methods developed in the frame of this work are applied to study the diffusion of phycobilisomes in the cyanobacterium Thermosynechococcus Elongatus. Hereby, the goal of the experiment is to measure not only fluorescence intensity, as done in previous works [Mullineaux et al., 1997], but also the fluorescence kinetics before and after photobleaching (Lifetime-FRAP). The measured kinetics will allow additional conclusions about excitation energy transfer from phycobilisomes to the photochemical reaction centers before and after photobleaching. The setup presented in this diploma thesis was built with financial support from the German Federal Ministry of Education and Research (BMBF)1 .
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project number (FKZ): 13N10076
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Chapter 1 Introduction to fluorescence 1.1 Phenomenon of fluorescence The physical basis for all spectroscopic techniques presented in this work is the phenomenon of fluorescence. Fluorescence is one type of emission of light which occurs from electronically excited states of atoms or molecules. Depending on the nature of the electronically excited state, the emission of light is also called phosphorescence. The two phenomena are known as luminescence. The difference between both types of emission is that fluorescence occurs from electronic transitions where the excited state electron has the opposite spin as the corresponding ground state electron, whereas phosphorescence happens when the excited state and the ground state have parallel spin. It is forbidden by the Pauli exclusion principle that two fermions share the same quantum state, thus, the excited electron in the case of phosphorescence cannot relax without switching its spin state. This process is called Intersystem Crossing (ISC). Due to the fact that intersystem crossing is a relatively improbable process, the emission rates for phosphorescence are typically much slower (103 to 100 s−1 ) than those for fluorescence (108 s−1 ).



1.2 Electronic transitions Types of electronic transitions In fluorescence spectroscopy, an excited state atom or molecule is induced by absorbing a photon emitted by a light source. The processes that happen between the absorption and emission of light can be illustrated by the Jablonski diagram, named after Alexander Jablonski [Jablonski, 1935]. An example of a Jablonski diagram can be found in Fig. 1.1. It shows the absorption (



, ) of a photon with the energy hν A by an atom or
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Figure 1.1: An example for a Jablonski diagram. The thick black lines stand for the vibrational ground states while the thin black lines depict the first and the second vibrationally excited states. A set of one thick line and two thin lines represent either a singlet state (S 1 , S 2 , S 3 ) or a triplet state (T1 ) of the two outermost electrons of an atom or molecule. The arrows stand for transitions of an electron between different states. molecule and the possible subsequent events, such as internal conversion ( cence emission ( a triplet state (



), fluores-



) with the energy hνF from a singlet state or phosphorescence from ) with the energy hνP . The prerequisite for the absorption of a pho-



ton is that its energy hν A matches at least the energy of the lowest electronic transition. In order to fully explain the fluorescence emission spectra, the vibrational energy levels of the molecule, i.e. the movements of the nuclei, have to be taken into account. In a Jablonski diagram, this is incorporated by the thick black lines which correspond to the vibrational ground state and the thin lines to vibrationally excited states. One effect of molecular vibrations is the Internal Conversion (IC) of excitation energy and is illustrated by the dashed arrows in the diagram. Hereby, the energy of an electronic transition can be wholly converted into vibrational energy (long



) without emission



of a photon. Another possibility is that only a part of the energy of the absorbed photon hν A is converted to vibrational energy within one electronic state (short quently, the emitted photon (



). Subse-



) has a lower energy hνF than the absorbed photon, an



effect which is called Stokes shift. The probabilities for these transitions are described by the quantum mechanical principles explained in the next section.



Probability of electronic and vibrational transitions In the Schrödinger picture of quantum mechanics, the probability for a transition be¯ ¯ ¯2 tween two quantum states |Ψ(t )〉 and ¯Ψ(t 0 )〉 can be calculated by ¯〈Ψ(t )|Ψ(t 0 )〉¯ [Nolting, 2009]. However, for the calculation of the ground state |Ψ(t )〉 and the excited state ¯ ¯Ψ(t 0 )〉 of a diatomic molecule, a complex many-body problem has to be solved, includ5



Figure 1.2: Morse potential as a function of the nuclear distance for both electronic ground (E 0 ) and excited (E 1 ) state energy levels [Somoza, 2006]. The vibrational wavefunctions (red) correspond to the vibrational energy levels E 0,ν00 =0,...,6 and E 1,ν0 =0,...,6 . ing Coulomb interactions between all electrons and both nuclei and the coupling to an external field. The Franck-Condon principle states that the timescale of electronic transitions is too short for a significant displacement of nuclei [Franck and Dymond, 1926, Condon, 1926]. This simplifies the calculation of the necessary quantum states enormously. Assuming the Franck-Condon principle, the molecular states can be written as a product of separate wavefunctions for electronic and vibrational states, an approximation known as the Born-Oppenheimer approximation. In Fig. 1.2, the vibrational wavefunctions for a diatomic molecule described by the Morse potential can be found. The excited state of the electronic system results in a shift q 01 of the nuclear coordinate, defined as the distance between both nuclei. The diagram shows the absorption (blue) and the emission (green) of a photon, both depicted as vertical arrows indicating that there are no displacements of the nuclei during the electronic transitions. Keeping in mind that the scalar product between two quantum states determines the transition probability, Fig. 1.2 explains by showing the overlap of the vibrational wavefunctions why an electronic transition between E 0 and E 1 (blue) is most likely to result in a higher vibrational state of the molecule. Since the lifetime of the excited vibrational state is usually short compared to the lifetime of the electronic state, the electronic transition (green) happens from the vibrational ground state. This means that the emission wavelength is longer than the absorbed wavelength. The difference in energy dissipates thermally into the solvent. The wavelength shift between the absorbed photon and the emitted photon is called Stokes shift.
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1.3 Fluorescence lifetimes To calculate the average population [S 1 ] of an excited state S 1 , one has to take into account the different ways to dissipate the excitation energy. The following equation is obtained:



d [S 1 ] = −(k IC + k ISC + k F ) [S 1 ] dt



(1.1)



k IC and k ISC are the rate constants of internal conversion and intersystem crossing. For fluorescent molecules, the rate constants k IC and k ISC are usually small compared to the intrinsic rate of photon emission k F . The solution of the ordinary differential equation (1.1) is an exponential function [S 1 ] (t ) = [S 1 ] (0) exp(−t /τ) ,



(1.2)



where [S 1 ] (0) is the population of the excited states after the illumination of the sample. The lifetime τ is the inverse of the sum of all the rates: τ=



1 1 = k k IC + k ISC + k F



(1.3)



In fluorescence spectroscopy, the population of the excited state is not directly measured. However, the fluorescence emitted from the atom or molecule is proportional to the population of the state [S 1 ]: F (t ) = k F [S 1 ] (t )



(1.4)



The ratio between the observed number of photons per second k F and the disintegration rate k of the excited state is called quantum yield: ΦF =



τ kF = k τ0



(1.5)



For the most important photosynthetic pigment, chlorophyll, the lifetime is about τ ≈ 6 ns, depending on the solvent [Connolly et al., 1982]. Using Eq. (1.5), the so-called natural lifetime τ0 ≈ 17 ns can be calculated, assuming a quantum yield of 0.35 [Hindman et al., 1978]. If more than one type of fluorophore is present in the sample, the model for the fluorescence decay Eq. (1.4) is extended in order to include different lifetimes: M X



· ¸ t a j exp − F (t ) = τj j =1
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(1.6)



1.4 Förster resonance energy transfer



Figure 1.3: Molecules that are able to transfer their excitation energy between each other need to have a non-negligible overlap between emission and absorption spectra [Lakowicz, 2006]. Förster Resonance Energy Transfer (FRET) is an effect by which energy is transferred non-radiatively from one excited chromophore, called donor, to another, called acceptor. FRET is mediated by dipole-dipole coupling and is most effective over distances from 10 Å to 100 Å [Clegg, 1995]. FRET is one form of Excitation Energy Transfer (EET), with the latter being the more general effect. In the scope of this work, the two terms are treated similary since the measured data presented in chapter 4 does not allow a clear distinction. The rate constant for FRET can be expressed in terms of the distance between acceptor and donor r and the so-called Förster distance R 0 and is given by µ ¶ 1 R0 6 . k FRET = τ r



(1.7)



τ is the lifetime of the donor molecule in absence of an acceptor. The Förster distance R 0 is calculated from the overlap integral between absorption and emission spectra and depends additionally on many factors such as the orientation of the donor and acceptor molecules (see [Lakowicz, 2006], chapter 13). The presence of an acceptor introduces the additional decay rate k FRET in the expression for the calculation of the donor lifetime τD when compared to Eq. (1.3): τD =



1 1 = k D k IC + k ISC + k F + k FRET



(1.8)



From the last equation, it can be deduced that the lifetime of a molecule τD in presence of an acceptor is shorter than the lifetime τ in absence of an acceptor. This model is also valid for the energy transfer between large pigment-protein complexes such as 8



phycobilisomes and photosynthetic reaction centers. In the last part of this work, phycobilisomes in living cells are analyzed by the fluorescence lifetime to gain information about their ability to transfer energy to the photosynthetic reaction centers. The FRET efficiency is inversely proportional to the sixth power of the distance between donor and acceptor: E=



R 06



R 06 + r 6



(1.9)



Due to the strong dependence on the distance, FRET can also be used as a spectroscopic "ruler" to measure structural details of fluorescently labeled macromolecules [Stryer and Haugland, 1967].
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Chapter 2 Fluorescence lifetime imaging microscopy setup and methods 2.1 Overview Today, fluorescence microscopy is one of the most important tools to study biological samples, which are either naturally fluorescent in the visible, such as photosynthetic cells, or fluorescently labeled by organic dyes or more recently by quantum dots. With the setup presented in this work, not only the fluorescence intensity but also the lifetime of the excited state can be measured. The technique is therefore called Fluorescence Lifetime Imaging Microscopy (FLIM). Naturally fluorescent photosynthetic cells serve as an example application of FLIM in this work.



2.2 Fluorescence recovery after photobleaching in living cells To demonstrate the ability of the presented FLIM setup to observe changes in the fluorescence kinetics on a time scale of less than one minute, experiments using a technique called Fluorescence Recovery After Photobleaching (FRAP) are employed as an example. FRAP is used to study the diffusion of artificially labeled or naturally fluorescent proteins within biological cells. The mobility of proteins plays a critical role in the function of all types of cells [Zhang et al., 1993]. One of the milestones in the application of FRAP to photosynthesis research was the demonstration of the mobility of phycobilisomes [Mullineaux et al., 1997], the major light harvesting complexes of cyanobacteria. FRAP works by focusing an intense laser beam on a small volume on the sample to bleach the chromophores located there. After that, the recovery of the fluorescence
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in the bleached area is observed. Assuming that the recovery of the fluorescence happens through the diffusion of the fluorescent molecules and that the bleaching process is irreversible, biophysical parameters such as the diffusion coefficient of fluorescent molecular complexes can be determined. By measuring additionally the decay kinetics of an individual cell, not only the mobility of pigment-protein complexes can be studied, but also changes in energy transfer between the different types thereof. It is useful to combine FRAP with FLIM, in particular for photosynthetic cells because they contain many different chromophores which interact with each other via excitation energy transfer mechanims.



2.3 Details of the experimental setup Phot. bacteria Piezo stage Objective



100X



Dichroic



Excitation tube lens



Telescope 634 nm Laser Switchable mirror



Switchable lens Detection tube lens



HeNe Laser



Piezo mirror Acquisition electronics



Shutter



QA Switchable mirror



EMCCD Figure 2.1: Experimental setup. Black lines correspond to electric signals, light is depicted as a red line, accordingly. In Fig. 2.1, a scheme depicting the optical and electronic path of the setup is shown. The setup is built on a Nikon TI Eclipse wide-field microscope. It possesses an external port for coupling in arbitrary light sources, additionally to the integrated mercury 11



lamp. The laser coupling setup was designed to switch between confocal and wide-field excitation.



Light sources Coupled to the external port, a pulsed laser diode (634 nm, BHL-600, Becker & Hickl GmbH) is used for excitation in wide-field mode. The repetition rate of the laser is adjusted to 10 MHz and the full width at half maximum of the pulses is less than 90 ps [Becker & Hickl GmbH, 2004]. The use of picosecond laser pulses is a requirement for time-resolved measurements of the decay kinetics of fluorescent molecules. Indeed, all information about processes happening on this timescale would be lost by using constant light sources. The second laser in the setup is a 633 nm Helium Neon (HeNe) laser (05 LHR 151, Melles Griot) which was used for the FRAP experiments in the confocal mode. The strong focusing of the laser beam generates excitation intensities that exceed 1 kW/cm2 within a volume of about one femtoliter. A fast bleaching of the fluorophores in that volume is therefore obtained.



Optical path In front of the red laser diode, a telescope, i.e. two lenses with focal lengths f 1 and f 2 at a distance of f 1 + f 2 to each other, expands the beam diameter in order to illuminate the field of view of the microscope as much as possible. The optical path of the light from the HeNe laser is separated from the path of the two diode lasers by a switchable mirror (MFF01, Thorlabs). After going through the excitation tube lens, the light gets reflected from a dichroic mirror which is used to separate the fluorescence of the sample and the excitation light. The used dichroic mirror (LP 633 RS, AHF Analysentechnik) transmits light between 647 and 847 nm. The microscope objective, a Nikon 100 times "Fluor Apo" oil-immersion objective with a numerical aperture of 1.3, forms another telescope with the detection tube lens of the microscope ( f = 200 mm). For measurements with the QA detector, another tube lens ( f = 300 mm) was used to further magnify the image of a factor 1.5. This was done to exploit the full spatial resolution of the detector. To precisely move the samples under the microscope, a 2D Piezo stage (P-542, Physik Instrumente GmbH) is employed. Directly after the dichroic mirror, a long pass emission filter (640LP Omega Optical, not shown in Fig. 2.1), transmitting the light above 640 nm, was put in the optical path to remove residual laser stray light. Directly in front of the HeNe laser a shutter is positioned in order to control the bleaching time precisely. The beam coming from the HeNe laser hits a piezo-steerable mirror (S-334, Physik Instrumente), which moves the excitation spot along a user-defined
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Figure 2.2: LabView-based software used for FRAP experiments. line when performing a FRAP experiment. The software controlling the mirror was programmed by the author using LabView (see screenshot Fig. 2.2), as for the 2Dmicrostage. The necessary voltages to drive the piezo actors are generated by an analog and digital input/output multifunction PC card (NI-6010, National Instruments). After the switchable mirror, an achromatic lens ( f = 250 mm), mounted in a motorized filter wheel (FW102B, Thorlabs), focuses the beam on the image plane of the microscope. One could also position the achromatic lens before the switchable mirror, with the drawback of loosing the ability to focus the diode lasers on the back focal plane of the objective. For the sake of the versatility of the setup, this option was not chosen, as it would not allow Fluorescence Correlation Spectroscopy (FCS) experiments where the diode lasers need to be focused. 13



f



f



Figure 2.3: The optical construction used for the correction of the divergence of the laser light sources. The distance between both lenses with identical focal lengths f = 50 mm is slightly more than 2 f . Due to the fact that the objective focuses only parallel light on the image plane, the HeNe laser beam needs to be corrected for divergence. This is done by a construction consisting of two lenses as shown in Fig. 2.3 that is not included in the scheme Fig. 2.1. The two lenses were positioned directly in front of the laser.



Figure 2.4: The quantum efficiency of the EMCCD camera, as provided by the vendor [Andor Technology, 2010]. The model used in the setup corresponds to the curve labelled "BV". There are two different detectors connected to the microscope between which one can switch via an internal mirror. The Electron Multiplied Charge Coupled Device (EMCCD, iXon X3 897, Andor Technology) can detect fluorescence photons with a high quantum efficiency. The EMCCD was used for the FRAP experiments where only the fluorescence intensity and not the lifetime is measured. In Fig. 2.4, a diagram showing the quantum efficiency as a function of the wavelength can be found. The quantum efficiency exceeds 90% for almost the whole visible spectrum. This is an advantage over the detector used for FLIM that has a much lower quantum efficiency (> 5%) in the desired spectral range above 650 nm.
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Quadrant Anode detector a)



b)



Figure 2.5: a) Working principle of a Michrochannel Plate (MCP) photomultiplier tube [Becker, 2005]. b) Quadrant anode detector assembly [Prokazov et al., 2009]. The ellipsoid, filled with dashed lines, depicts an electron avalanche footprint for a certain position. In the given case the total charge is divided into two parts: one that is detected by the four quadrants (Q 1 , Q 2 , Q 3 and Q 4 ) and a second, detected by a fifth anode Q 5 . The Quadrant Anode (QA) detector (Europhoton GmbH) is a position sensitive detector for Time-Correlated Single Photon Counting (TCSPC). In the following, the working principle of the detector is described. First of all, the photons are converted by a photocathode to electrons. Due to the fact that the anode that detects the electrons is not sensitive to a small amount of particles like those emitted from the photocathode, it is necessary to amplify the current generated by the photocathode. In the case of the detector used in this work, the Quadrant Anode (QA) detector, this amplification is achieved by a Microchannel Plate (Fig. 2.5.a)). The gain of electrons in microchannel plates is accomplished by the effect of secondary electron emissions: When an electron enters one of the 3 to 10 µm wide channels, it bounces between the walls and causes secondary electron emission. Since the amount of secondary electrons depends on the kinetic energy of the incoming particles which are constantly accelerated by an electric field in the direction of the cathode, the number of electrons increases at each reflection. The electrons which leave the microchannels produce an elliptic footprint on the anode due to Coulomb repulsion (Fig. 2.5.b)). The basic algorithm to calculate the spatial coordinates uses the weighted average of the measured charges Q i for the x- and
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y-coordinates respectively: Q 1 −Q 3 +Q 2 −Q 4 P4 i =1 Q i Q 1 −Q 2 +Q 4 −Q 3 y= P4 i =1 Q i



x=



The algorithm additionally contains corrections for electrons outside of the four quadrants. It simply adds a value δQ i =



Qi Q5 QΣ



proportional to the amplitude of the quadrant electrode Q i and the piped anode Q 5 . Further details on the used correction algorithms can be found in [Prokazov et al., 2009].
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charge amplitudes C SA Figure 2.6: Scheme depicting the electronic setup of the detector. Control and data readout circuitry are not shown. Analog connections are illustrated as thick black lines, digital connections as binary digits in a rectangle. Abbreviations: ADC, Analog to Digital Converter; CSA, Charge Sensitive Amplifier; TAC, Time to Amplitude Converter; QA, Quadrant Anode detector. As described in the previous section, the QA detector converts individual photons into current pulses. Consequently, the pulses are converted into digital data (see scheme Fig. 2.6, detailed description in [Becker, 2005]). Due to the amplification mechanism of the microchannel plate, these pulses will have a broad amplitude distribution. The electronics used to discriminate between noise and the arrival of a photon by a simple threshold would therefore trigger in dependence of the amplitude. In fact, the rise time of the pulses depend on the amplitudes. To avoid such an effect which could lead to a 16



loss in lifetime resolution, the pulse is divided through the amount of charge it has generated on the anode. This is the responsibility of the Charge-Sensitive Amplifier (CSA) that exploits the fact that the QA detector uses charge-sensitive anodes. In conventional TCSPC setups, the jitter in the arrival time is corrected by a different electronic element, called the constant fraction discriminator. The actual timing of a photon takes place in the Time-to-Amplitude Converter (TAC). The TAC is fed with the amplitude-corrected electron pulses from the photoanode, called start pulses, and the stop pulses generated by the controller of the diode laser. The task of the TAC is to generate an output signal proportional to the time between the start and the stop pulses. This is achieved by the use of a capacitor that gets charged by a constant current source. If the current in the start-stop interval is constant, the final voltage is proportional to the time between start and stop. The TAC signal is finally converted to digital data by an Analog-to-Digital Converter (ADC). The ADC translates the voltage given by the TAC into a digital value, representing the time channel in which the photon has arrived. The voltage range corresponding to a single digital value defines the channel width ∆T (≈ 10.9 · 10−12 s for the QA detector). ∆T defines the theoretical lower boundary of the time resolution. The practical time resolution of a TCSPC setup is worse than this value for the reasons explained in the next section.
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Figure 2.7: a) Example of a fluorescence decay of an oxazine dye measured by the presented setup. The dye was dissolved in water. b) Example of an Instrument Response Function (IRF) measured with the presented setup. Due to the pulse width of the lasers, the excitation of the sample does not happen in an infinitely small time interval. In this case, the resulting histogram of a TCSPC mea17



surement of a mono exponential dye would not look like Fig. 2.7.a) but would rather be an exact reproduction of the fluorescence decay law of Eq. (1.6). To analyze the decay law of such a measurement, the concepts of instrument response is employed, as described in detail by [Lakowicz, 2006]. The Instrument Response Function (IRF) is the response of the instrument to a zero lifetime sample (see Fig. 2.7.b)). With the presented setup, the instrument response function is measured using a mirror, placed on top of the microscope objective. The light emitted by the laser is therefore directly back reflected to the detector. The mathematical concept which allows the reconstruction of the fluorescence decay by using a given IRF is the convolution. This principle is explained in the next paragraph. The pulse emitted from the laser can be figured as a series of single δ-pulses. The "response" of the sample to each δ-pulse I (t k ) is consequently given by R k (t ) = I (t k )F (t − t k )∆T,



(t > t k ).



The term t − t k appears because the impulse response is started at t = t k , i.e. there is no fluorescence from the sample before excitation (t < t k ). If the amplitudes I (t k ) of the δ-pulses are defined by the IRF at the time t k , the measured decay is the integral R tk 0 I (t k )F (t − t k )d t k . Considering the discrete nature of time in TCSPC, this can be expressed as the discrete convolution between the IRF and the fluorescence decay model according to Eq. (1.6): ni =



i X k=0



I i F k−i ∆T



(2.1)



The reconstruction of the fluorescence decay F i is achieved by iterative reconvolution, as described in section 3.4. A lower boundary for the shortest detectable lifetime can be derived from the simulations described in section 3.5. For low photon statistics (less than 1000 counts per histogram), this boundary was already achieved at 190 ps, given an IRF of 160 ps. Furthermore, numerous effects introduced by the acquisition electronics broaden the shape of the IRF. Due to the fact that these effects are usually not constant over time and can lead to a time shift between the detected fluorescence emission and the IRF, an additional parameter µ is introduced in Eq. (2.1) for compensation: ni =



i X k=0



I i −µ F k−i ∆T



(2.2)



TCSPC is a Poisson process According to [Parzen, 1962], a Poisson process is defined by the following properties:
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Definition 2.1 Poisson process



1. The number of events n(t ) at the time t = 0 is zero (n(0) = 0). 2. The process {n(t ), t ≥ 0} has independent increments. 3. The process {n(t ), t ≥ 0} has stationary increments, i.e. for any t > s ≥ 0 and any h > 0, n(t ) − n(s) and n(t + h) − n(s + h) are identically distributed. 4. For any t > 0, ⇒ 0 < P [n(t ) > 0] < 1, i.e. in any intervall there is a positive probability that an event will occur. 5.



P [n(t + h) − n(t ) ≥ 2] =0 , h→0 P [n(t + h) − n(t ) = 1] lim



i.e. in sufficiently small intervals, only one event can occur. TCSPC meets this definition in the following way: 1. There are no counts at the time 0. 2. In common TCSPC experiments, where a large number of molecules are simultaneously present in the observation volume, the fluorescence photons arrive independently. 3. For a fix time channel within the TAC window the probability to count a photon is always the same. This is only true if the physical properties of the molecules do not change. A counterexample would be the dynamical quenching of molecules. In this case the Poisson process would be non-homogeneous. 4. The probability to count a photon in a finite time interval is greater than zero. 5. By technical limitations, single photon counting allows only the measurement of single photon events, no matter how small the time interval gets. From the presented properties, it can be derived that the actual number of counts n(t ) for a fix time t i = i ∆T corresponding to the i th time channel in the TAC window, given the expected value 〈n(t )〉, follows the Poisson distribution: P [n(t i )] = e −〈n(ti )〉



〈n(t i )〉n(ti ) n(t i )!



(2.3)



In the last formula, time is treated as a continuous variable although TCSPC provides only discrete time values. However, it is highly improbable to count two photons in one 19



time unit with the given detector. This is due to the small time channel width of 10.9 ps in comparison to the maximal count rate of about 100000 counts per second which means that one photon is counted averagely every 10 µs. The variable t i can therefore be treated either as continuous or as discrete.
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Figure 2.8: Histogram depicting the time interval between two successive events (waiting time). The histogram was made from a measurement of a malachite green dye solution. A fit of a exp(−kt ) (green) to the data revealed a count rate of k = 1223 Hz. The histogram was created using a self-made Python script. The interval between two successive events (photons) is called the waiting time. The waiting time for the first event to happen at the time T1 can be calculated as follows: P [n(T1 > t ) = 1] = P [(n(t ) − n(0)) = 0] = P [n(t ) = 0] =



e −kt (kt )0 = e −kt 0!



(2.4)



A mathematical rigorous proof that the waiting time between arbitrary time intervals follows exp(−kt ) can be found in [Chung, 1960]. The histogram Fig. 2.8 provides an experimental verification of the fact that TCSCP is a Poisson process.
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Chapter 3 Data analysis techniques for fluorescence lifetime imaging microscopy 3.1 Problem definition and objectives There are many real situations in a fluorescence lifetime imaging experiment where the number of counts in a decay histogram is very low and cannot be easily increased. For example, if one wants to observe dynamical processes in biological cells like fluorescence recovery after photobleaching, the excitation intensity cannot be arbitrarily high due to disturbing effects of the intense light on the sample. Due to the limited photon flux emitted from one cell, changes on the fluorescence kinetics have to be analyzed based on decay histograms containing typically less than 10000 counts. In the following sections, two general methods for the analysis of single-photon counting decay histograms will be presented. Special emphasis will be put on data with a low number of measurements (or counts) per pixel.



3.2 Method of least squares The general problem in data analysis is to find the best data model to a given measurement n = {n 1 , n 2 , . . . , n N }. To determine which model parameters x result in a model m[x] = {m 1 (x), m 2 (x), . . . , m N (x)} that fits to the data best, one needs to find a method to quantify the goodness of a fit of a given set of model parameters. After that, the set of model parameters which maximize this quantity is searched. A function xe = f (n) that yields the model parameters that maximize the goodness of a fit to a model is called an estimator. 21



The least squares method uses the following function to evaluate the goodness of a fit: Definition 3.1 Least squares method χ2 [n, m[x]] =



N (n − m [x])2 X i i



ni



i =1



(3.1)



In the last equation, n i represents the measured value at the point i and m i [x] the model-predicted value at the same point, for a certain set of parameters x. In the example of single photon counting, i is the index of the time channel and n i the measured number of counts in that channel. The method "punishes" a deviation of the model with respect to the measurement by the square of its distance for all N data points. Additionally, the expression contains a normalization through n i , a modification introduced by [Neyman and Pearson, 1928]. It is convenient to introduce the factor 1/(N −P ), since Eq. (3.1) depends on the number of data points and the number of free fitting parameters P . To get an independent numerical value that can be used to compare the goodness of fit between experiments with different numbers of counts, the following expression, called "reduced χ2 ", is used: χ2R =



χ2 N −P



(3.2)



In this form, a value of ≈ 1 is obtained when the data is distributed randomly around the model. Normally, the χ2 -method is implemented by employing an iterative minimization algorithm which tries to find the best parameters xe = arg minx χ2 [n, m[x]].



3.3 Maximum likelihood estimation The Maximum Likelihood Estimation (MLE) is another approach to the problem of finding the best model parameters to a given set of data points. It assumes that the measured data n i is distributed around the model-predicted value m i (x), according to a certain error distribution P i [n i , m i (x)]. In this way, the probability to measure a certain value is expressed, assuming a given model and the corresponding parameters. In a measurement with N data points, one multiplies all probabilities and gets the overall likelihood function L : L [n|m[x]] =



N Y i =1



P i [n i |m i (x)]



(3.3)



By employing non-linear minimization algorithms presented in section 3.4, one searches for the parameter vector x which maximizes the likelihood for the data set. This is the maximum likelihood principle: 22



Definition 3.2 Maximum Likelihood Principle x = arg max L [n|m[x]] x



(3.4)



Gaussian maximum likelihood estimator It is easy to show the close relationship of the maximum likelihood and the least squares function. If one assumes a Gaussian error distribution for the measured values n i with p a standard deviation of n i , one gets the following likelihood function: ¸ · (n i − m i (x))2 L g [n|m[x]] = exp − 2n i i =1 N Y



(3.5)



As the maximum likelihood is found by deriving with respect to x and it is analytically and numerically more difficult to derivate a product than a sum, all implementations of MLE maximize the logarithm of the overall likelihood: log L g [n|m[x]] =



N X i =1



−



1 (n i − m i (x))2 = − χ2 2n i 2



(3.6)



Due to the fact that the logarithm is a monotone function, the maximum likelihood parameter x will be the same regardless whether one maximizes Eq. (3.5) or Eq. (3.6). The normalization factor of the Gauss distribution in Eq. (3.5) was left out for the same reason: It would not change the optimal set of parameters. However, the striking feature of Eq. (3.5) is its similarity with the Neyman-χ2 function (Eq. (3.1)). The χ2 -method is equivalent to a Gaussian maximum likelihood estimator. Although this estimation method is commonly used for the analysis of TCSPC data, TCSPC is a Possion process (see section 2.3) and the underlying statistics should therefore follow a Poisson distribution.



Poisson maximum likelihood estimator If one assumes that the measured values are distributed around the model according to Poisson statistics, the likelihood has the following form: L p [n|m[x]] =



N (m )n i Y i i =1



ni !



exp(−m i )



(3.7)



As in the previous case of the normal distribution, one takes the logarithm for easier maximization: log L p [n|m[x]] =



N ¡ X ¢ n i log(m i ) − log(n i !) − m i



i =1
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(3.8)



An expression that enables one to convert the likelihood function into the form of a general χ2 statistic can be found by employing the likelihood ratio test theorem [Eadie et al., 1971]. It states that the following expression, containing the ratio between the likelihood L p [n|m[x]] for a given parameter vector x and the likelihood for the perfect model L p [n|n], converges asymptotically to a χ2 -statistics: χ2MLE,p = −2 log



L [n|m[x]] L [n|n]



(3.9)



= −2 log L [n|m[x]] + 2 log L [n|n] ¶¶ µ N µ X ni =2 m i (x) − n i + n i log m i (x) i =1



(3.10) (3.11)



χ2MLE,p has the advantage that it gives similar numerical values for "good" or "bad" fits as the usual χ2 function. One can directly see that the second term in Eq. (3.10) is independent of the parameter estimates x so that minimization of the χ2MLE,p will lead to the same parameters as Eq. (3.8).
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£ ¤ Figure 3.1: Comparison of a Gaussian-like statistics f i = exp −(n i − µ)2 /(2µ) (red) to a Poisson-like distribution f i = C µni (n i !)−1 exp(−µ) (green) with C = (µµ (µ!)−1 exp(−µ))−1 . The factor C normalizes the sequence’s peak to unity. Starting from the left, the graphs show both sequences for the values µ = 2, µ = 3, µ = 5 and µ = 10. Fig. 3.1 illustrates what difference between a Gaussian and a Poisson maximum likelihood estimator. In this diagram, the underlying probability density functions of both estimators are normalized to unity, as for the maximization of the likelihood function different normalization factors do not play a role. As shown by the example plots in Fig. 3.1, one can see that the Poisson MLE converges to a Gaussian MLE the larger num24



ber of events n i gets. For a single photon counting experiment with a high number of counts, this means that the Poisson maximum likelihood estimator is equivalent to the Gaussian maximum likelihood estimator and thus to the χ2 method.



Multinomial maximum likelihood estimator As pointed out by [Baker and Cousins, 1984], the Poisson maximum likelihood function is closely related to the multinomial distribution: ni



L m [n|m[x]] = N !



N P Y i i =1



ni !



= N !N



−N



n



N y i Y i i =1



(3.12)



ni !



It is easy to see that the two likelihood functions are related by a factor: L p [n|m[x]] = P (N ) · L m [n|m[x]], where P (N ) = exp(−N0 )



N0N N!



,



N0 =



N X i =1



yi



is a Poisson random variable which defines the total number of detected counts. For the maximization of the likelihood, this factor is a constant, as long as the model predicted total number of counts N0 is fixed and equal to the number of counts in the measured histogram N . The model can then be defined as a probability: ! Ã µ µ ¶ ¶ M −1 M −1 X X 1 −i ∆T −i ∆T P i = mi = α j exp ∗ Ii + 1 − α j exp ∗ Ii , N τj τM j =1 j =1 The normalization of the probability



P



i



aj N



=: α j



(3.13)



P i = 1 reduces the number of free parameters



through normalization of the amplitudes α j by one.



Minimum variance of an unbiased estimator In the evaluation of the accuracy of the presented estimators, the Cramer-Rao inequality can be employed: Theorem 3.1 Cramer-Rao inequality £ ¤−1 Var(xe ) ≥ ˆI(x)



(3.14)



It gives a lower boundary for the variance of an unbiased estimator xe of x [Kay, 1993] and is based on the Fisher information matrix ˆI. The Fisher information matrix is a 25



measure for the amount of information a measurement n contains about an unknown parameter x upon which the probability of n depends. It is defined as follows: Definition 3.3 Fisher information matrix Ii j k = 〈



∂ ∂ log P i [n i |m i (x)] log P i [n i |m i (x)]〉 ∂x j ∂x k



while ˆI =



N X i =1



ˆIi



,



(3.15)



.



MLE is an asymptotically unbiased estimator [Kay, 1993], i.e. it attains the Cramer-Rao lower boundary asymptotically depending on the number of observations n i . By employing P i = m i /N (see Eq. (3.13)), it can be shown that the variance of a multinomial MLE is inversely proportional to the number of counts [Bajzer et al., 1991]: Ii j k = 〈



N m (x) ∂ X m i (x) ∂ m i (x) ∂ ∂ i 〉= log log log m i (x) log m i (x) ∂x j N ∂x k N ∂x j ∂x k i =1 N



(3.16)



3.4 Implementation of a maximum likelihood estimator for fluorescence lifetime imaging microscopy Used maximization algorithms Levenberg-Marquardt algorithm The Levenberg-Marquardt algorithm, introduced by [Marquardt, 1963] and related to earlier suggestions of Levenberg, is an iterative algorithm for minimizing a least-squares function like Eq. 3.1 by using the first and second derivatives. The algorithm basically works by calculating the Talyor series of Eq. 3.1 up to second order, centered at the current estimate xcurr , 1 χ (xcurr + ∆x) ≈ χ (xcurr ) + ∇x χ (xcurr ) · ∆x + ∆xT · D · ∆x, | {z } 2 2



2



2



D kl



:=xmin



∂2 χ2 (xcurr ) = ∂x k ∂x l



(3.17)



differentiating it with respect to ∆x ∇∆x χ2 (xcurr + ∆x) ≈ ∇x χ2 (xcurr ) + D∆x ,



(3.18)



setting it to zero and solving for xmin xmin = xcurr − D−1 · ∇x χ2 (xcurr ) . 26



(3.19)



In the implementations of the algorithm, the last equation is then used to calculate the new xmin by taking the already calculated parameters as old estimates xcurr . This is done repeatedly until the difference between the new χ2 (xmin ) and the old χ2 (xcurr ) function value is sufficiently small. Two major tricks are applied in the implementation: Firstly, the algorithm weights the first and the second derivatives in dependence of the value of χ2 (xmin ). This is done because an algorithm using only the first order derivative converges very if the parameters are close to the minimum, whereas the convergence far from the minimum is unstable if the first and the second derivative are used. Secondly, the second derivatives are approximated by a formula containing only the first partial derivatives



∂m i (x j ) ∂x k .



If the model fits good to the measurement, which is ex-



actly the case when the second derivatives are used, the deviations [n i − m i (x j )] are just randomly distributed. In this special case, one sees by looking at the form of the second derivative N 1 X ∂2 χ 2 =2 ∂x k ∂x l j =1 n i



that the term containing



"



∂m i (x j ) ∂m i (x j ) ∂x k



∂2 m i (x j ) ∂x l ∂x k



∂x l



− [n i − m i (x j )]



∂2 m i (x j )



#



∂x l ∂x k



,



(3.20)



gets small and has alternating signs. Thus, it does



not contribute much to the sum and the whole equation can be expressed in terms of ∂m i (x j ) . ∂x k 2 ∂ m i (x j ) ∂x l ∂x k



This saves a considerable amount of computation time since the calculation of is not needed.



This approximation is also valid for the χ2MLE function (Eq. (3.10)) [Laurence and



Chromy, 2010, Bunch et al., 1993, Nishimura and Tamura, 2005]: The second derivatives take the form ∂2 χ2MLE



" # µ ¶ 2 N X ∂ m i (x j ) ∂m i (x j ) ∂m i (x j ) n i ni + 1− =2 ∂x k ∂x l ∂x k ∂x l m i2 m i (x j ) ∂x l ∂x k j =1



(3.21)



and also have randomly distributed contributions of the second order term. However, if the number of counts n i is zero and the model predicts a value greater than zero, the numerical values for the term containing the second partial derivatives are not randomly distributed around zero but are always > 0. This is a problem when the majority of the time channels in a TCSPC measurement contains no counts. However, the convergence has proved to be stable in practical cases, as demonstrated in section 3.5. The implementation of the presented algorithm is based on code by Manolis Lourakis [Lourakis, 2011] with the modifications published in [Laurence and Chromy, 2010]. A small but nevertheless important mistake was found by the author in the modifications of the code to include the second derivatives for the MLE. For a detailed description of the bug, see appendix .3. 27



Expectation maximization algorithm The Expectation Maximization (EM) algorithm provides a recursive formula for the optimization of a MLE and does not rely on the numerical evaluation of derivatives. The algorithm was originally described by [Dempster et al., 1977]. Opposed to the implementation of the MLE using the Levenberg-Marquardt algorithm, the EM algorithm does not require the measured data as histograms but only needs the time channel for each photon. This saves computation time and memory which would be needed to build the histograms for every pixel. The algorithm is therefore suited ideally for the analysis of FLIM images. In the following, P i will be the photon distribution as defined in Eq. (3.13), N the number of photons in a pixel and t i = i ∆T the arrival time of an individual photon. For mixture densities such as the multiexponential model for fluorescence decays, the EM algorithm can be defined as follows: Definition 3.4 Expectation Maximization (EM) algorithm for mixture densities Let x = (α1 , τ1 , . . . , α j , τ j ), j = 1 . . . M be the parameter vector and m ∈ N be the iteration index. The EM algorithm is then defined by the following steps: 1. Expectation step: £ ¡ ¢¤ Q(x, x(m) ) :=E log α j p j (t i |τ j ) =



N M X X j =1 i =1



¡ ¢ log α j p j (t i |τ j ) p( j |t i , x(m) )



(3.22)



2. Maximization step: x(m+1) = arg max Q(x, x(m) )



(3.23)



x



For the case of mixture densities and TCSPC, ¸ −t i p j (t i |τ j ) = α j exp ∗ Ii τj ·



and



·



(m)



p( j |t i , x



)=



−t α(m) exp (m)i j τj



α(m) exp k=1 k



PM



· −



¸



∗ Ii ¸



ti



τk(m)



. ∗ Ii



For a justification of the last two formulas see [Bilmes, 1998] and [Fu et al., 2009]. The following theorem states that improving the Q-function will at least not make the log-likelihood worse:
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Theorem 3.2 Monotonicity of the EM algorithm Q Let log L = log iN=1 P i be the log-likelihood function. For any x ∈ R2M , Q(x, x(m) ) ≥ Q(x(m) , x(m) ) ⇒ log L [x] ≥ log L [x(m) ] .



(3.24)



A mathematical rigorous proof of the theorem can be found in [Chen and Gupta, 2010]. In practice, it has been shown that the algorithm works well for the analysis of TCSPC data [Fu et al., 2009]. The actual formula used for the maximization step of Eq. (3.23) is as follows: ·



α(m+1) j



N 1 X = N i =1 PM



−t exp (m)i α(m) j τj



α(m) exp k=1 k



· −



¸



∗ Ii ¸



ti



τ(m) k



(3.25) ∗ Ii



An exact derivation for the last formula can be found in [Bilmes, 1998] and [Fu et al., 2009]. The lastly cited publication also provides an iterative formula for estimation of the lifetimes τ j . However, the recursive formula is only approximative and showed convergence problems when tested by the author. For a derivation of the formula and an explanation of the approximations made, see appendix .4. As with the Levenberg-Marquardt algorithm, the C programming language was used. The proposed EM algorithm was implemented by the author. Notably, the speed of convergence of the EM algorithm can be accelerated by varying the step length (x(m−1) − x(m) ) [Jamshidian and Jennrich, 1997]. However, this approach was not implemented as the computation times are already sufficiently short for the aim of this work.



Convolution As already pointed out in section 2.3, the reconstruction of the fluorescence decay F i is achieved by reconvolution with the instrument response function. The convolution algorithm used in this work employs a recursive formula and was introduced by [Grinvald and Steinberg, 1974]. The derivation of the formula starts with the discretization of the convolution integral: m(t ) =



t



Z 0



I (t − k)F (k)d k → m i =



i X k=0



I i −k F k ∆T



(3.26)



The trapezoidal rule gives a better numerical approximation of the integral than the simple discretization of the last formula: Z



b a



f (x) d x ≈ (b − a) 29



·



f (a) + f (b) 2



¸



(3.27)



The trapezoidal rule works by approximating the region under the graph of the function by a trapezoid. For a discussion of the existing algorithms for numerical integration, including the trapezoidal rule, see [Press et al., 1988]. The following derivation exploits the fact that the model function is an exponential: Trap



mi



=



i (I F X k i −k + I k−1 F i −k−1 )∆T 2 k=1 iX −1 (I F ∆T F0 k i −k + I k−1 F i −k−1 )∆T (I i −1 e − τ + I i )∆T + 2 2 k=1 ∆T ∆T F0 Trap (I i −1 e − τ + I i )∆T + m i −1 e − τ 2



= =



(3.28)



(3.29)



A considerable amount of computation time is saved due to the fact that there is no Trap



need to calculate the sum of Eq. (3.26) for every point i . In fact, the convolution m i calculated from



Trap m i −1 .



is



As a starting value for the recursive formula Eq. (3.29), the con-



volution for the first data point I 0 F 0 was used. Due to the use of the trapezoidal rule, the sum in Eq. (3.28) can only start at k = 1. With k = 0, as in Eq. 2.1, the -1th time channel of the IRF would be required. Comparisons with an analytical convolution model using a Gaussian for I have shown that the introduced errors are negligible [Laptenok et al., 2007].



Global analysis As already indicated in section 3.1, the fluorescence signal from single cells is limited in a FLIM experiment. As the number of free parameters x increases the arbitrariness of a fit, the concept of global analysis aims to reduce this number. The basic idea is to combine two or more histograms in which some of the parameters are assumed to be the same in all histograms, and some are different. In a FLIM experiment where single fluorescent cells are investigated, this is done, for example, by fitting the fluorescence lifetimes for a histogram containing all the photons counted during the experiment and by fitting the corresponding amplitudes for every single cell. This approximation is valid when there are multiple fluorescent pigments present and only the concentrations are varying from cell to cell.



3.5 Accuracy of the implemented methods The implemented methods were tested with simulated data. The simulation parameters were chosen in order to reproduce the typical conditions of fluorescence lifetime imaging microscopy, i.e. a low number of overall counts per histogram. For the same 30
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Figure 3.2: a) Standard deviations of the fitted lifetimes relative to the simulated value τ = 109 ps. 10000 simulations of a monoexponential decay were performed, each with different noise. A measured instrument response function with FWHM ≈ 160 ps was used. b) Standard deviations of the fitted lifetimes relative to the simulated value τ = 1090 ps. All other parameters as before. reason, a measured IRF of approximately 160 ps FWHM was chosen. All simulations included noise, generated by the multinomial random number generator provided by the GNU Scientific Library. To test for robustness and bias, 10000 simulations with identical parameters but different noise were performed in all cases. The initial guess of the parameters handed over to the respective fitting algorithms was chosen randomly in order to minimize bias due to local minima. The first type of simulated experiment was based on a simple mono exponential model with fixed lifetimes of τ = 109 ps and τ = 1090 ps. The variable parameter in this series of simulations was solely the different number of counts in the decay histograms. In Fig. 3.2, a comparison between the χ2MLE and χ2 methods with respect to the standard deviation of the fitted lifetimes τ, relative to the true, simulated values, can be found. One can clearly see that the standard deviation for the MLE almost attains the CramerRao lower boundary and is in all cases lower than the one of the Neyman χ2 method based on Eq. (3.1). It is an indication for the lifetime resolution of the setup that the standard deviation of the MLE for the 109 ps case does not always achieve the lower boundary predicted by Cramer-Rao. Fig. 3.3.a) shows the actual fitted lifetimes for the MLE and the Neyman χ2 method for a fixed number of counts of 100 and a simulated lifetime of τ = 1090 ps. This figure il31
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Figure 3.3: a) Probability distribution of the fitted lifetimes. This histogram was made from 10000 simulations with a fixed number of N = 100 counts and a lifetime of τ = 1090 ps. b) Bias relative to the simulated lifetime (τsim = 1090 ps). Here, the bias is defined as 1−τfit /τsim . τfit represents the average value of the fitted lifetimes for 10000 simulations. lustrates the two major flaws of the χ2 method: Firstly, the variance of the fitted lifetimes is larger and does not attain the Cramer Rao lower boundary, as already demonstrated by Fig. 3.2. Secondly, as described in section 3.3, the χ2 method gives biased results for the fitted parameters. The mean value for τ is ≈ 110 ps off the simulated value in the selected case. In an experiment with the QA-detector and a hypothetical molecule with a lifetime of 1090 ps, this would mean that the fitted lifetime is averagely 110 ps (≈ 10%) off the real value. The bias was below one percent only above 250000 counts, as illustrated by Fig. 3.3.b). The second type of simulation was based on biexponential models. This time, the EM algorithm was employed for the maximization of the MLE. According to the0.06 nor-
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malization of the amplitudes in the model used for the MLE (see Eq. (3.13)), only one 0.05



amplitude remains as a free parameter. Similar to the previous case for one free lifetime, the fitted amplitudes are depicted in Fig. 3.4, together with the Cramer-Rao lower 0.04



boundary for both methods. Again, it can be seen that the MLE attains the Cramer-Rao p(τ)



0.03 boundary while the χ2 method clearly deviates for a number of counts below 100. In Fig.



3.5, a contour plot that shows the fitted average lifetimes (color coded) in dependence 0.02



of the simulated number of counts and the simulated amplitudes can be found. The average lifetime is defined as τ¯ =
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Figure 3.4: Standard deviations of the fitted amplitudes α1 relative to the simulated value. 10000 simulations of a biexponential decay with lifetimes τ1 = 1090 ps and τ2 = 109 ps were performed, each with different noise. In all simulations, the component mixture was fixed at α1 = 0.6 and α2 = 0.4. In this image, the blurriness of the image, getting smaller inversely proportional to the number of simulated counts, stands for the variance of the fitted amplitudes.



Test with real data Method χ2Neyman (Globals) χ2Neyman χ2MLE



τ [ps] 464.12 464.40 466.19



µ [ps] 37.99 37.12 35.93



χ2 1.43 1.43 1.44



Table 3.1: Fit results for the monoexponential dye oxazine. To check the performance of the implemented methods with real data, a measurement of a oxazine fluorescent dye was considered. The dye was measured with the presented setup (see section 2.3), using the 634 nm diode laser as light source. Additionally, a polarizer at magic angle (≈ 54.7°) was employed to filter out any anisotropic effects. In this configuration, the dye should ideally show a monoexponential decay. The results of the fit can be found in table 3.1. Although the χ2 value for the fit is not very good, the data can be used to compare the different methods. First of all, it can be seen that the fitted parameters for the software implemented by the author and the program Glob33
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Figure 3.5: Contour plot showing the fitted average lifetimes (color coded) in dependence of the simulated number of counts and the simulated amplitudes. The underlying simulation is the same as before, except for variable component mixtures. The average lifetimes are given in ns. In this graph, the simulated lifetimes are exactly those depicted by the color bar. als, a standard fit software written at the University of Illinois [Beechem et al., 1991], are almost identical. The small deviations can be explained by differences in the implementation of the χ2Neyman method. Furthermore, the fitted lifetimes differ about 2 ps or



≈ 0.5 % between the χ2MLE and the χ2Neyman methods, though the histogram contains a very large number of counts (N = 663832).
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Chapter 4 Investigation of phycobilisome diffusion by fluorescence lifetime imaging microscopy 4.1 Introduction to photosynthesis Phycobilisomes Thylakoid membrane



Figure 4.1: Light-dependent reactions of photosynthesis at the thylakoid membrane of common cyanobacteria and its most important components [Häder, 1999]. Photosynthesis is essentially a photochemical reaction which produces glucose, water and oxygen from carbondioxide and water: 6CO2 + 12H2 O + light → C6 H12 O6 + 6H2 O + 6O2
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(4.1)



Figure 4.2: Photosystem II with enlarged scheme of the Mn4 Ca cluster [Häder, 1999]. The thin arrows depict the path of the electrons after excitation of the chlorophyll dimer P680. The dashed arrow stands for electron transfer from the Mn4 Ca cluster to P680. The reaction is split into a light-dependent and a light-independent part. The lightdependent part, also called light-reaction, takes place in the thylakoid, a membranebound compartment inside chloroplasts and cyanobacteria. The thylakoid membrane contains the four most important enzymes of the light reactions: Photosystem I and II (PS I+II), the Cytochrome b6f complex and the ATP synthase. These enzymes work together to phosphorylate Adenosine diphosphate (ADP) and reduce Nicotinamide adenine dinucleotide phosphate (NADP+ ), producing Adenosine triphosphate (ATP) and NADPH: 2H2 O + 2NADP+ + 3ADP + 3Pi + light → 2NADPH + 2H+ + 3ATP + O2



(4.2)



The energy gain of the light reaction is then used by the so called dark-reaction or Calvincycle to assist the fixation of CO2 and the production of glucose. In Fig. 4.1 a scheme illustrating the most important complexes involved in the light reaction is shown. The light reaction is based on light-driven electron transport through several molecules in the so-called electron chain. The following description will track the path of the electons. The reaction begins with the excitation of the chlorophyll a dimer P680, which is named according to its absorption maximum at 680 nm. P680 is located in the PSII core complex and is embedded into the the so-called core proteins D1 and D2 (Fig. 4.2). The excited state P680∗ is created either by direct absorption of a photon or indirectly by excitation energy transfer. In the latter case, the excitation energy is transfered after 36



Figure 4.3: Changes in redox potential during photosynthesis. Due to its shape, this scheme is also known as "Z-scheme". The green + stands for the redox potential of P680+ /P680 (PSII) and P700+ /P700 (PSI), the red - for the respective redox state of pheophytin+ /pheophytin (PSII) and A0+ /A0 (PSI) respectively. Image reprinted from [Alberts et al., 2008]. absorption by so-called light-harvesting antennae. In green plants, the Light Harvesting Complex-II (LHCII), containing 14 chlorophyll molecules [Liu et al., 2004], is the most important pigment-protein complex; whereas in cyanobacteria LHCII is absent and the phycobilisomes play the same role. While LHCII is located within the thylakoid membrane, the phycobilisomes are located on the cytoplasmic side of the thylakoid, also called stroma. Phycobilisomes contain in contrast to LHCII phycoerythrin, phycocyanin and allophycocyanin as main pigments. The excited state of P680 starts a reaction taking place at the core of photosystem II as depicted in Fig. 4.2. Aside from P680 the reaction involves pheophytin (Pheo), a molecule structurally similar to chlorophyll, and Q A , a site for mobile plastoquinone electron carriers. The reaction can be summarized by the formula ←



P680∗ PheoQ A −→ P680+ Pheo− Q A −→ P680+ PheoQ−A
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(4.3)



The first step in Eq. (4.3) describes the charge separation in PSII. After the excitation of P680, the radical pair P680+ Pheo− is created. This state is followed either by recombination to P680∗ Pheo or by the transfer of an electron from Pheo− to Q−A . The recombination happens with a lower probability, as indicated by the short arrow (←). The additional electron of the state P680+ oxidizes the water-splitting complex, depicted at the right hand side of Fig. 4.2. As soon as four electrons have been removed removed from two water molecules, O2 is released. PSII thus catalizes the reaction 2H2 O + 4 photons → 4H+ + 4e − + O2 . A gain in redox energy is achieved by the reaction of Eq. (4.3) as illustrated by the "Zscheme" (Fig. 4.3), firstly proposed by [Hill and Bendall, 1960]. Aside from the water oxidation, the redox energy is used by the cytochrome b6 -f complex to pump protons into the thylakoid lumen. An ATP synthase, located in the thylakoid membrane, harnesses the proton gradient the between the stromal and the lumenal side for the production of ATP. In so-called "closed" PSII reaction centers, the plastoquinone at the Q A site is already reduced: ←



P680∗ PheoQ−A → P680+ Pheo− Q−A



(4.4)



In comparison to the "open" reaction centers as presented in Eq. (4.3), a different fluorescence kinetics of the PSII reaction centers is observed [Krumova et al., 2010]. A similar reaction to Eq. (4.3) takes place at the core of PSI. In this reaction, plastocyanin, as illustrated in Fig. 4.3, is oxidized instead of the water-splitting complex. The redox energy gained by the charge separation of PSI is used by the NADP+ -reductase for the production of NADPH.



4.2 The cyanobacterium Thermosynechococcus Elongatus Thermosynechococcus Elongatus is an unicellular rod-shaped cyanobacterium whose genome was firstly sequenced in 2002 [Nakamura et al., 2002]. It naturally inhabits hot springs and grows best at a temperature of 55 °C. The species is widely known to the scientific community because the photosynthetic core complexes I [El-Mohsnawy et al., 2010] and II [Loll et al., 2005] have been purified from this organism and studied by Xray 3D analysis. Due to its large dimensions in comparison to other cyanobacteria such as Synechocystis or Acaryochloris marina and its rod-shape, Th. elongatus can be used to study the mobility of phycobilisomes on the thylakoid membrane quantitatively [Yang et al., 2007].
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Figure 4.4: a) Absorption spectrum of Th. elongatus cells. The spectra for fresh cells (green) and cells conserved in the freezer (blue) were not corrected for scattering effects. b) Emission spectrum of freshly harvested Th. elongatus cells (red: harvested on 11/04/2010, green: harvested on 11/22/2010) in comparison to cells conserved in the freezer (blue). The spectra were corrected for the excitation lamp spectrum. In Fig. 4.4, the absorption spectra of Th. elongatus cells can be found. The spectra were obtained by an automated spectrometer ("Lambda 19" UV/Vis/NIR Spectrometer, Perkin Elmer) using a 2 mm thick quartz cuvette. To check for eventual variations of the cell culture, the absorption spectrum of a freshly harvested sample was compared to an old sample conserved at -80 °C. Only weak differences in the spectra were observed. The seemingly much higher absorption in the range below 500 nm can be explained by Rayleigh scattering. According to I ∝ I 0 λ−4 d 6



,



(4.5)



the scattering intensity I is proportional to λ−4 and the diameter of the particles d . The peaks marked in the spectrum correspond to chlorophyll a (440 nm), phycocyanin (635 nm) and again chlorophyll a (681 nm). The absorption spectra are fairly similar to those of Synechococcus 7942 published in [Sarcina and Mullineaux, 2004].



Steady-state fluorescence spectra To prove the appropriateness of the used fluorescence filters and light sources of the setup, fluorescence spectra were recorded by an automated spectrometer (FluoroMax2, Horiba Jobin Yvon). In order to measure the spectral composition of the light transmitted by the 640 nm long pass filter employed in the microscope setup, the fluorescemce 39



spectra of Fig. 4.4.b) were recorded. Due to restraints of the automated spectrometer, the spectral range of Fig. 4.4.b) begins only at 650 nm. In order to reproduce the emission of the 634 nm laser diode and the HeNe laser (633 nm), the spectrometer was programmed to excite at a wavelength of 630 nm. The concentration of the sample was chosen in the way that the 2 mm-thick cuvette was almost fully transparent. This has to be done in order to avoid reabsorption of the fluorescence within the cuvette which could alter the spectra in a non-linear way. The described measurement has been performed three times under the same conditions with cells harvested at different times in order to observe for eventual changes in the bacteria culture. Two peaks were marked in the spectra: One at 661 nm, corresponding mostly to phycocyanin in the phycobilisome rods, and another at 681 nm mainly originating from chlorophyll in photosystem II and from long-wavelenth pigments in the phycobilisome core [Sarcina et al., 2006]. The phycocyanin peak is slightly red shifted in comparison to the spectra published for Synechococcus 7942. When normalizing the spectra to the peak at 682 nm, it can be seen that the ratio between PS II and PBS emission (peak at 661 nm) is different in all three cases. While the cells harvested on 11/04/2010 (red) and on 11/22/2010 (green) differ only slightly, the cells from the freezer (blue) emit clearly more PBS than PS II fluorescence. Whether this is a result of a different concentration of the pigments or a short term light adaption, as shown in [Joshua and Mullineaux, 2004], cannot be determined without a detailed biochemical analysis of the sample. It could also be possible that this is due to the longer fluorescence kinetics of the phycobilisomes induced by the freezing process, as found by [Schmitt et al., 2007] for Acaryochloris marina. A longer fluorescence lifetime would raise the quantum yield of the complexes and consequently increase the emission. The emission peak from photosystem I at approx. 720 nm is barely visible in the spectra.



4.3 Fluorescence recovery after photobleaching measurements As described in section 2.2, FRAP is a useful tool to study lateral diffusion of proteins in cells. Here, it was applied to investigate the mobility of phycobilisomes in Th. elongatus cells. In a number of previous studies, the mobility of phycobilisome antenna complexes on the thylakoid membranes was shown by FRAP measurements [Mullineaux et al., 1997]. It has been suggested that phycobilisome mobility may allow flexibility in light harvesting by balancing excitation energy transfer between both photosystems [Joshua and Mullineaux, 2004]. This can be seen as a mean to react to a different spectral composition of the light irradiation to the cells. 40



However, the cited studies did not address the question, whether the PBSs which move into the bleached area, can reestablish excitation energy transfer to the reaction centers of PS II. Due to the ability of the presented setup to measure simultaneously the fluorescence intensity and lifetime, the system is well-suited to study both the mobility of phycobilisomes and their interaction with PSII.



Sample preparation Th. elongatus cells were grown in Katoh/Castenholz media at 48 ± 2 °C under a continuous illumination intensity of 10-20 µE m−2 s−1 and constant CO2 /air mixture. The cells harvested at the middle-logarithmic phase of growth were used for the experiments. Before the measurements, the cells were spun down and gently re-suspended in a smaller volume of the growth medium to increase the cell density. This was done in order to obtain sufficiently high count rates during the fluorescence measurements while using low excitation intensities. The cells were mixed with a 1.5% (w/w) agar containing growth medium and spread on a cover glass in order to hinder the cell motion. This is necessary since a solution of small particles like cells shows Brownian motion. Additionally, the Th. elongatus genome contains genes for three motility related proteins [Nakamura et al., 2002] and it is therefore assumed that the cells are able to move by itself.



Intensity-only measurements Materials and methods In preparation for the mentioned experiments, a series of FRAP experiments were performed using the Electron Multiplying Charge Coupled Device (EMCCD) instead of the QA detector. This was done because the fluorescence intensity recovery can be measured more precisely due to the much higher quantum efficiency of the EMCCD (> 90 %) in comparison to the QA detector (< 5 %). In fact, dynamical processes happening in the time scale of one to five seconds can hardly be observed by the QA detector. As indicated in the scheme of the setup (Fig. 2.1), a pulsed diode laser (λ = 634 nm) was used for excitation, while a focused Helium-Neon laser (633 nm) was used to bleach the sample. The power of the two lasers was 90µW (red diode) and 108µW (HeNe laser) was measured after an attenuator positioned directly in front of both devices. After the 100 times microscope objective, the power was 1.7µW (red diode) and 1.6µW (HeNe laser). The experimental procedure consisted in the following steps: First of all, a cell was selected and moved into the predefined bleaching spot of the HeNe laser. This was done using the computer-controlled Piezo stage. After that, the LabView program (see Fig. 41
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Figure 4.5: Fluorescence intensity in the bleached area as a function of time after bleaching. The bleaching time was: a) 0.5 s; b) 2 s; c) 5 s; d) 10 s. The vertical scale of a)applies for all graphs. 2.2) controlled the rest of the experiment. It begins by switching the mirror used to separate the optical paths of the 634 nm laser diode and the HeNe laser. Afterwards, the lens used to focus the HeNe laser is switched in and the shutter of the HeNe laser is opened for a predefined time. When the bleaching time has elapsed, the program closes the shutter and turns the switchable lens and mirror. It is important to switch the lens before the mirror to avoid unwanted bleaching by the 634 nm diode laser. A series of images is automatically acquired by the software during the whole measurement. The analysis of the images was done using the software ImageJ [Abramoff et al., 2004] with the "FRAP_Norm" plugin (presented in [Phair et al., 2003]). FRAP_Norm automatically calculates the intensity in the bleached area and normalizes for the values of the prebleached state.
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Figure 4.6: a) Fluorescence recovery r := (I (300 s) − I (0 s))/I (0 s) as a function of the bleaching time. b) Bleaching depth d (t ) = 1− I (t ) directly after bleaching (red) and after 300 s(green) in dependence of the bleaching time. The points in a) and b) were averaged from three measurements for each bleaching time. Results In Fig. 4.5, the intensity in the bleached area as a function of time can be found for bleaching times of 0.5 s, 2 s, 5 s and 10 s. The intensity I is normalized to the value before bleaching. In the following, the time t = 0 s is defined as the moment directly after bleaching, recovery r is defined as (I (300 s) − I (0 s))/I (0 s). It can be observed in all graphs that there is a fast recovery happening in a few seconds after bleaching, and a slow recovery in the timescale of the whole measurement (300 s). The fast component is responsible for almost the whole recovery while the slow component attributes only for a small amount. The fact that the recovery decreases when increasing the bleaching time is illustrated in the two graphs of Fig. 4.6. For the Lifetime-FRAP experiments described in the next section, a high recovery was desired in order to obtain a high fluorescence intensity and to increase the signal to noise ratio in the bleached area. For this reason, the bleaching time was kept on the shortest value of 0.5 s for the following experiments.



Intensity and lifetime measurements (Lifetime-FRAP) The main goal of the experimental part of this work was to determine the fluorescence kinetics after photobleaching, a technique called Lifetime-FRAP. As described in the following, the fluorescence kinetics can reveal information about the photochemical processes happening in the cells such as excitation energy transfer from phycobilisomes to PSII. Wide-field FLIM is specially suited for this task since it allows minimally invasive excitation conditions when compared to confocal microscopes [Petrášek et al., 2009]. 43



Materials and methods The experimental setup was the same as in the preceding case, except that not the EMCCD but the QA detector was used. This detector allows to measure fluorescence intensity and fluorescence kinetics simultaneously. As before, the excitation wavelength was 634 nm and the fluorescence emission was detected above 640 nm. In contrast to the previous measurements, the photobleaching was not achieved by a spatially fixed spot but by fast scanning using the piezo mirror and the bleaching time was set to 0.5 s. The fluorescence decay kinetics was analyzed using the software developed in the frame of this work. The methodology consisted in the following steps: Firstly, a Region Of Interest (ROI) containing the part of the image that was subject to the experiment was defined. This was done using the software "QA analysis" provided by Europhoton GmbH which served as a front end for the self-developed data analysis software. After that, the ROI was handed over to the fit software by defining the corresponding filename in the configuration file qafit.ini. For the structure of qafit.ini, see appendix .1. The data model (see Eq. (3.13)) and the settings of the detector such as the time unit for one time channel were adjusted in the same file. Results Parameter µ α1 τ1 α2 τ2 α3 τ3 χ2MLE



ROI 1 -3.1 ps 0.53 114.9 ps 0.35 361.8 ps 0.12 1376.1 ps 1.11



ROI 2 32.5 ps 0.54 114.9 ps 0.36 361.8 ps 0.09 1376.1 ps 1.28



ROI 3 64.9 ps 0.58 114.9 ps 0.32 361.8 ps 0.10 1376.1 ps 1.28



Table 4.1: Results for the global fit of the cell before bleaching. The average χ2 for all ROIs is 1.22. It was possible to achieve a reasonable fit of the fluorescence decay integrated over the whole cell in its pre-bleached state (global χ2MLE = 1.22) assuming a three-exponential decay kinetics (see Tab. 4.1). The spatial dependence of the shift µ between the IRF and the measured decay posed a problem which could be fixed by dividing the whole cell into three ROIs. The fitted time shift between the two outermost ROIs was more than 6 time channels, corresponding to a shift of > 65 ps. All three lifetimes of the different ROIs were linked. To obtain the FLIM images shown in Figs. 4.7.a-d), the lifetimes were fixed to the 44
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Figure 4.7: Images depicting the intensity and lifetime changes before (t < 0 s) and after (t > 0 s) photobleaching. The image series a-c) show the normalized amplitudes of a fit to the data based on a model of three exponentials. The lifetimes of the respective P components are indicated on top of each image. d) shows the average lifetime j α j τ j . e) is a fluorescence intensity only picture. The ROIs used for global analysis are shown in f). values of the global fit of the three ROIs and the amplitude for each component was estimated from the data in every pixel of the cell. Figs. 4.7.a-c) show the contribution of all three components to the fit. Although detailed studies on the fluorescence kinetics of intact cyanobacteria and isolated phycobilisomes have been published (eg. [Krumova et al., 2010]), the association of the single components to a certain physical process or pigment is not straightforward in the frame of this measurement. This is due to the lack of decay associated spectra, i.e. a precise spectral resolution of the decay kinetics. The following explanations should therefore be considered as possible interpretations but not as certain conclusions. Nevertheless, there are several published work that can be used to interpret the measured data. In a paper on the fluorescence kinetics of Synechocystis by [Krumova et al., 2010], uncoupled phycobilisomes exhibit a long lifetime of 1.87 ns and closed PS II reaction centers possess lifetime of 842 ps. The 1376 ps component could therefore be ascribed either to fluorescence from phycobilisomes that are uncoupled to the reaction centers or to fluorescence from closed PS II reaction centers. According to the same publication, the short component of about 115 ps can be ascribed either to energy transfer in phycobilisomes (122 ps) or to energy transfer from phycobilisomes to the reaction centers (71 ps). In Synechocystis mutants lacking phycobilisomes, a component of 440 ps was found for open PSII reaction centers. This finding agrees with ex-vivo measurements of 200-500 ps published in several studies (eg. [Schatz et al., 1988, Holzwarth
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et al., 2006, Miloslavina et al., 2006]). The middle component of 362 ps can therefore be ascribed to open reaction centers. Since the PSII reaction centers are only weakly affected by the light of the HeNe laser (633 nm), the small change in the spatial distribution of this component after photobleaching (see Fig. 4.7.b)) is another supporting fact for this hypothesis. Phenomenologically, the bleached area can be identified most clearly from the image series depicting the long 1376 ps component (Fig. 4.7.a)). The relative amplitude of the short 115 ps component decreases upon bleaching from about 30 % to 60 % (Fig. 4.7.c)). This could be ascribed either to an increased fraction of uncoupled phycobilisomes or to closed PSII reaction centers. However, the interpretation of the short component should be taken with extreme care because it can also be viewed as a mean to compensate for the time shift µ. Unfortunately, µ was neither constant with respect to the surface of the detector nor was constant over time. It is interesting to note that a strong heterogeneity with respect to the spatial distribution of the long 1376 ps component can be observed before and after bleaching. In a study on the spatial distribution of the main cyanobacterial pigments in Synechocystis, it was suggested that chlorophyll fluorescence originating from both photosystems is evenly distributed throughout the cell whereas phycobilin emission was concentrated along the periphery [Vermaas et al., 2008]. This suggests that phycobilisomes are more prevalent along the outer thylakoids. The finding that the pigment concentration differs between the inner and outer shells of the thylakoid agrees with the presented FLIM images to the extent that the difference in lifetime also indicates a different pigment concentration.



Figure 4.8: Electron microscopy image of a ≈ 12 nm thin slice of a cyro-immobilized, freeze-substituted cell of Synechococcus sp PCC 7942. The thylakoid membrane (T) is perforated at multiple sites (red arrowheads). Labels: CW, cell wall; R, ribosomes; G, polysaccharide (glycogen) granules. Scale Bar: 200 nm. Picture taken from [Nevo et al., 2007].
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It is straightforward to explain the higher intensity in the outer regions of the cell that can be seen in Fig. 4.7.e). The outer regions account to a higher extent to the projection of the cell on a plane, as can be figured from Fig. 4.8. 800
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Figure 4.9: Average lifetime (left vertical axis, red) and fluorescence intensity (right vertical axis, green) in the bleached area in dependence of the time before (t < 0 s) and after (t > 0 s) photobleaching. In Fig. 4.9, it can be seen that the average lifetime in the bleached area changes immediately after photobleaching and stays at a value between 600 and 700 ps. At the same time, the fluorescence recovery can be observed by looking at the intensity which is normalized to the maximum value before bleaching. The data presented graph Fig. 4.9 suggests two conclusions: First of all, it shows that the increase in fluorescence intensity, is due to the diffusion of phycobilisomes into the bleached area. Furthermore, it also shows that the phycobilisomes which diffuse into the bleached area cannot recouple to PS II within a time range of 300 s. This is another demonstration of the additional information provided by Lifetime-FRAP in comparison to the common intensity-based method. The observation that the phycobilisomes, which diffuse into the bleached area, do not seem to recouple with the reaction centers can lead to one of the following two interpretations: 1. The reaction centers are destroyed or modified by the bleaching. This could be either an effect related to photobleaching due to the non-vanishing absorption of chlorophylls at 633 nm or could be the effect of a more complex biochemical 47



signaling mechanism. Since it is known that PS II becomes mobile upon intense red-light irradiation [Sarcina et al., 2006], such an effect seems not implausible. Recently, it was shown that the photosystems of green plants react to photoinhibitory light intensities with a protein kinase-mediated phosphorylation mechanism that leads to disassembly of the core complexes [Goral et al., 2010]. In the latter work, it was speculated that a similar reaction is also possible in cyanobacteria. 2. It is equally plausible that the decrease of the relative contribution of the short lifetime after photobleaching is intrinsic to the coupling mechanism between phycobilisomes and photosystems. While two proteins responsible for the link between phycobilisomes and PS II/PS I have been identified by studying null-mutants of Synechococcus sp. PCC 7002 [Dong et al., 2009], a recent review on the subject concluded that still very little about the coupling mechanism is known [Mullineaux, 2008].
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Figure 4.10: Fluorescence intensity in the unbleached area (red) and intensity of a reference cell versus time before (t < 0 s) and after (t > 0 s) photobleaching. Fig. 4.10 shows the fluorescence intensity of the unbleached area of the cell that was subject to the experiment as well as the fluorescence intensity of an unrelated reference cell. The slight decrease in intensity of the reference cell demonstrates that the excitation light induces either photobleaching or quenching of the fluorescence albeit this is a small effect (less than 5 % loss of fluorescence). The increase in intensity of the 48



unbleached area is due to an increase of the average lifetime in the whole cell (see Fig. 4.7.d)).
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Chapter 5 Conclusion This work describes the implementation of a Fluorescence Recovery After Photobleaching (FRAP) setup combined with wide-field FLIM (Lifetime-FRAP). As demonstrated in the last section, the developed methods allow to acquire and analyze simultaneously not only the fluorescence intensity but also the fluorescence kinetics with a high time resolution. The implemented data analysis algorithm performed well not only with simulated, but also with measured data. As pointed out in chapter two, Poisson maximum likelihood estimation provides an optimal fit quality and avoids biased fit parameters at low-photon statistics as obtained by conventional least-squares methods. This is crucially important for the analysis of FLIM images, where the number of photons per pixel is usually low. Future efforts will be made to integrate the software with open source data analysis platforms (e.g. [Conrad et al., 2011]) in order to make it available to the scientific community. Furthermore, the measurements with the newly developed Lifetime-FRAP method helped to verify previous experiments and allowed new conclusions about phycobilisome diffusion in Thermosynechococcus Elongatus cells. By measuring simultaneously the fluorescence intensity and lifetime, it could be shown that diffusing phycoblisomes are not able to reestablish excitation energy transfer to the reaction centers after photobleaching. This new information allows two possible explanations: 1. The reaction centers are partially damaged or modified during the bleaching of phycobilisomes at 633 nm. 2. The phycobilisome-reaction center coupling mechanism, which is still not fully understood [Mullineaux, 2008], disallows reestablishing of excitation energy transfer in the timespan of several minutes. In future studies, the two hypotheses will be investigated in more detail by Lifetime50



FRAP. By studying mutants lacking or overexpressing specific proteins responsible for the phycobilisome-reaction center link, for example, Lifetime-FRAP could help to get further insight into this mechanism. A part of this work has already been published in Vitali, M., Reis, M., Friedrich, T., and Eckert, H. (2010). A wide-field multi-parameter FLIM and FRAP setup to investigate the fluorescence emission of individual living cyanobacteria. Proceedings of SPIE, 7376:737610.
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.1 Sample qafit.ini configuration file This is an example of a configuration file handed over to the fitqadata program:



[Globals] # Unit: ps tcal = 10.9 # Unit: MHz tabsclock = 14.318 width = 512 height = 512 # samples per histogram samples = 4096 qadata = "../../FRAP9.QAData" irf = "../../../IRF.QAData" irfrois = 1 rois = 3 # Units: ms tabsstart = 0 tabsstop = 107000 # Pixels containing less than the following value # are not considered for the FLIM analysis # (only for global analysis) threshold = 40 [Model] # fittype = mle|chisq_equal_wt|chisq_neyman fittype = "mle" nexp = 3 # Unit of links pointing to lifetimes is ps nlinks = 1 link[0] = 136.5 link[1] = 361.8 link[2] = 1376.1 [IRFROI0] roitype = rectangle rectangle.xtop = 199 59



rectangle.ytop = 248 rectangle.xbottom = 302 rectangle.ybottom = 316 tstart = 645 tstop = 1160 [ROI0] roitype = file roifile = "../frap9_roi0.roi" roiindex = 0 #roitype = rectangle rectangle.xtop = 206 rectangle.ytop = 215 rectangle.xbottom = 302 rectangle.ybottom = 334 # Unit of Lifetimes: ps lifetime[0] = link[0] amp[0] = 0.607536 lifetime[1] = link[1] amp[1] = 0.271819 lifetime[2] = link[2] amp[2] = 0.2 irfshift = -0.558336 irf = irfroi[0] background = fix(0.0) tstart = 645 tstop = 1160 [ROI1] roitype = file roifile = "../frap9_roi1.roi" roiindex = 0 #roitype = rectangle rectangle.xtop = 206 rectangle.ytop = 215 rectangle.xbottom = 302 rectangle.ybottom = 334 60



# Unit of Lifetimes: ps lifetime[0] = link[0] amp[0] = 0.645996 lifetime[1] = link[1] amp[1] = 0.250767 lifetime[2] = link[2] amp[2] = 0.2 irfshift = 2.845835 irf = irfroi[0] background = fix(0.0) tstart = 645 tstop = 1160 [ROI2] roitype = file roifile = "../frap9_roi2.roi" roiindex = 0 #roitype = rectangle rectangle.xtop = 206 rectangle.ytop = 215 rectangle.xbottom = 302 rectangle.ybottom = 334 # Unit of Lifetimes: ps lifetime[0] = link[0] amp[0] = 0.645996 lifetime[1] = link[1] amp[1] = 0.250767 lifetime[2] = link[2] amp[2] = 0.2 irfshift = 5.571798 irf = irfroi[0] background = fix(0.0) tstart = 645 tstop = 1160
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.2 Most important data structures used in the fitqadata software #define UINT unsigned int #include  typedef struct _Histogram { double ncounts; double ncounts_peak; UINT nsamples; double tcal; double *irf; double *sample; double *darknoise; } Histogram; typedef struct _Pixel { UINT x; UINT y; GSList *photons; GSList *first_photon; UINT ncounts; } Pixel; typedef struct _IRF_ROI { UINT npixels; Pixel *pixel; double *histogram; unsigned long int ncounts; UINT tstart; UINT tstop; } IRF_ROI; /* Structure containing the data which is handed over to the convolution algorithm */ typedef struct _Model {
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UINT nexp; UINT tstart; UINT tstop; double ncounts; double norm_factor; #define IDX_BG 0 #define IDX_IRFSHIFT 1 #define IDX_TAU0 2 double *par; UINT npar; #define PAR_VARIABLE -2 #define PAR_FIXED -1 UINT *pvar; UINT npvar; UINT nsamples; // number of time channels double *irf; double *shifted_irf; double shifted_irf_offset; UINT irf_tstart; UINT irf_tstop; IRF_ROI *irf_roi; double *darknoise; #define YES 1 #define NO 0 UINT constant_darknoise; /* if set to YES, we have constant background over all time channels and the dark measurement is unused */ int fitType; double **pdf; 63



/* single 1-normalized pdfs, for all lifetimes and pixels */ double *complete_pdf; /* complete 1-normalized pdf, one for every pixel */ double *fit_function; /* fit function (completed pdf normalized to the number of counts), one for every pixel */ } Model;



typedef struct _ROI { UINT npixels; Pixel *pixel; double *histogram; Model *mdl; unsigned long int ncounts; UINT width; UINT height; } ROI;



typedef struct _PVar_Map { GList *references; } PVar_Map; typedef struct _Reference { UINT iroi; UINT ipar; UINT ipvar; UINT ilink; /* set to zero if parameter not linked */ } Reference;



typedef struct _Global_Model { UINT nexp; 64



UINT nlinks; double *link; /* pvar_multi_map and pvar_multi share the same index */ PVar_Map *pvar_multi_map; double *pvar_multi; UINT npvar; int fitType; UINT threshold; } Global_Model; typedef struct _FLIM_measurement { double *joint_histogram; // histograms of all ROIs ROI *roi; UINT nrois; GSList ***pixellist; GSList ***pixelindex; UINT nsamples; UINT width; UINT height; Global_Model *global_mdl; unsigned long int ncounts; IRF_ROI *irf_roi; UINT nirf_rois; unsigned long int ncounts_irf; GSList ***irf_pixellist; GSList ***irf_pixelindex; double *joint_histogram_irf; double tcal; double tabs_clock; unsigned long int tabs_start; unsigned long int tabs_stop; } FLIM_measurement;
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int fit_levmar_FLIM_measurement (FLIM_measurement *m); int fit_levmar_histogram (double *histogram, Model *mdl, int fitType); int fit_exp_gs (Histogram *measure, Model *mdl, int fitType); void fit_FLIM_measurement (FLIM_measurement *m); double *cramer_rao_boundary_gs (Model *mdl); // return values for em algorithm #define SMALL_DELTA 0 #define MAX_IT 1 UINT fit_amplitude_histogram (double *histogram, double ncounts, Model *conv_mdl); UINT fit_amplitude_tac (GSList *photons, GSList *first_photon, UINT ncounts, Model *conv_mdl); char *emerr2str (UINT res); ROI *create_rois (UINT nrois, UINT nsamples, UINT nexp); void void void void void



free_measurement(Histogram *measure); free_convolution_par(Model *conv_mdl); free_FLIM_measurement (FLIM_measurement *m); free_ROI (ROI *roi); free_Pixel (Pixel *pixel);



.3 Description of the bug found in the Levenberg-Marquardt algorithm proposed by Laurence et al. When calculating the term containing n i /m i2 in (3.21), the code checked for m i > 0 (hx[l]) to avoid division through zero:



case LM_CHISQ_MLE: if (hx[l]>0) wt=x[l]/(hx[l]*hx[l]); else wt=0.0; break; However, this was not sufficient due to the fact that an overflow n i /m i2 > f max can happen, f max being the largest float value the computer can store. The solution was to check p for m i > 1/ f max (=min_hx) instead of m i > 0: 66



case LM_CHISQ_MLE: if (hx[l]>min_hx) wt=x[l]/(hx[l]*hx[l]); else wt=0.0; break;



.4 Explanation of the approximation made by the lifetime estimation algorithm published by Fu et al. In the following, a derivation of the recursive formula for τ j published in [Fu et al., 2009] is given. This is done in order to explain the approximations made by the formula. The derivation starts with the following Q function, as defined in Eq. (3.22): N M X X
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For the derivation of the recursive formula, one sets the partial derivative Ã ¶! µ i M X N X −t i + t k ∂ X I i exp p( j |t i , x(m) ) = 0 log α j ∂τ j j =1 i =1 τ j k=1 To pull out τ j of the logarithm of the sum definition: Ki j
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, [Fu et al., 2009] proposed the following



tk := I i exp τj k=1
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Continuing with this definition: ¶¶ µ µ N M X −t i ∂ X log α j K i j exp p( j |t i , x(m) ) ∂τ j j =1 i =1 τj · µ ¶ ¸ N ∂ X Ki j ti log α j − p( j |t i , x(m) ) = ∂τ τ τ j j j i =1   ∂K i j τ − Ki j N X τj ∂τ j j  ti  (m) =  2+ αj  p( j |t i , x ) 2 α K τ τ j i j i =1 j j Ã " #! µ ¶¶ N i µ X X tk ti 1 ∂ = τj exp − K i j p( j |t i , x(m) ) + Ik 2 K τ ∂τ τ τ i j j j j i =1 k=1 j Ã µ ¶! N i X ti 1 X tk tk = ( 2+ ( I k 2 exp −K i j ))p( j |t i , x(m) ) K τ τj i j k=1 j i =1 τ j | {z }



(4) (5)



(6)



(7) (8)



=:M i j



· ¸! N X Mi j ti 1 + = − − K i j p( j |t i , x(m) ) 2 K τ τ τ i j j j i =1 j ! Ã N X Mi j 1 ti − − p( j |t i , x(m) ) = 0 = 2 2 Ki j τ j τ j i =1 τ j Ã



(9) (10)



Multiply the last equation by τ2j : N X
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i =1



ti −



Mi j Ki j



¶



− τ j p( j |t i , x(m) ) = 0



(11)



Use Eq. (3.25) with αm+1 =: α j : j ¶ N µ Mi j 1 X ⇔ τj = ti − p( j |t i , x(m) ) α j N i =1 Ki j



(12)



The approximation made in the derivation lies in the fact that last equation is not completely solved for τ j . The term



Mi j Ki j



still depends on τ j .
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