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RATIONAL CHOICE BEFORE THE APOCALYPSE1 Jean-Pierre Dupuy Ecole Polytechnique, Paris & Stanford University [email protected] A linguistic prefatory note The word "bestimmt", in German, is fundamentally underdetermined. It can mean "festgelegt", i.e. "determined", "resolute"; or it can mean "gewiβ", i.e. "certain", "sure"; or it can mean "genau", i.e. "precise", "specified", "explicit". When Werner Heisenberg chose to call his famous principle the "Unbestimmtheitsrelation", his was a stroke of genius: thanks to the indeterminacy of the German terminology, he did not have to choose which interpretation of quantum physics was better: uncertainty or indeterminacy. The difference is essential, though: uncertainty refers to the epistemic domain, that is, our knowledge about the system under observation; whereas indeterminacy refers to the ontological domain, i.e things as they are. In French and in English, we are not so lucky and we do have to choose. Most often, Heisenberg's principle is called the "Principle of Uncertainty", rather than the "Principle of Indeterminacy". My own interpretation of quantum theory would lead me to prefer the latter, but that is not the question. We are not here to talk about quantum theory but about human affairs.



1. Facing up to catastrophe My topic is the indeterminacy regarding the survival of humankind. With the advent of the atomic bomb humankind became potentially the maker of its own demise. In a recent stunning book, England's Astronomer Royal, Sir Martin Rees, who, incidentally, occupies Newton's chair at Cambridge University, forecasts that the odds are no better than fifty-fifty that humankind will survive to the end of the twenty-first century. The title of the book is explicit, and the subtitle even more: Our Final Hour. A Scientist's Warning: How Terror, Error, and Environmental Disaster Threaten Humankind's Future in this Century – on Earth and Beyond2. Sir Martin warns us: "Our increasingly interconnected world is vulnerable to new risks, 'bio' or 'cyber', terror or error. The dangers from twenty-first century technology could be graver and more intractable than the threat of nuclear devastation that we faced for decades. And human-induced pressures on the global environment may engender higher risks than the age-old hazards of earthquakes, eruptions and asteroid impacts." Sir Martin is by no means isolated in his warning. Already in 1



A paper presented at the Political Theory Workshop, Stanford University, April 27, 2007. 2 Basic Books, New York, 2003.
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2000, someone who is himself anything but an irresponsible leftist, Bill Joy, one of the most brilliant American computer scientists, wrote a celebrated and much commented upon paper titled "Why the future doesn't need us. Our most powerful 21st-century technologies – robotics, genetic engineering, and nanotech – are threatening to make humans an endangered species."3 Even if one is less pessimistic than those two major scientists, it remains that our way of life is in the long run irremediably doomed. One would be hard-pressed to imagine how it could last more than another half-century. Many of us will no longer be here, but our children will. If we care about them, it is high time that we open our eyes to what awaits them. There are three main reasons for this prognosis. Firstly, the time when we could exploit cheap fossil fuels will soon be over, given that energy needs on a world scale are going to grow very fast if countries as populous as China, India and Brazil follow us down the same development path. It is hard to see by what means or on what grounds we could stop them. Secondly, the regions of the world where these resources are concentrated happen to be among the hottest on the planet from a geopolitical standpoint: the Middle East and the former Muslim republics of the ex-Soviet Union. Once these first two factors are widely recognized, no doubt quite late, that is to say too late, the world will be gripped by panic and prices will skyrocket, exacerbating the crisis tremendously. The third reason is surely the most serious. Not a week goes by without a new symptom of climatic change confirming what all the experts now agree to be the case: global warming is real, it is essentially due to human activity and its effects will be much more severe than what we imagined only yesterday. The experts realize that the objectives of the Kyoto protocol, trampled underfoot by mighty America, are laughable compared to what should be done to stem the rise in the atmospheric concentration of carbon gas: cut global emissions in half, when actually it is forecast that these emissions will continue to increase at least until 2030 given the inertia of the system. The indispensable condition for success is to keep the developing countries from following our own model for growth. If we, the industrialized countries, do not abandon it ourselves, our message does not have the slightest chance of being heard. America is guilty not so much for its part in polluting the planet as for its refusal to make a minimal gesture in this direction. At least, in their cynicism, the Americans are playing it straight: they have no intention 3 Wired, April 2000. Bill Joy is the inventor of the Java program, the language of the Internet.
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of giving up their way of life, which they identify with the fundamental value of freedom. The hypocrisy of the European governments, in this regard, is hard to stomach: they promise to respect Kyoto, but they carefully avoid informing their citizenries that this is but a tiny first step and that further progress can be made only at the cost of an upheaval in their entire manner of doing and being. Scientistic optimism encourages us to be patient. Soon, it whispers, the engineers will find a way to overcome the obstacles blocking our path. Nothing is less certain. One shudders to learn that not one scenario drawn up by the relevant agencies includes a realistic solution for reaching the years 2040-2050. In the long run, a scientific and technological revolution is brewing: that of nanotechnologies, based on the manipulation of matter atom by atom. It is likely that they will be able to get around many of the obstacles now standing in our way, in particular by making it possible to harness solar energy, but it is no less likely that they will create new risks which the technologists themselves deem "phenomenal." Thus we find ourselves with our backs to the wall. We need to say what is more important to us: our ethical imperative of equality, which leads to principles of universalization, or else our mode of development. Either the privileged part of the planet isolates itself, which increasingly means that it protects itself with shields of all sorts against the aggressions which the resentment of those left behind will render ever crueller and more abominable; or else another type of relationship to the world, to nature, to things and beings, must be invented, one capable of being universalized on a humanity-wide scale. None of what I have just said is uncertain. The experts know it. But they do not consider it their role to address the public directly. They do not want to be responsible for creating panic.4 They consequently have limited themselves to informing successive governments. In vain. The political class, generally unschooled in scientific and technical matters, and in any case constitutionally shortsighted, both in time (a few years at most) and space (the boundaries of national sovereignty), has nothing to say on the subject. If a way out is to be found, it is obviously at the political level, though. However, we will remain bogged down in the same old political ruts if we do not radically alter our ethics first. In his fundamental work, The Imperative of Responsibility5, 4Cf. Jean-Pierre Dupuy, La Panique, Paris, Les Empêcheurs de Penser en Rond/Seuil, 2003. 5 Hans Jonas, The Imperative of Responsibility. In Search of an Ethics for the Technological Age, University of Chicago Press, 1985.



3



German philosopher Hans Jonas cogently explained why we need a new ethics to rule our relation to the future in the "technological age". This "Ethics of the Future" [Ethik für die Zukunft] - meaning not a future ethics, but an ethics for the future, for the sake of the future, i.e. the future must become the major object of our concern – starts from a philosophical aporia. Given the magnitude of the possible consequences of our technological choices, it is an absolute obligation for us to try and anticipate those consequences, assess them, and ground our choices on this assessment. Couched in philosophical parlance, this is tantamount to saying that when the stakes are high, we cannot afford not to choose consequentialism6, rather than a form of deontology7, as our guiding moral doctrine. However, the very same reasons that make consequentialism compelling, and therefore oblige us to anticipate the future, make it impossible for us to do so. Unleashing complex processes is a very perilous activity that both demands foreknowledge and prohibits it. Now, one of the very few unassailably universal ethical principles is that ought implies can. There is no obligation to do that which one can not do. However, in the technological age, we do have an ardent obligation that we cannot fulfill: anticipating the future. That is the ethical aporia. Is there a way out? Jonas's credo, which I share also, is that there is no ethics without metaphysics. Only a radical change in metaphysics can allow us to escape from the ethical aporia. The major stumbling block of our current, implicit metaphysics of temporality turns out to be our conception of the future as unreal. From our belief in free will – we might act otherwise – we derive the conclusion that the future is not real, in the philosophical sense: "future contingents", i.e. propositions about actions taken by a free agent in the future, e.g. "John will pay back his debt tomorrow", are held to have no truth value. They are neither true nor false. If the future is not real, it is not something that we can have cognizance of. If the future is not real, it is not something that projects its shadow onto the present. Even when we know that a catastrophe is about to happen, we do not believe it: we do not believe what we know. If the future is not real, there is nothing in it that we should fear, or hope for. The derivation from free will to the unreality of the future is a sheer logical fallacy, although it would require some hard philosophical work to prove it8. Here I will 6



Consequentialism as a moral doctrine has it that what counts in evaluating an action is its consequences for all individuals concerned. 7 A deontological doctrine evaluates the rightness of an action in terms of its conformity to a norm or a rule, such as the Kantian categorical imperative. 8 See my Pour un catastrophisme éclairé, Paris, Seuil, 2002. See also Jean-Pierre Dupuy, "Philosophical Foundations of a New Concept of Equilibrium in the Social Sciences: Projected
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content myself with exhibiting the sketch of an alternative metaphysics in which free will combines with a particularly hard version of the reality of the future. 2. The serious deficiencies of the "precautionary principle" But we have the "precautionary principle." All the fears of our age seem to have found shelter in one word: precaution. Yet the conceptual underpinnings of the notion of precaution are extremely fragile, as I shall now undertake to demonstrate. Let us recall the definition of the precautionary principle formulated in the Maastricht treaty: "The absence of certainties, given the current state of scientific and technological knowledge, must not delay the adoption of effective and proportionate preventive measures aimed at forestalling a risk of grave and irreversible damage to the environment at an economically acceptable cost." This text is torn between the logic of economic calculation and the awareness that the context of decision-making has radically changed. On one side, the familiar and reassuring notions of effectiveness, commensurability and reasonable cost; on the other, the emphasis on the uncertain state of knowledge and the gravity and irreversibility of damage. It would be all too easy to point out that if uncertainty prevails, no one can say what would be a measure proportionate (by what coefficient?) to a damage that is unknown, and of which one therefore cannot say if it will be grave or irreversible; nor can anyone evaluate what adequate prevention would cost; nor say, supposing that this cost turns out to be "unacceptable," how one should go about choosing between the health of the economy and the prevention of the catastrophe. Rather than belabor these points, I will present three fundamental reasons why the notion of precaution is an ersatz good idea that belongs in cold storage. I will try at the same time to understand why the need was felt, one fine day, to saddle the familiar notion of prevention with an upstart sidekick, precaution. Why is it that in the present situation of risks and threats, prevention is no longer enough? 2.1 The first serious deficiency which hamstrings the notion of precaution is that it does not properly gauge the type of uncertainty with which we are confronted at present. Equilibrium", Philosophical Studies, 100, 2000, p. 323-345; Jean-Pierre Dupuy, "Two temporalities, two rationalities: a new look at Newcomb's paradox", in P. Bourgine et B. Walliser (eds.), Economics and Cognitive Science, Pergamon, 1992, p. 191-220; Jean-Pierre Dupuy, «Common knowledge, common sense», Theory and Decision, 27, 1989, p. 37-62. Jean-Pierre Dupuy (ed.), Self-deception and Paradoxes of Rationality, C.S.L.I. Publications, Stanford University, 1998.
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The French official report on the precautionary principle9 introduces what initially appears to be an interesting distinction between two types of risks: "known" risks and "potential" risks. It is on this distinction that the difference between prevention and precaution is made to rest: precaution would be to potential risks what prevention is to known risks. A closer look at the report in question reveals 1) that the expression "potential risk" is poorly chosen, and that what it designates is not a risk waiting to be realized, but a hypothetical risk, one that is only a matter of conjecture; 2) that the distinction between known risks and hypothetical risks (the term I will adopt here) corresponds to an old standby of economic thought, the distinction that John Maynard Keynes and Frank Knight independently proposed in 1921 between risk and uncertainty. A risk can in principle be quantified in terms of objective probabilities based on observable frequencies; when such quantification is not possible, one enters the realm of uncertainty. The problem is that economic thought and the decision theory underlying it were destined to abandon this distinction as of the 1950s in the wake of the exploit successfully performed by Leonard Savage with the introduction of the concept of subjective probability and the corresponding philosophy of choice under conditions of uncertainty: Bayesianism. In Savage's axiomatics, probabilities no longer correspond to any sort of regularity found in nature, but simply to the coherence displayed by a given agent's choices. In philosophical language, every uncertainty is treated as an epistemic uncertainty, meaning an uncertainty associated with the agent's state of knowledge. It is easy to see that the introduction of subjective probabilities erases the distinction between uncertainty and risk, between the risk of risk and risk, between precaution and prevention. If a probability is unknown, a probability distribution is assigned to it "subjectively". Then the probabilities are composed following the computation rules of the same name. No difference remains compared to the case where objective probabilities are available from the outset. Uncertainty owing to lack of knowledge is brought down to the same plane as intrinsic uncertainty due to the random nature of the event under consideration. A risk economist and an insurance theorist do not see and cannot see any essential difference between prevention and precaution and, indeed, reduce the latter to the former. In truth, one observes that applications of the "precautionary principle" generally boil down to little more than a glorified version of "cost-benefit" analysis.



9Le Principe de précaution, Report to the Prime Minister, Paris, Éditions Odile Jacob, 2000.
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Against the prevailing economism, I believe it is urgent to safeguard the idea that all is not epistemic uncertainty. One could however argue from a philosophical standpoint that such is really the case. The fall of a die is what supplied most of our languages with the words for chance or accident. Now, the fall of a die is a physical phenomenon which is viewed today as a low-stability deterministic system, sensitive to initial conditions, and therefore unpredictable — a "deterministic chaos," in current parlance. But an omniscient being — the God of whom Laplace did not judge it necessary to postulate the existence — would be able to predict on which side the die is going to fall. Could one not then say that what is uncertain for us, but not for this mathematician-God, is uncertain only because of lack of knowledge on our part? And therefore that this uncertainty, too, is epistemic and subjective? The correct conclusion is a different one. If a random occurrence is unpredictable for us, this is not because of a lack of knowledge that could be overcome by more extensive research; it is because only an infinite calculator could predict a future which, given our finiteness, we will forever be unable to anticipate. Our finiteness obviously cannot be placed on the same level as the state of our knowledge. The former is an unalterable aspect of the human condition; the latter, a contingent fact, which could at any moment be different from what it is. We are therefore right to treat the random event's uncertainty for us as an objective uncertainty, even though this uncertainty would vanish for an infinite observer. Now, our situation with respect to new threats is also one of objective, and not epistemic, uncertainty. The novel feature this time is that we are not dealing with a random occurrence either. We are not dealing with a random occurrence, for each of the catastrophes that hover threateningly over our future must be treated as a singular event. Neither random, nor epistemically uncertain, the type of "risk" that we are confronting is a monster from the standpoint of classic distinctions. Indeed, it merits a special treatment, which the precautionary principle is incapable of giving it. Three arguments seem to me to justify the assertion that the uncertainty, here, is not epistemic, but anchored in the objectivity of the relationship binding us to phenomena. The first argument has to do with the complexity of ecosystems. This complexity gives them an extraordinary robustness, but also, paradoxically, a high vulnerability. They can hold their own against all sorts of aggressions and find ways of adapting to maintain their stability. This is only true up to a certain point, however. Beyond certain critical thresholds, they veer over abruptly into something different, in the fashion of phase changes of matter, collapsing completely or else 7



forming other types of systems that can have properties highly undesirable for people. In mathematics, such discontinuities or tipping points are called catastrophes. This sudden loss of resilience gives ecosystems a particularity which no engineer could transpose into an artificial system without being immediately fired from his job: the alarm signals go off only when it is too late. As long as the thresholds remain distant, ecosystems may be manhandled with impunity. In this case, cost-benefit analysis appears useless, or bound to produce a result known in advance, since there seems to be nothing to weigh down the cost-side of the scales. That is why humanity was able to blithely ignore, for centuries, the impact of its mode of development on the environment. But as the critical thresholds grow near, cost-benefit analysis becomes meaningless. At that point it is imperative not to cross them at any cost. Useless or meaningless, we see that for reasons having to do, not with a temporary insufficiency of our knowledge, but with objective, structural properties of ecosystems, economic calculation is of precious little help. The second argument concerns systems created by humans, let us say technical systems, which can interact with ecosystems to form systems of a hybrid nature. Technical systems display properties quite different from those of ecosystems. This is a consequence of the important role that positive feedback loops play in them. Small fluctuations early in the life of a system can end up being amplified, giving it a direction that is perfectly contingent and perhaps catastrophic but which, from the inside, assumes the lineaments of fate. This type of dynamic or history is obviously impossible to foresee. In this case as well, the lack of knowledge does not result from a state of things that could be changed, but from a structural property. The non-predictability is fundamental. Uncertainty about the future is equally fundamental for a third reason, logical this time. Any prediction regarding a future state of things that depends on future knowledge is impossible, for the simple reason that to anticipate this knowledge would be to render it present and would dislodge it from its niche in the future. The most striking illustration is the impossibility of foreseeing when a financial bubble will burst. This incapacity is not due to a shortcoming of economic analysis, but to the very nature of the speculative phenomenon. Logic is responsible for the incapacity, and not the insufficient state of knowledge or information. If the collapse of the speculative bubble or, more generally, the onset of a financial crisis were anticipated, the event would occur at the very moment that it was anticipated and not at the predicted date. Any prediction on the subject would invalidate itself at the very moment it was made public.
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When the precautionary principle states that the "absence of certainties, given the current state of scientific and technical knowledge, must not delay etc.," it is clear that it places itself from the outset within the framework of epistemic uncertainty. The presupposition is that we know we are in a situation of uncertainty. It is an axiom of epistemic logic that if I do not know p, then I know that I do not know p. Yet, as soon as we depart from this framework, we must entertain the possibility that we do not know that we do not know something. An analogous situation obtains in the realm of perception with the blind spot, that area of the retina unserved by the optic nerve. At the very center of our field of vision, we do not see, but our brain behaves in such a way that we do not see that we do not see. In cases where the uncertainty is such that it entails that the uncertainty itself is uncertain, it is impossible to know whether or not the conditions for the application of the precautionary principle have been met. If we apply the principle to itself, it will invalidate itself before our eyes. Moreover, "given the current state of scientific and technical knowledge" implies that a scientific research effort could overcome the uncertainty in question, whose existence is viewed as purely contingent. It is a safe bet that a "precautionary policy" will inevitably include the edict that research efforts must be pursued — as if the gap between what is known and what needs to be known could be filled by a supplementary effort on the part of the knowing subject. But it is not uncommon to encounter cases in which the progress of knowledge comports an increase in uncertainty for the decision-maker, something which is inconceivable within the framework of epistemic uncertainty. Sometimes, to learn more is to discover hidden complexities that make us realize that the mastery we thought we had over phenomena was in part illusory. 2.2. The second serious deficiency of the precautionary principle is that, unable to depart from the normativity proper to the calculus of probabilities, it fails to capture what constitutes the essence of ethical normativity concerning choice in a situation of uncertainty. I am referring to the concept of "moral luck" in moral philosophy. I will introduce it with the help of two contrasting thought experiments. In the first, one must reach into an urn containing an indefinite number of balls and pull one out at random. Two thirds of the balls are black and only one third are white. The idea is to bet on the color of the ball before seeing it. Obviously, one should bet on black. And if one pulls out another ball (after replacing the first one into the urn) one should bet on black again. In fact, one should always bet on black, even though one foresees that one out of three times on average this will be an incorrect guess. Suppose that a 9



white ball comes out, so that one discovers that the guess was incorrect. Does this a posteriori discovery justify a retrospective change of mind about the rationality of the bet that one made? No, of course not; one was right to choose black, even if the next ball to come out happened to be white. Where probabilities are concerned, the information as it becomes available can have no conceivable retroactive impact on one's judgment regarding the rationality of a past decision made in the face of an uncertain or risky future. This is a limitation of probabilistic judgment that has no equivalent in the case of moral judgment. A man spends the evening at a cocktail party. Fully aware that he has drunk more than is wise, he nevertheless decides to drive his car home. It is raining, the road is wet, the light turns red, and he slams on the brakes, but a little too late: after briefly skidding, the car comes to a halt just past the pedestrian crosswalk. Two scenarios are possible: Either there was nobody in the crosswalk, and the man has escaped with no more than a retrospective fright. Or else the man ran over and killed a child. The judgment of the law, of course, but above all that of morality, will not be the same in both cases. Here is a variant: The man was sober when he drove his car. He has nothing for which to reproach himself. But there is a child whom he runs over and kills, or else there is not. Once more, the unpredictable outcome will have a retroactive impact on the way the man's conduct is judged by others and also by the man himself. Here is a more complex example devised by the British philosopher Bernard Williams,10 which I will simplify considerably. A painter — we'll call him "Gauguin" for the sake of convenience — decides to leave his wife and children and take off for Tahiti in order to live a different life which, he hopes, will allow him to paint the masterpieces that it is his ambition to create. Is he right to do so? Is it moral to do so? Williams defends with great subtlety the thesis that any possible justification of his action can only be retrospective. Only the success or failure of his venture will make it possible for us — and him — to cast judgment. Yet whether Gauguin becomes a painter of genius or not is in part a matter of luck — the luck of being able to become what one hopes to be. When Gauguin makes his painful decision, he cannot know what, as the saying goes, the future holds in store for him. To say that he is making a bet would be incredibly reductive. With its appearance of paradox, the concept of "moral luck" provides just what was missing in the means at our disposal for describing what is at stake in this type of decision made under conditions of uncertainty.



10Bernard Williams, Moral Luck, Cambridge, Cambridge University Press, 1981.
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Like Bernard Williams' Gauguin, but on an entirely different scale, humanity taken as a collective subject has made a choice in the development of its potential capabilities which brings it under the jurisdiction of moral luck. It may be that its choice will lead to great and irreversible catastrophes; it may be that it will find the means to avert them, to get around them, or to get past them. No one can tell which way it will go. The judgment can only be retrospective. However, it is possible to anticipate, not the judgment itself, but the fact that it must depend on what will be known once the "veil of ignorance" cloaking the future is lifted. Thus, there is still time to insure that our descendants will never be able to say "too late!" — a too late that would mean that they find themselves in a situation where no human life worthy of the name is possible. 2.3. The most important reason that leads us to reject the precautionary principle is still to come. It is that, by placing the emphasis on scientific uncertainty, it utterly misconstrues the nature of the obstacle that keeps us from acting in the face of catastrophe. The obstacle is not uncertainty, scientific or otherwise; the obstacle is the impossibility of believing that the worst is going to occur. Let us pose the simple question as to what the practice of those who govern us was before the idea of precaution arose. Did they institute policies of prevention, the kind of prevention with respect to which precaution is supposed to innovate? Not at all. They simply waited for the catastrophe to occur before taking action — as if its coming into existence constituted the sole factual basis on which it could be legitimately foreseen, too late of course. Even when it is known that it is going to take place, a catastrophe is not credible: that is the principal obstacle. On the basis of numerous examples, an English researcher identified what he called an "inverse principle of risk evaluation": the propensity of a community to recognize the existence of a risk seems to be determined by the extent to which it thinks that solutions exist. To call into question what we have learned to view as progress would have such phenomenal repercussions that we do not believe we are facing catastrophe. There is no uncertainty here, or very little. It is at most an alibi. In addition to psychology, the question of future catastrophe brings into play a whole metaphysics of temporality. The world experienced the tragedy of September 11, 2001, less as the introduction into reality of something senseless, and therefore impossible, than as the sudden transformation of an impossibility into a possibility. The worst horror has now become possible, one sometimes heard it 11



said. If it has become possible, then it was not possible before. And yet, common sense objects, if it happened, then it must have been possible. Henri Bergson describes what he felt on August 4, 1914, when he learned that Germany had declared war on France: "In spite of my shock, and my belief that a war would be a catastrophe even in the case of victory, I felt… a kind of admiration for the ease with which the shift from the abstract to the concrete had taken place: who would have thought that so awe-inspiring an eventuality could make its entrance into the real with so little fuss? This impression of simplicity outweighed everything." Now, this uncanny familiarity contrasted sharply with the feelings that prevailed before the catastrophe. War then appeared to Bergson "at one and the same time as probable and as impossible: a complex and contradictory idea, which persisted right up to the fateful date." In reality, Bergson deftly untangles this apparent contradiction. The explanation comes when he reflects on the work of art: "I believe it will ultimately be thought obvious that the artist creates the possible at the same time as the real when he brings his work into being," he writes. One hesitates to extend this reflection to the work of destruction. And yet, it is also possible to say of the terrorists that they created the possible at the same time as the real. Catastrophes are characterized by this temporality that is in some sense inverted. As an event bursting forth out of nothing, the catastrophe becomes possible only by "possibilizing" itself (to speak in the manner of Sartre who, on this point, learned the lesson of his teacher Bergson well). And that is precisely the source of our problem. For if one is to prevent a catastrophe, one needs to believe in its possibility before it occurs. If, on the other hand, one succeeds in preventing it, its non-realization maintains it in the realm of the impossible, and as a result, the prevention efforts will appear useless in retrospect.
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3. Towards an enlightened form of doomsaying 3.1. Motivation The terrible thing about a catastrophe is that not only does one not believe it will occur even though one has every reason to know it will occur, but once it has occurred it seems to be part of the normal order of things. Its very reality renders it banal. It had not been deemed possible before it materialized, and here it is, integrated without further ado into the "ontological furniture" of the world, to speak in the jargon of philosophers. Less than a month after the collapse of the World Trade Center, the American authorities had to remind their fellow citizens of the extreme gravity of the event so that the desire for justice and revenge would not slacken. The twentieth century is there to demonstrate that the worst abominations can be absorbed into common awareness with no particular difficulty. The reasonable and calm calculations of risk managers are further proof of humanity's astonishing capacity to resign itself to the intolerable. They are the most conspicuous symptom of that unrealistic approach that consists in dealing with "risks" by isolating them from the general context to which they belong. It is this spontaneous metaphysics of the temporality of catastrophes that is the chief obstacle to the definition of a form of prudence adapted to our time. This is what I strove to show in my book Pour un catastrophisme éclairé,11 while at the same time proposing a solution founded on an antidote to that same metaphysics. The idea is to project oneself into the future and look back at our present and evaluate it from there. This temporal loop between future and past I call the metaphysics of projected time. As we are going to see, it makes sense only if one accepts that the future is not only real but also fixed. The possible exists only in present and future actuality, and this actuality is itself a necessity12. More precisely, before the catastrophe occurs, it can not occur; it is in occurring that it begins to have always been necessary, and therefore, that the non-catastrophe, which was possible, begins to have always been impossible. The metaphysics that I proposed as the basis for a prudence adapted to the temporality of catastrophes consists in projecting oneself into the time following the catastrophe, and in retrospectively seeing in the latter an event at once necessary and improbable. It is at this stage that the fundamental concept of indeterminacy enters the picture. The (im)probability of a necessary 11Op. cit. 12 In order to flesh out the metaphysics of projected time I have had to provide a novel solution to one of the oldest problems in Metaphysics: Diodorus's Master Argument. See Jules Vuillemin, Necessity or Contingency. The Master Argument, CSLI Publications, Stanford University, 1996.
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event is no longer the measure of an ignorance that might have some chance of being only provisional (uncertainty). It is an element of reality, a reality that is not entirely determinate (indeterminacy). These ideas are difficult, and one may ask whether it is worth the trouble to wend one's way through such constructions. It is my contention that the chief obstacle to our waking up to the threats weighing on the future of humanity is of a conceptual nature. As Albert Einstein once said, we have acquired the means of destroying ourselves and the planet, but we have not changed our ways of thinking. 3.2 Foundations of a metaphysics adapted to the temporality of catastrophes The paradox of "enlightened doomsaying" presents itself as follows. To make the prospect of a catastrophe credible, one must increase the ontological force of its inscription in the future. But to do this with too much success would be to lose sight of the goal, which is precisely to raise awareness and spur action so that the catastrophe does not take place. A classic figure from literature and philosophy, the killer judge, exemplifies this paradox. The killer judge "neutralizes" (murders) the criminals of whom it is written that they will commit a crime, but the consequence of the neutralization in question is precisely that the crime will not be committed!13 Intuitively speaking, it would seem that the paradox derives from the failure of the past prediction and the future event to come together in a closed loop. But the very idea of such a loop makes no sense in our ordinary metaphysics, as the metaphysical structure of prevention shows. Prevention consists in taking action to insure that an unwanted possibility is relegated to the ontological realm of nonactualized possibilities. The catastrophe, even though it does not take place, retains the status of a possibility, not in the sense that it would still be possible for it to take place, but in the sense that it will forever remain true that it could have taken place. When one announces, in order to avert it, that a catastrophe is coming, this announcement does not possess the status of a prediction, in the strict sense of the term: it does not claim to say what the future will be, but only what it would have been had one failed to take preventive measures. There is no need for any loop to close here: the announced future does not have to coincide with the actual future, the forecast does not have to come true, for the announced or forecast "future" is



13Here we are thinking of Voltaire's Zadig. The American science fiction writer Philip K. Dick produced a subtle variation on the theme in his story "Minority Report." Spielberg's movie is not up to the same standard, alas.
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not in fact the future at all, but a possible world that is and will remain not actual.14 This schema is familiar to us because it corresponds to our "ordinary" metaphysics, in which time bifurcates into a series of successive branches, the actual world constituting one path among these. I have dubbed this metaphysics of temporality "occurring time"; it is structured like a decision tree:



Occurring time All my efforts have been devoted to showing the coherence of an alternative metaphysics of temporality, one adapted to the obstacle that the non-credible character of catastrophes represents. I have dubbed this alternative "projected time," and it takes the form of a loop, in which past and future reciprocally determine each other: Expectation/Reaction



Past



Future



Causal production



Projected time



14For an illustration, one may think of those traffic warnings whose purpose is precisely to steer motorists away from routes that are otherwise expected to be clogged with too many motorists.
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In projected time, the future is taken to be fixed, which means that any event that is not part of the present or the future is an impossible event. It immediately follows that in projected time, prudence can never take the form of prevention. Once again, prevention assumes that the undesirable event that one prevents is an unrealized possibility. The event must be possible for us to have a reason to act; but if our action is effective, it will not take place. This is unthinkable within the framework of projected time. To foretell the future in projected time, it is necessary to seek the loop's fixed point, where an expectation (on the part of the past with regard to the future) and a causal production (of the future by the past) coincide. The predictor, knowing that his prediction is going to produce causal effects in the world, must take account of this fact if he wants the future to confirm what he foretold. Traditionally, which is to say in a world dominated by religion, this is the role of the prophet, and especially that of the biblical prophet.15 He is an extraordinary individual, often excentric, who does not go unnoticed. His prophecies have an effect on the world and the course of events for these purely human and social reasons, but also because those who listen to them believe that the word of the prophet is the word of Yahveh and that this word, which cannot be heard directly, has the power of making the very thing it announces come to pass. We would say today that the prophet's word has a performative power: by saying things, it brings them into existence. Now, the prophet knows that. One might be tempted to conclude that the prophet has the power of a revolutionary: he speaks so that things will change in the direction he intends to give them. This would be to forget the fatalist aspect of prophecy: it describes the events to come as they are written on the great scroll of history, immutable and ineluctable. Revolutionary prophecy has preserved this highly paradoxical mix of fatalism and voluntarism that characterizes biblical prophecy. Marxism is the most striking illustration of this. However, I am speaking of prophecy, here, in a purely secular and technical sense. The prophet is the one who, more prosaically, seeks out the fixed point of the problem, the point where voluntarism achieves the very thing that fatality dictates. The prophecy includes itself in its own discourse; it sees itself realizing what it announces as destiny. In this sense, prophets are legion in our modern democratic societies, founded on science and technology. The experience of projected time is facilitated, encouraged, organized, not to say imposed by numerous features of our institutions. All around us, more or less authoritative voices are heard that proclaim 15To his misfortune and above all that of his compatriots, the ancient prophet (such as the Trojans Laocoon and Cassandra) was not heeded; his words were scattered by the wind.
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what the more or less near future will be: the next day's traffic on the freeway, the result of the upcoming elections, the rates of inflation and growth for the coming year, the changing levels of greenhouse gases, etc. The futurists and sundry other prognosticators, whose appellation lacks the grandeur of the prophet's, know full well, as do we, that this future they announce to us as if it were written in the stars is a future of our own making. We do not rebel against what could pass for a metaphysical scandal (except, on occasion, in the voting booth). It is the coherence of this mode of coordination with regard to the future that I have endeavored to bring out. The French planning system as it was once conceived by Pierre Massé constitutes the best example I know of what it means to foretell the future in projected time. Roger Guesnerie succinctly captures the spirit of this approach to planning when he writes that it "aimed to obtain through consultations and research an image of the future sufficiently optimistic to be desirable and sufficiently credible to trigger the actions that would bring about its own realization."16 It is easy to see that this definition can make sense only within the metaphysics of projected time, whose characteristic loop between past and future it describes perfectly. Here coordination is achieved on the basis of an image of the future capable of insuring a closed loop between the causal production of the future and the self-fulfilling expectation of it. The paradox of the doomsayer's solution to the problem posed by the threats hanging over humanity's future is now in place. It is a matter of achieving coordination on the basis of a negative project taking the form of a fixed future which one does not want. One might try to transpose Guesnerie's definition into the following terms: "to obtain through scientific futurology and a meditation on human goals an image of the future sufficiently catastrophic to be repulsive and sufficiently credible to trigger the actions that would block its realization" — but this formulation would fail to take account of an essential element. Such an enterprise would seem to be hobbled from the outset by a prohibitive defect: selfcontradiction. If one succeeds in avoiding the undesirable future, how can one say that coordination was achieved by fixing one's sights on that same future? The paradox is unresolved. In order to spell out what my solution to this paradox was, it would be necessary to enter into the technical details of a metaphysical development, and this is not the



16Roger Guesnerie, L'Économie de marché, Paris, Flammarion, "Dominos," 1996. The phrasing reflects the spirit of rational expectations.
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place to do so.17 I will content myself with conveying a fleeting idea of the schema on which my solution is based. Everything turns on a form of indeterminacy whose nature and structure defy the traditional categories of uncertainty that we discussed in the second part of this lecture. The problem is to see what type of fixed point is capable of insuring the closure of the loop that links the future to the past in projected time. We know that the catastrophe cannot be this fixed point: the signals it would send back toward the past would trigger actions that would keep the catastrophic future from being realized. If the deterrent effect of the catastrophe worked perfectly, it would be selfobliterating. For the signals from the future to reach the past without triggering the very thing that would obliterate their source, there must subsist, inscribed in the future, an imperfection in the closure of the loop. I proposed above a transposition of Roger Guesnerie's definition of the one-time ambition of the French planning system, in order to suggest what could serve as a maxim for a rational form of doomsaying. I added that as soon as it was enunciated, this maxim collapsed into self-refutation. Now we can see how it could be amended so as to save it from this undesirable fate. The new formulation would be: "to obtain… an image of the future sufficiently catastrophic to be repulsive and sufficiently credible to trigger the actions that would block its realization, barring an accident." One may want to quantify the probability of this accident. Let us say that it is an epsilon, e, by definition weak or very weak. The foregoing explanation can then be summed up very concisely: it is because there is a probability e that the deterrence will not work that it works with a probability 1-e. What might look like a tautology (it would obviously be one in the metaphysics of occurring time) is absolutely not one here, since the preceding proposition is not true for e = 0. The discontinuity at e = 0 suggests that something like an indeterminacy principle is at work here. The probabilities e and 1-e behave like probabilities in quantum mechanics. The fixed point must be conceived as the superposition of two states, one being the accidental and preordained occurrence of the catastrophe, the other its non-occurrence. The fact that the deterrence will not work with a strictly positive probability e is what allows for the inscription of the catastrophe in the future, and it is this inscription that makes the deterrence effective, with a margin of error e. Note that it would be quite incorrect to say that it is the possibility of the error, with the probability e, that saves the effectiveness of the deterrence — as if the error and the absence of error constituted two paths branching out from a fork in the road. There 17See Annex.
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are no branching paths in projected time. The error is not merely possible, it is actual: it is inscribed in time, rather like a slip of the pen. The future is written but it is partially indeterminate. It includes the catastrophe but as an accident. As the most metaphysicians of all poets, Jorge Luis Borges, once wrote: "the future is inevitable, but it may not occur." In other words, the very thing that threatens us may be our only salvation.
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ANNEX PHILOSOPHICAL



FOUNDATIONS



OF



PROJECTED TIME18



1. Introduction My broader aim is to succeed where admittedly such authors as David Gauthier19, Edward McClennen20 and others have failed: in grounding a form of Kantian rationalism in a Hobbesian view of the world where Rational Choice Theory (RCT) is held to provide the best account of how agents form mental states such as beliefs, desires and intentions, and of how they reason and act. An intermediate aim is to shake the foundations of the decision-making model inherited from Leibniz. Leibniz's account of the divine creation of the (existing) world takes the following form. God has present, in His understanding, the infinite multiplicity of possible worlds and He selects, via an act of His will, the one that maximizes essence, reality, and perfection. The election of the best world is neither arbitrary, since it is governed by the principle of (global) maximization, nor necessary, in the absolute, metaphysical sense (as found, for instance, in Spinoza): creating a world other than the best would not necessarily lead to a contradiction. It is noteworthy that Leibniz has nevertheless been accused of committing the sin of "Spinozism": how about God's liberty or will if He has no choice other than picking the best? The answer is that there is merely a moral necessity at work here, since the best is just one among the possible worlds and it needs God's will to come to existence. Decision theory operated a slight but significant change: it substituted the human agent for God. The agent faces all the possibles and chooses the one that maximizes a certain index that supposedly represents her self-interest. She could have acted otherwise: herein resides her freedom. I will show that this model does not exhaust what we mean by practical reason. Another model, closer to Spinozism but not incompatible with the Leibnizian account of freedom, plays a fundamental 18



Adapted from Jean-Pierre Dupuy, "Philosophical Foundations of a New Concept of Equilibrium in the Social Sciences: Projected Equilibrium", Philosophical Studies, 100, 2000, p. 323-345. 19 David Gauthier, Morals by Agreement, Oxford, Oxford University Press/Clarendon, 1986. 20 Edward McClennen, Rationality and Dynamic Choice: Foundational Explorations, Cambridge University Press, 1989.
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role, not only in the way we find it rational to reason and act, but also in the theoretical constructions we have been using to account for social reality. These two objectives seem to contradict each other. If the foundations of decision theory are shattered, how could one possibly expect to build something as grandiose as Ethics on RCT? It will be my task to show that RCT has the resources to accomodate a model of decision-making radically different from the current, "Leibnizian", account. 2. The Backward Induction Paradox My starting point will be one of the most nagging paradoxes that seem to undermine the foundations of RCT itself: the class of the so-called "Backward Induction Paradoxes" (BIPs). For most decision problems with a finite horizon, whether strategic or with a single agent, working backwards in time, step by step, allows in principle to reach a complete solution. Since the invention of dynamic programming, this method has become the rational way for dealing with this sort of problem. Yet in the last decade its very foundations have come to appear less solid than once thought. My claim is that there is no other foundation for the pretended obviousness of backwards induction than a metaphysical principle according to which, as far as rationality is concerned, only the future matters. I have built a general framework to contest the universality of this principle and shown that it is sufficient to resolve the difficulties posed by the method in question21. More precisely, I have established that BIPs are Newcomb problems. It is widely thought that Newcomb problems are fantasies of philosophers or theologians. The various forms that BIPs take are quite another story: the possibility of reciprocal exchange; the stability of agreements, promises and contracts; the effectiveness of threats and deterrence are only a few examples, and it must be admitted there would be no viable human society if people had not succeeded in ensuring the stability of these raw materials of social relations.
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J.-P. Dupuy, "Two Temporalities, Two Rationalities: A New Look at Newcomb's Paradox." In Economics and Cognitive Science. Eds. P. Bourgine and B. Walliser. Pergamon Press, 1992.
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I will focus on one subclass of BIPs: the centipede paradox. A particular case of the latter is the "Take it or Leave it" game, TOL for short22. A referee places dollars on a table one by one23. He has only N dollars. There are two players who play in turn. Each player can either take the dollars that have accumulated so far, thereby ending the game, or leave the pot on the table, in which case the referee adds one dollar to it, and it's the other player's turn to move. The decision tree is as follows: Peter L • 1 T



(1, 0)



Mary • 2 T



( 0, 2)



L



Peter L • 3 T



( 3, 0)



Mary L •• •• N-1 T



(0, N-1)



Peter • N



L (0, N)



T



(N, 0)



Extensive-form tree diagram of TOL, with N odd Reasoning by backward induction, one sees that it is in the interest of the player whose turn it is to move at N to take the money. The same is true of the player whose turn it is at N-1, provided that she knows that her partner is rational at N; so it goes all the way back, until we reach the beginning of the game. If we assume that the players are rational, that everyone knows this, that everyone knows that everyone knows this, etc. ad infinitum - in other terms, if we assume that the player's rationality is common knowledge - the conclusion of backward induction is that the first player should take the one dollar, which immediately brings the game to an end. In each round, the player whose turn it is finds it in his/her interest to take the pot immediately, rather than leaving it to his/her partner, precisely because he/she knows that it will not be in the interest of the latter to pass it back to 22



This is a game put in extensive form, and with perfect information. In their celebrated, but also widely criticized, paper on BIP, Philip Pettit and Robert Sugden ("The Backward Induction Paradox", The Journal of Philosophy, vol. LXXXVI, no. 4, April 1989, pp. 169-182) use another example: the finitely repeated prisoner's dilemma. If my thesis is right, this is an unfortunate choice. A repeated game put in normal form cannot exhibit the structure that constitutes the essence of the BIP: anticipating a future and preempting its occurrence. 23 I will follow here Philip J. Reny's perspicuous analysis of TOL in his "Rationality in Extensive-Form Games", Journal of Economic Perspectives, vol. 6, no 4, Fall 1992, pp. 103-118.
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him/her. In game-theoretical terms: backward induction under the assumption of common knowledge of rationality determines the unique subgame perfect equilibrium of the game, namely, at each node the player whose turn it is takes the money. It must be recalled that a strategic (Nash) equilibrium for a game put in extensive form specifies a move for every node in the decision tree, even those that are not reached by the equilibrium path - here, all the nodes but the first. It is also said, at times, that this equilibrium is the rational expectations equilibrium of the game. A growing number of authors are tempted to see a paradox in the very principle of backward induction and contend that it suffers from an insidious illness: self-refutation. This reasoning appears to repudiate itself in its conclusion. How so? Let us consider one of the intermediate results we believed we established: if it is Mary's turn at t, she will take the pot. This is one of the results on which we built the conclusive step which permits us to assert that Peter himself should take the money at 1. But this means that Mary will never get her turn at t! Our reasoning has kicked away the ladder which allowed it to climb up to its conclusion and now it is suspended perilously in the air with nothing left to support it. Most game theorists reject this would-be argument with a simple shrug of the shoulders. Others, and I am among them, have the impression they are facing a serious difficulty but that it must be completely reformulated. Contrary to most of those who share this intuition, however, I do not think that this difficulty can be avoided through technical means. What is at stake is much more fundamental and concerns our relation to time. A more sophisticated way of expressing the malaise generated by the BIP in this case is to say the following. Backward Induction forces us to specify what it would be rational for a player to do if she were to play at a node of the decision tree that, under the assumption of common knowledge of rationality, she knows cannot be reached by the sequence of moves. For N=100, say, if Mary were to play at t=96, wouldn't she wonder how she came to get her turn at that time? Only the future matters, to be sure, but what if there is no past that permits this future to occur? An answer to this puzzle has been put forward by a number of game theorists, in terms of Parkinson disease: the players' "trembling hands" would be responsible for their reaching impossible destinations. The fact that serious thinkers have to go to such extremities reveals that we are dealing here with a major difficulty.
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Philip Reny was able to transform this malaise into a certainty: the solution to TOL obtained by backward induction is plain wrong. Recall that it relies on the assumption of common knowledge of rationality. Aren't we free to make this assumption, however implausible it may sound? Maybe at the beginning of the game (i.e. for t=1), but not further down! One can indeed establish that, for t superior to 1, the players' rationality cannot possibly be common knowledge. Fleshing out the structure of Reny's proof is worthwhile for it will lead us to disclose a fundamental weakness in orthodox decision theory. The steps are the following: 1. If the pot is allowed to grow to N, then, clearly, either Mary is not rational at N-1, or she does not know that Peter is rational at N. In either case, it is impossible for the players at N to know that each is rational and that each knows the other is rational. It is therefore impossible that common knowledge of rationality obtains at N. 2. One can demonstrate that if common knowledge of rationality obtains at any stage t superior or equal to 2, it obtains at t+1. 3. From 1 and 2, it follows that if time 2 is reached - i.e. Peter leaves the first dollar at t=1 -, from that node on it is no longer possible for the players' rationality to be common knowledge. 4. Therefore, even if we assume away any opacity - Rational Choice theorists don't hesitate to use the word "irrationality"- at the beginning of the game, and posit that the players' rationality is common knowledge, it suffices that Peter leaves the first dollar to ruin the validity of this assumption from then on. Now, a famous argument made by Kreps et al.24 establishes that if the players' rationality is not common knowledge at a given node, from that point on play differing from the backward induction play may prove optimal. Furthermore, this result entails that play other than backward induction play may be optimal even before this node is reached, and this may be so even at the beginning of the game. 5. Indeed it can be shown that in TOL, Peter's leaving the first dollar is optimal, contrary to what backward induction concludes.
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I am referring to the Stanford "Gang of four" (Kreps, Milgrom, Roberts and Wilson) and their concept of sequential equilibrium, a generalization of perfect equilibrium. See their two papers published in Journal of Economic Theory, 27, 1982,
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6. Backward reasoning having been proven wrong in a game such as TOL, another theory of what rationality requires the agents to do is therefore required. Call AT this alternative theory. We already know that AT prescribes that Peter should leave the first dollar, and maybe that the players should allow the pot to grow even to size N. For, say, N=100, Mary having her turn at t=2 or t=96 is no longer a source of amazement to her. However, from this fact can she infer that everything is transparent, namely that Peter's rationality and hers are common knowledge? If that were the case, common knowledge would be the case all the way down, and in particular at stage N-1. But then, it would be foolish for Mary to leave. And if it were irrational for her to leave at N-1, it would be irrational for Peter to leave at N-2, etc., all the way back: back to backward induction and its distressing conclusion! Whatever AT, it must presuppose that rationality according to its standard is not, in certain cases25, common knowledge, or that AT itself is not common knowledge. In the context of orthodox decision theory, there is no theory of rational choice that is perfectly transparent to itself. This is, to be sure, THE major flaw of the kind of decision theory we inherited from Leibniz. My aim is to prove the existence of a RCT immune from this failing. It requires a different decision theory. 3. Predicting the future in order to change it ? Many game theorists today acknowledge feeling some uneasiness when it comes to the class of centipede games. Even if they don't, the very efforts they make to try to salvage the backward induction argument betray their misgivings26. No one, though, will see any reason to worry about the two-legged version of the centipede game27. This biped is known as the assurance game, and can be interpreted as a Prisoner's dilemma put in extensive form:
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Within the class of 2-person finite games with perfect information, Reny shows that the result obtained on TOL applies to all the members of this class, with the only exception of those games for which the unique backward induction play of the game reaches every node (Ph. Reny, "Common Belief and the Theory of Games with Perfect Information", Journal of Economic Theory, 1992). This is in keeping with the malaise that was at the origin of the BIP: the fact that rationality requires that rational choices in irrational circumstances be defined. 26 See, for instance, the various axiomatizations of the backward induction argument proposed by Bob Aumann, Peter Hammond, etc. 27 Not even Reny, since his argument is valid only for N equal or superior to 3.
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Peter • 1 D



(0, 0)



C



Mary • 2



C



(+ 1, + 1)



D



(- 1, + 2)



Times: 1 and 2; C: Cooperation; D: Defection. Any sensible rational choice theorist will tell you that rationality requires Mary to defect at time 2 and Peter at time 1. The mutually beneficial exchange that seemed within their reach cannot take place. That's the only Nash equilibrium, and it is a subgame perfect equilibrium. If, before the game, Mary promised Peter to reciprocate at 2, her promise wouldn't be credible. Peter has no good reason to trust Mary. Let us play the devil's advocate, though, and try to put this case to the question, as we did with TOL. Why, according to the orthodox argument, is it rational for Peter to defect at 1? Because, if it is Mary's turn to play at 2, she will defect at 2 and he'll get -1 instead of 0 if he defects. How does Peter know that? Is it because he is taken to be an omniscient predictor (perfect foresight)? Certainly not. If Peter defects at 1, there is no future action of Mary's that he can predict. From the assumption that Peter is omniscient (and rational), the only thing that can be derived is that Mary will not defect at 2. The backward induction argument is often said to determine the latest stage of the game first; then, resting on the solution thus determined, one works backwards in time, step by step, until the first stage is reached and the complete solution achieved. Indeed, this is quite an improper way to present the argument. The orthodox determines that Mary, if she plays at 2, will defect at 2 (in virtue of the principle according to which "only the future matters"28). Once the argument is over, though, it appears that Mary will not defect at 2 because she will not play at 2. The misgivings felt by those who see a paradox in the backward induction argument originate here. The conclusion nullifies the premise on which it rests. 28



Elsewhere I have dubbed this principle the"Allais principle" in homage to my master Maurice Allais for whom this was a motto.
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Peter reacts to an action not yet taken by Mary and which his very reaction prevents from occurring. It is also at times said, as we saw, that the backward induction solution constitutes the rational expectations equilibrium of the game. This is no less puzzling. Once again Peter cannot anticipate something that his very action causes not to happen. A recent survey, in France, asked the following question: "why do you think it important to predict the future?" Many people, including the "experts", answered: "in order to change it". One might be tempted to say that this is what happens to Peter: he predicts the future: Mary will defect, and preempts this anticipated future by being the first to defect. Unfortunately, "predicting the future in order to change it" is a metaphysical nonsense. This is another way to express the BIP. This phrase makes only sense if we accept that the future is predictable, therefore real, in the following sense: it is already true or false now, on Feb. 3, that I'll fly out from Tucson to San Francisco on February 6. It is true (resp. false) if and only if on February 6, it is true (resp. false) that I fly out from Tucson to San Francisco. Now, if we accept the principle of the reality of the future29, then it is nonsensical to believe that the future can be changed. The asymmetry between past and future is not that the future is changeable whereas the past is not. Both are inalterable in the same way. The fact that it is within my power before the flight departure on the 6th to make it false that I fly out to San Francisco on that day, is irrelevant. In order to change the future, I would have to perform some action at a time t between now and the 6th such that prior to t, it would be true that I would fly out to San Francisco on the 6th, and false after performing that action at t. Not even God could achieve that30. As David K. Lewis puts it, "What we can do by way of 'changing the future' (so to speak) is to bring it about that the future is the way it actually will be, rather than any of the other ways it would have been if we acted differently in the present. That is something like change. We make a difference. But it is not literally change, since the difference we make is between actuality and other possibilities, not between successive actualities. The literal truth is just that the future depends counterfactually on the present. It depends, partly, on what we do now.31" 29



This is not an obligation. Ever since Aristotle, many important philosophers have rejected this principle. The question that may be put to them, though, is whether they should not relinquish any use of the future tense - a costly consequence, to be sure. 30 See Alvin Plantinga, "On Ockham's Way Out", Faith and Philosophy, 3, 1986, pp. 235-69. 31 David K. Lewis, "Counterfactual Dependence and Time's Arrow". In D. Lewis, Philosophical Papers, vol. II. Oxford University Press, 1986.
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This quote from Lewis suggests a possible solution to the BIP proper to the assurance game. If one is to salvage the orthodox argument, he must appeal to counterfactual reasoning. Let us ask again: why should Peter defect at 1? Because, if he were to cooperate, Mary then would defect, and he would get -1 instead of 0 if he defects. Mary's defecting at 2 is no longer part of the actual future, it belongs in a possible future which Peter's action at 1 causes not to be actualized. This can be conveniently expressed in terms of possible worlds, as is fitting to the Leibnizian account of decision making. Peter has before him (at least) two possible worlds. In one of them he defects and gets 0; in the other he cooperates and Mary defects at 2: he gets -1 only. Therefore he should defect if he is rational. This implies that he would be irrational not to defect, i.e. to cooperate. Is this line of reasoning beyond criticism? I don't think so. It is interesting to introduce at this stage a very puzzling point made by Pettit and Sugden at the end of their paper on "the Backward Induction Paradox"32. Many authors, along with Philip Reny, but most of the time without his rigor, have defended the view that assuming common knowledge of rationality among the players is inconsistent with the backward induction argument (while at the same time supporting it), since the latter requires that one answer the perplexing question: what would it be rational for a player to do if she were to play at a node of the game which she will never reach as a matter of logical necessity? Pettit and Sugden go one step further. They write: "The situation where the players are ascribed common knowledge of their rationality ought strictly to have no interest for game theory. Under the assumption of common knowledge, neither player is allowed to think strategically" (my emphasis). Interestingly enough, in order to press their point further home, Pettit and Sugden extend it to the case of a single decision maker. I have the choice, say, between two options, p and q. I am free to choose either one. To decide which strategy to choose, I ask myself what would happen in the event that I chose each strategy. If I am rational, I must then choose the strategy that leads to the best consequences. But it is possible for me to discover that this is the best strategy only because the hypothesis that I choose a different (and, as it turns out, irrational) strategy is intelligible [I am paraphrasing here Pettit and Sugden's actual wording]. Now suppose I know that p is the best. How then can I make sense of my choosing q? A world in which I chose q would necessarily be one in which I would believe that q is the best, and that possibility is ruled out by my knowledge state. 32



loc. cit.
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In other terms: knowledge renders the best option absolutely or metaphysically, because logically, necessary; but then it is not the best option any more since there is no other possible contender. Or still: Knowledge renders Spinozism inevitable and Leibnizian freedom inconceivable. If Pettit and Sugden were right about this, this would be no doubt the most severe blow ever struck at the foundations of RCT, and beyond, at a whole chunk of economic theory. Isn't the assumption of knowledge, be it under the guise of perfect foresight, rational expectation, certainty, common knowledge or what have you, one of the major ingredients of the rationalistic paradigm? However I claim that Pettit and Sugden have got their argument wrong, albeit in a very interesting fashion. Knowledge and freedom are metaphysically compatible. It turns out that under the assumption of essential knowledge - i.e. knowledge in all possible worlds - deliberation makes perfect sense. However it then obeys the rules of this alternative variety of practical reasoning that I was heralding at the outset. If Pettit and Sugden's argument is interesting, it's because it exposes what I dubbed above the major flaw of the orthodox, "Leibnizian", account of practical reason. In this framework rational choice is determined against a background of possible worlds which contain irrational acts. Nothing could be more banal, it will be replied, since the worlds that are not chosen are, by definition, irrational. Granted, but Pettit and Sugden introduce a caveat: in order to be acceptable contenders, their being irrational must be compensated for or neutralized, as it were, and these alternative worlds have to make sense, they must be "intelligible". And for this condition to be met, a price must be paid: a form of opacity, a distance from knowledge. Herein resides eventually the source of the fact that orthodox RCT cannot be perfectly transparent to itself. Let us return to the Peter-and-Mary example with that in mind. Consider the scenario: Peter cooperates and Mary defects. Peter can be said to act irrationally only if it is the case that he anticipated that Mary would defect. For most game theorists this goes without saying. At the source of this conviction lie several bad habits. In particular, one does not distinguish between the evaluation of a counterfactual and the prediction of the future: the correctness of the former is subsumed under the general assumption of perfect foresight. But, once again, from the hypothesis that Peter anticipates the future correctly, one cannot derive that he is right in assessing what Mary would do if she were to play, given that she won't. The habit which consists in reasoning about games like Peter-and-Mary by abstracting away from their extensive form and reducing them to their normal form, 29



while focussing on their Nash equilibria, is without any doubt partly responsible for this confusion. Someone who manages to shed this kind of prejudice cannot help but conclude differently. If Peter chose to cooperate, it was because he was expecting Mary to reciprocate. His action was perfectly rational given his belief. If it turned out that Mary did defect instead of cooperating, it is not Peter's irrationality that must be blamed, but the fact that he made the wrong prediction. This by no means violates the assumption of perfect foresight. However this brings out that Peter, although a perfect predictor in the actual world, does not possess this property essentially, that is in all possible worlds. Moreover, his possessing it is not counterfactually independent of Mary's action. However, it will be objected, if Peter believed in the alternative world that Mary would cooperate, then he should decide to cooperate rather than defect! Not quite so: it may be the case that in the actual world, Peter believes that indeed Mary would defect at 2. He then has different beliefs in the actual and alternative worlds. And he knows in the actual world that such is the case. It follows that he doesn't believe himself in the actual world to be a perfect predictor in all possible worlds. This, it seems to me, is a much better way to make sense of the alternative world, to make it "intelligible". No recourse to the problematic notion of rationality (after all, my aim is to show that Peter's cooperating at 1 may turn out to be a rational strategy), but a form of opacity or distance from essential knowledge, in that Peter anticipates wrongly in a possible world. The question arises naturally: what would happen if Peter was taken to be an essentially omniscient predictor? It is by treating the Peter-and-Mary game as a Newcomb problem that I will try and answer this question. To this I now proceed. 4. Projected time and Occurring time Why is it the case that so many people, including the would-be experts of the future (futurologists, prospectivists, all kinds of seers, etc.), have the feeling that, anticipating the future and acting on this anticipation, they can change it or have it changed by making their prediction public? It is because what they are anticipating is in fact not a fixed future, but a conditional future: it is the future that they believe would occur were they not to react to their anticipation of it. Or it is the future that they believe will occur given their reaction to the anticipation of it, but that would not occur were they to act differently. This latter case is when people are aware that the stuff history is made of is crammed with self-fulfilling prophecies. Let me offer three illustrations. 30



The first one is Biblical and stages a professional seer: a prophet named Jonah. Jonah refuses to prophesy the fall of Niniveh and has to flee from the face of God. But why couldn't he just do his job? If I had prophesied the fall of Niniveh, he tells God at the end of the story, I know that its inhabitants would have repented and You would then have forgiven them. And I didn't want to be a mock prophet. The fall of Niniveh is a future that can happen only if the anticipation of it is not made public. The second one is metaphysical and is part of Voltaire's cruel mockery of Leibniz's Theodicy, embodied in such elegant philosophical tales as Candide or Zadig. In the latter tale, when Zadig sees his travel companion the hermit murder the nephew of their hostess of the previous night, he is aghast. What, he cries in outrage, could you find no other way to thank our hostess for her generosity than to commit this terrible crime? To this, the hermit, who is none other than the angel Jesrad, the mock spokesperson of Leibniz's system, replies that if that young man had lived, he would have killed his aunt a year later and, a year after that, he would have murdered Zadig himself. How do you know that? asks Zadig. "It was written", is the answer. Peter refuses to trust Mary because he "knows" that she will not keep her promise. His refusal makes the falsification of his certainty impossible. Thus, as they say in philosophy of science, his strategy is auto-immunizing. Like ZadigVoltaire, we might want to rebel against such arrogance. According to more than one moral tradition, if Peter hopes for trust to reign between Mary and him, he has no choice but to prove motion by walking, to jump in, to trust Mary by taking the first step. At any rate, we see here that even if the murder of Zadig by the young man is written on the "Great Scroll", this is no immutable or necessary future. There is a way to preempt its occurring: to kill the killer. My last illustration is this time a tragic, real-life story. The events that took place in Waco, Texas, during the Summer of 199x, are still in everyone's memory. Holed up in its bunker, the "Davidian" sect of David Koresh had repeatedly expressed, in the form of threats, its intention to liquidate itself through collective suicide. There was all the more reason to take the threat seriously because Koresh, in his fanaticism, was convinced that it was written on some "Great Scroll" that the event would come to pass, whatever else happened. Following a confusion, the F.B.I. attacked, setting off the cataclysm. In a self-critical moment, the Attorney General Janet Reno said, so very meaningfully, "If we had known things would turn out this way, we certainly would not have attacked." What was required was knowledge of a future event, knowledge which would have caused reactions preventing that very event, in order for the deterrence to be effective. A self31



defeating condition, or so it seems. Janet Reno concluded: "We have made a big mistake." The first mistake she made, however, was a metaphysical blunder. She should have said: "If we had known things would turn out this way if we were to attack, we certainly would not have attacked." Illusion or not, David Koresh's knowledge of the future, though, was of a different kind. In all possible worlds, with or without the F.B.I. intervention, the sect was bound to perish in an apocalyptic way. This future was a necessary one. In a similar vein, and contrary to the lessons we may draw from the three illustrations I have just presented, I submit that a form of practical reason has to do with our reacting rationally to a future we hold to be fixed - fixed, in particular, relative to what we do or could do, although we hold this future to depend causally on what we do. To put this in Lewis's terms, we hold the future to be counterfactually independent of the present although we believe it to depend causally on the present33. Isn't this a metaphysical impossibility in its own terms? The future depends causally on what I and the others do. We are free agents, therefore capable of acting otherwise than we do. In alternative possible worlds, we would act differently and the future would have got to be different! There is only one solution: that the others' actions and mine be the same in all possible worlds, that they be necessary. However, doesn't this contradict the assumption of free will? It does, obviously, unless we give up or relax the Leibnizian account of freedom to choose. There is a dual interrogation, no less troubling. We supposed our agents to be perfect predictors in the actual world. At t=1, an agent predicts correctly what the future will be at t=2; however, his prediction is correct in other possible worlds too, since in those worlds, his and the others' actions are the same as in the actual world. In other terms, our agent's omniscience is essential: it is valid in all possible worlds. But the question arises: how can the agent whose actions are predicted by an essentially omniscient predictor be held to be free? This is an old question in philosophy, and this is how, according to Alvin Plantinga, whom I am following up here, it can be solved34.



33



It may be, or it is often the case that the future doesn't depend causally on the present. The occurrence of sunspots next month doen't depend on what we do or don't do now, to take up a fashionable parable in Economics. To hold this future counterfactually independent of our present acts seems reasonable. 34 Alvin Plantinga, "On Ockham's Way Out", loc. cit.
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I will fly out to San Francisco on February 6. This is something our friend Keith predicted this morning, today being February 3. Keith is a very good psychologist, he knows me, knows that I have good reasons not to go to San Francisco and return to Paris directly, but he knows also that I have even more compelling reasons to stick to a plan I set up a few weeks ago and set out to rainy Northern California. Beside, he saw my airline ticket. He predicts correctly that I will do that. On February 6, is it within my power to refrain from doing what Keith predicted I would do? Let us assume this is the case. In which case there is something I can do, to wit refrain from flying out to San Francisco, such that, if I were to do it, Keith's prediction would turn out false although it has been assumed that he is a perfect predictor. My being free entails that I have the counterfactual power to render false a correct prediction. By definition, in contrast with Keith's finite although remarkable capacities, God is an essentially omniscient predictor, i.e. a predictor who is omniscient in all the worlds in which He exists. We further assume that He exists in all the possible worlds we are considering. In the actual world, God predicted eighty years ago that I would fly out from Tucson to San Francisco on February 6, 1997. Is it within my power, when the time comes, to refrain from doing that? Let us assume this is the case. In which case there is something I can do, to wit refrain from flying out to San Francisco, such that, if I were to do it, God, being omniscient in that possible world too, would have predicted something different from what he predicted in the actual world. In Plantinga's terms, my being free entails that I have a counterfactual power over the past. With the assumptions made (the future depends causally on the present and the agents are endowed with free will), holding the future to be fixed and, in particular, counterfactually independent of the present, entails that the past depends counterfactually on the present. In this alternative temporality, counterfactual dependences run counter to causal dependences. I have named this temporality projected time, in contrast with the usual temporality where causal and counterfactual dependences run parallel, which I have called occurring time. How freedom to act is conceivable in projected time remains to be seen. There is no better way to bring out the opposition between these two temporalities than to apply it to the celebrated Newcomb's paradox35. Alvin 35



Imagine two boxes. One, B, is transparent and contains a thousand dollars; the other, A, is opaque and contains either a million dollars or nothing at all. The choice of the agent is either C1: to take only what is in the opaque box, or C2: to take what is in both boxes. At the time that the
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Plantinga's achievement has been to show that if one is to take Newcomb's problem seriously, he must be a compatibilist and defend the agent's free will against the threat of (theological) determinism. It turns out that the defense of compatibilism leads to the solution of the problem. However two cases must be carefully distinguished as before. In the first case the Predictor (let's call him God) is essentially omniscient; in the second case, the (human) predictor is simply de facto omniscient - with no guarantee about her being omniscient in possible worlds other than the actual. In the first case (we are in projected time) there exists a decisive reason to hold in high suspicion dominance reasoning. The dominance reasoner accepts as self-evident counterfactuals of the form: (1) If there is 1M in box A, then if I were to take both boxes, there would still be 1M in box A; or: (2) If box A is empty, then if I were to take box A only, box A would still be empty. To which he adds the (for him) self-evident fact that: (3) Either there is 1M in box A, or box A is empty. Dominance reasoning ensues. However the argument form A: therefore, if p were true A would be true



agent is presented with this problem, a Predictor has already placed a million dollars in the opaque box if and only if he foresaw that the agent would choose C1. The agent knows all this, and he has very high confidence in the predictive powers of the Predictor. What should he do? A first line of reasoning leads to the conclusion that the agent should choose C1. The Predictor will have foreseen it and the agent will have a million dollars. If he chose C2, he would only have a thousand. The paradox is that a second line of reasoning appears to lead just as surely to the opposite conclusion. When the agent makes his choice, there is or there is not a million dollars in the opaque box: by taking both boxes, he will obviously get a thousand dollars more in either case. This second line of reasoning applies dominance reasoning to the problem, whereas the first line applies to it the principle of maximization of expected utility. Newcomb's problem brings out that these two basic principles of RCT can come into conflict.
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is invalid. Consider: Peter is rational; therefore: [since he is free, there is something he can do, to wit act irrationally, such that] if he were to do so, he would still be rational, which is clearly absurd. Recall that Philip Pettit and Robert Sugden's solution to the BIP rests on a similar point. In the case of the finitely repeated Prisoner's dilemma, Pettit and Sugden argue, the following: The rationality of the two players is Common Belief between them; therefore, however they were to play, and in particular if any of them cooperated, it would still be the case that Common Belief of rationality would obtain, is invalid. Back to Newcomb's problem. Plantinga's point may be summed up as follows: I pick both boxes and God, being essentially omniscient, predicted it and left box A empty. However, when I pick the boxes, there is something I can do - since I am endowed with free will -, namely pick box A only, such that, if I were to do so, God would also have predicted it correctly, therefore would have predicted something different from what He actually predicted. However, since God is not only an omniscient but also a providential Being, and acts in accordance with His predictions, in this alternative possible world, a hard fact about the past, namely the presence or the absence of a Million dollars in a box, would have been different from what it actually was in our world. It is precisely this counterfactual dependence of the (hard) past on the present (or the future) act which Plantinga dubs "counterfactual power over the past". From this it follows that it is rational to pick one box. The two-boxer's reasoning, in contrast, takes it for granted that the (hard) past is fixed with respect to free action (Allais's principle: "only the future matters"). (1), (2) and (3) being held valid, the dominant strategy is rational. Note that a necessary condition for this argument to be correct is that the predictor is not held to be essentially omniscient and even that her omniscience is not held to be counterfactually independent of the agent's free action. Indeed:
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I pick both boxes and the predictor, being omniscient, predicted it and left box A empty. However, when I pick the boxes, there is something I can do - since I am endowed with free will -, namely pick box A only, such that, if I were to do so, the predictor's prediction, being the same, would turn out to be false. 5. "Newcomb's Cat"36 Imagine that instead of a million dollars there is a cat in the opaque box. Beside the poor animal we put a vial of lethal poison, a radioactive substance and a Geiger-counter. We program the Geiger-counter in such a way that at time t1 it turns on long enough so that there is a probability of 0.50 that a particle will decay from the radioactive substance. If such is the case, the Geiger-counter causes a hammer to smash the vial and the cat is killed. We open the box at t2 > t1 (say, a week later). We observe the cat's state: dead or alive. The question is: what can we say about the cat's state before we open the box? The foregoing is the description of the celebrated Schrödinger's Cat paradox. As Jon Lindsay puts it, this paradox "is interesting precisely because it blows up quantum consequences to real-life size". Thanks to Lindsay's inquiry and work it is legitimate to surmise that William Newcomb had this Gedankenexperiment in mind when he thought up what goes today by the name of Newcomb's paradox. The latter too ties up a very elusive notion (the belief of an omniscient predictor) to a "real-life-sized" fact, namely the presence or the absence of money in a box. According to the Copenhagen interpretation of quantum mechanics, until we open the box and look inside, it is not the case that we can hold the equivalent of (3): (3') Either the cat is alive or the cat is dead, to be true - and this because the cat's state is linked via a bijection to the particle's status: decayed or not, while the latter remains indeterminate until we measure it at t2. In the quantum mechanical jargon, the probabilistic wave functions then "collapse" into the actual one.
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I am indebted for this to a student of mine at Stanford, Jon Lindsay, who was able to track out the quantum mechanical roots of William Newcomb's original problem. See Jon Lindsay "Newcomb's cat". A paper written for J.-P. Dupuy's Philosophy 176B Class, Stanford University, 21 June 1994.
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The cat is neither dead nor alive between t1 and t2. At t2, we open the box and observe, say, a dead cat. Does this imply that we caused the cat's death by looking at it? Of course not, since when we open the box, what we see (and smell) is a cat that has been dead for a week. This can be put in a more rigorous form, from a metaphysical point of view. Instead of denying the truth of (3') - a costly move, to be sure, since (3') is the law of excluded middle -, it is more economical to say that from the truth of (3') one cannot derive: (4) Either it is true at t that the cat lived after t1, or it is true at t that the cat died at t1, for any t between t1 and t2. What is denied then is the reality of the past, in the same way that some philosophers (Aristotle's treatise "On Interpretation" is a case in point) deny the reality of the future (which we do not here, as we said above). Until we open the box and look inside, propositions about the cat's state at t1 are neither true nor false; they are indeterminate in truth value. This thought experiment challenges two principles which we usually take for granted: the reality of the world, as well as the reality of the past, are independent of human knowledge or action. It turns out that Newcomb's problem's setting achieves the same questioning. Let there be no misunderstanding here. There is evidently no appeal to the quantum world in Newcomb's problem. It is just that the postulation of an (essentially) omniscient predictor produces the same theoretical effects, namely, in Lindsay's terms, that it makes it "meaningless to postulate something real [here the reality of the past] and still preserve the coherence of the problem". It is tempting to revisit Plantinga's solution in light of Newcomb's original insight, inasmuch as it has been reconstructed correctly by Lindsay. No doubt that Plantinga's account adds much precision (in particular the crucial distinction between essential and de facto omniscience), but Newcomb allows us to solve some quandaries that remain in Plantinga's "way out".
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A disturbing critique has been levelled at Plantinga's solution by William Alston37. First Alston recalls that for Plantinga freedom to act implies free will: it is not simply a matter of being able to act otherwise if one were to choose (decide, will, etc.) so to act; it is a matter of having "really" within one's power both to do A and to refrain from doing A. A quote from Plantinga leaves no doubt about his stance: "If a person is free with respect to a given action, then he is free to perform that action and free to refrain from performing it; no antecedent conditions and/or causal laws determine that he will perform the action, or that he won't. It is within his power, at the time in question, to take or perform the action and within his power to refrain from it"38. But if such is the case, Alston asks, how can the agent have a counterfactual power over the past? Suppose I pick box A. God predicted it and acted accordingly. Since God is essentially omniscient, "God predicted at t1 that I would pick box A at t2" entails "I pick box A at t2" (where entailment designates the necessity of material implication). As Alston puts it, "God predicted at t1 that I would pick box A at t2" entails "I do not do something at t2 such that if I had done it God would not have believed at t1 that I would pick box A at t2". There is an antecedent condition to my picking box A, to wit God's belief that I would do so, which determines that I shall necessarily perform the action: I am not free to act otherwise, I am not free to act. According to Alston, there remains only one way out for Plantinga: to argue that the beliefs of a necessarily infallible being at t are not hard facts about t: that's what Plantinga would be reduced to doing in "On Ockham's way out". It is hardly credible that Alston can make such a claim, though! In that text Plantinga clearly insists that Ockham's is no way out and credits Newcomb's problem for bringing that out: God's belief being a hard fact about the past may be questionable, but surely not God's putting one million dollars in box A! It seems that we have reached a deadend. Fortunately, the quantum mechanical roots of Newcomb's problem suggest a way out. Before I act at t2 God's belief at t1 is indeterminate; when I act at t2 I render God's belief at t1 determinate (which by no means signifies that my action 37



William Alston, "Divine Foreknowledge and Alternative Conceptions of Human Freedom", International Journal for Philosophy of Religion, 18, 1985, pp. 19-32. 38 Alvin Plantinga, God, Freedom and Evil, New York, 1974, p. 29.
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causes God's belief). Because of the bijection between God's belief and the presence or the absence of the million dollars in box A, the same can be said of the latter. Before I act it is not the case that either it is true that there is a million dollars in box A or it is true that box A is empty - in the same way that neither is it true that Schrödinger's cat is dead nor is it true that the cat is alive before we look into the box. In other terms it is not only the validity of (1) and (2) that the positing of a necessarily infallible being challenges; it is the validity of (3) as well. The difference with Alvin Plantinga's solution is the following. It is because the presence or the absence of a million dollars in a box at a given time cannot in principle be held to be a soft fact about that time - whatever is the case regarding God's belief at the same time - that Plantinga is led to go beyond Ockham's way out and posit a remarkable power, the counterfactual power over the past. In the present solution, what is remarkable is not this power - since it bears uniquely on soft facts about the past -, it is the result that even the presence or the absence of the million dollars in the box must be treated as a soft fact. Before I act at t2, the proposition "There is a million dollars in box A" has no more definite truth value than the proposition "X took place before I pick box A at t2" where X is an event that took place at t1. When I act, my action changes the status of a past fact such as the presence of money in a box, from soft to hard: this is another aspect of the counterfactual power over the past. It is only in my reasoning before I act that I make use of the counterfactual power over the past as construed by Plantinga, which is then a very "innocent" power indeed, as he puts it. Depending on what I do at t2, I reason, God's belief at t1 will have resulted in the presence or the absence of the million dollars in box A. However, as soon as I act and transform a soft antecedent into a hard one, I freeze this power so to speak. Note again that my picking box A only, say, is not the cause of there being one million dollars in that box any more than my opening the cat's box and looking into causes the poor animal to pass away. This can be put otherwise. Before I act at t2, I am free to act precisely because I have not acted yet: no (hard) antecedent compels me to act one way or another. Several possible worlds are open before me (the "Leibnizian" account is valid). As soon as I have acted this is no longer true. My action has solidified the past as it were, thereby making the action's occurrence necessary. That which was possible before I acted (the possible worlds I didn't make happen because I acted otherwise) has been annihilated. Note that this is not the seemingly trivial idea that by acting there is only one possible world that I make actual. It is rather that, say,
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before I pick box A only it was within my power to pick both boxes; but after I pick box A it is no longer true that before I picked box A it was within my power to pick both boxes. The truth value of a proposition such as "Before I pick box A at t2 it is within my power to pick both boxes" must then be indexed with respect to time: from true prior to t2 it becomes false from that time onward. This elimination of possibles is yet another troubling aspect of the counterfactual power over the past. It is the way free will and (theological) determinism are rendered compatible under the assumption of a necessarily infallible Predictor. This is how one can reconcile, in projected time, the agents' free will and the fact that every action of theirs is necessary (it would be the same in every other possible world). After the agents have acted it is the case that they could not have acted otherwise; but before they act they are free to act one way or another. 6. Rationality and equilibrium in projected time My intuition has been to treat a game like Peter-and-Mary as a Newcomb problem, with one of the agents (Peter, in the present case) playing the role of the divine Predictor and the other (here, Mary) being the Newcomb agent. There are several differences though. First, contrary to God in the original Newcomb problem, Peter reacts to his own anticipations in a way that makes sense and corresponds to his interest (that may be true also of God, but we do not know). Secondly, whatever God's prediction and move in the original problem, it will be the agent's turn; in contrast, if Peter chooses to defect, he will prevent Mary from playing. Finally, Newcomb's original problem stages a single decision-maker (although God does act), while the game has two players. These last two features bring out a problem of equilibrium which didn't arise, at least explicitly, in the former case. Contrary to what Pettit and Sugden assert, the assumption of essential knowledge (i.e. knowledge in all possible worlds) has (or should have) a major interest for game theory and leads (in general) to a definite solution, which may differ from the one attained by backward induction. This solution is the equilibrium of the game in projected time. In what follows I'll endeavor to flesh out its syntax. We have seen that if Peter is a de facto omniscient predictor, Mary will not defect at 2: Mary's defecting at 2 takes place in a non-actualized possible world. On the other hand, if Peter is an essentially omniscient predictor, Mary's defecting at 2 cannot obtain in any possible world. In other terms: it is impossible that Mary defects at 2. In the former case the following reasoning would have been absurdly 40



improper: Mary does not defect at 2 and Peter knows it; therefore he cooperates, knowing that Mary cannot but reciprocate, to their mutual benefit. It would have been absurd because the conclusion that Mary does not defect is precisely based on the conclusion that Peter defects. However, in the latter case, its being impossible that Mary defects at 2 opens the way to the following reasoning by Peter: let me cooperate since in that world too, Mary does not defect; if I cooperate, she cannot but reciprocate. Many will see here a mere sleight of hand. They might be wrong. It will be retorted: if it is impossible for Mary to defect, then she is not free to act. Let's have Peter cooperate; now it's Mary's turn: if you say that she cannot defect, then of course she is going to cooperate, but where is her freedom to do otherwise? We already know the answer to this objection. Let us return to the considerations inspired by the analogy with the quantum mechanical version of Newcomb's problem. It is true that once Mary has cooperated, it is not the case that she could have defected. More generally, once both actors have played, the sequence of their moves appears to have been necessary. To say that it is impossible for Mary to defect is tantamount to saying that Mary's defecting at 2 is not part of that sequence, it does not belong to the equilibrium. In projected time, once the players have made their equilibrium moves, any deviation from the equilibrium path appears to have been impossible. However, one cannot conclude from this that when it's time for Mary to play, she is not free to act. Before she acts, the past (here, Peter's move) is not yet determined. It will be objected: but it is, since Mary's being in a situation where she can play presupposes that Peter cooperated. The peculiar setting provided by the postulation of a necessarily infallible Predictor blocks this inference. When Mary is about to act, we know nothing yet about Peter's own move. If this sounds too improbable, let it be recalled that all of this reasoning takes place in Mary's mind (and Peter's) at time 0, before any of them has acted yet. Now let's suppose Mary defects. Two things happen at once: the past solidifies, so to speak, in Peter defecting at 1; and Mary is thereby deprived of the possibility of playing. This scenario is the vivid illustration of the elusive notion of the self-defeatingness of the orthodox rational strategy (the intuition that lies behind the BIP in its rough, primitive formulation). We must now define what an equilibrium is in projected time. The two players incarnate two different roles, one forward-looking, the other backwardlooking. Peter acts on the basis of a correct anticipation of the future - a future 41



which is necessary, since it is fixed after both agents have made their moves. Mary acts on the basis of her knowledge that, whatever she does, her move will have been correctly anticipated by Peter (endowing herself, thereby, with a counterfactual power over the past). An equilibrium (which, contrary to the orthodox approach, necessarily coincides here with its equilibrium path, for there is "nothing" outside it39) is such that: (1) Peter reacts, to the best of his interest, to his anticipation of the future based on his knowledge of (3); (2) Peter's reaction causally supports the future's occurring; (3) Mary, knowing (1) and (2), acts to the best of her interest. The circularity of this definition brings out that the determinations of Peter's and Mary's actions at the equilibrium occur simultaneously: indeed it is only when Mary acts that Peter's prediction and action are determined - even though, in the sequence of events, they took place prior to Mary's action. The fact that (3) refers back to (2) means that Mary, in her deliberation, discards any move such that Peter's reaction to the anticipation of it does not causally support the move in question. This is, of course, a radical departure from orthodox decision theory. Beside, (1), in its very referring to (3), means that Peter, while determining the future, must himself discard any move of Mary's such that his reaction to the anticipation of it does not causally support the move in question. Peter's and Mary's viewpoints coalesce, and they coalesce with the theoretician's viewpoint. Application to the assurance game. We already know that (Mary, D) does not belong in any equilibrium (it does not meet condition (3) referring to conditions (1) and (2)). It is easy to check that (Peter, C; Mary, C) is an equilibrium. At 1, Peter predicts that Mary will cooperate, and then decides to cooperate rather than to defect, thus contributing to the equilibrium's occurring. At 2, Mary does not defect: if she were to do so, she would be right away deprived of her turn. Cooperation is her best move that satisfies (1) and (2) (it is actually the only one).
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In former versions of my work I called "rational path" the equilibrium path. See Jean-Pierre Dupuy, "Rationality and Self-Deception" in J.-P. Dupuy (ed.), Perspectives on Self-Deception, C.S.L.I. Publications, Stanford University, 1998.
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Reasoning in projected time manifests a form of rationality that is very much akin to deontological ethics. Let me recall briefly that the assurance game has become a battlefield between two kinds of rationalistic philosophers. On one side, those authors who think it possible, like David Gauthier, to show that in order to choose rationally, one must choose ethically - and, for instance, cooperate with Mary at t=2. On the other, philosophers who, like Michael Bratman, treat deontological ethics as radically alien to rational choice, and see it at best as a kind of Deus ex Machina that helps solve practical problems otherwise intractable40. In this debate internal to American philosophy, the defence of my position requires finesse because it finds itself, as it were, caught in the crossfire. On one hand I wholly share the conviction of Gauthier and McClennen that one can and should save the possibility, rationality and effectiveness of promises and trust in situations like Peter and Mary's. On the other hand I hold that there is a high philosophical price to pay for this, a price much higher than that which these authors are ready to pay. If the orthodoxy accepts my demonstration it will certainly be delighted, but for the wrong reason: it is equivalent, according to them, to the proof that reciprocal exchange is impossible for rational players in the assurance game. Indeed, my claim is that there is no more economical way to do the job than to abandon orthodox Decision Theory and reason in projected time, with all its complexities. Mary's not defecting at 2, her equilibrium play in projected time, is an instance of a norm of rationality that can be phrased in the form of the following categorical imperative: never act in such a way that, had your action been anticipated, it would not be within your power to carry it out. Application to the assurance game: never betray the trust that has been put in you since, had your betrayal been anticipated, your partner would not have put his trust in you in the first place and you wouldn't be in a position to betray it. Michael Bratman has objected that this maxim couldn't be held universally valid as human affairs go. Consider De Gaulle in 1958: if it had been anticipated that he would put an end to the colonization of Algeria, he would not have been allowed to return to office and Algeria might perhaps still be a French territory (which, admittedly, would be a deplorable state of affairs). Granted. But all that proves is that the form of (ethical) rationality that corresponds to projected time cannot lay claim to any form of monopoly. The ruses based on the capacity to surprise are essential to human and social interactions, especially in the political 40



See, for instance, M. Bratman, "Planning and the Stability of Intention", Minds and Machines, 2, 1992, p. 1-16.
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arena. My claim is more modest. It does not consist in rejecting the kind of rationality proper to occurring time as embodied in orthodox Decision Theory. It insists that there exists another form of practical reason, no less important, that goes along with a different temporality and is associated with another kind of decision making. At the outset of his "Counterfactual Dependence and Time's Arrow", Lewis asserts: "The way the future is depends counterfactually on the way the present is. If the present were different, the future would be different (...) Likewise the present depends counterfactually on the past, and in general the ways things are later depends on the way things were earlier. Not so in reverse (...) It is at best doubtful whether the past depends counterfactually on the present, whether the present depends on the future, and in general whether the way things are earlier depends on the way things will be later". It will be recalled that it is in this "asymmetry of counterfactual dependence" that Lewis finds the reason for what he calls the "asymmetry of openness": "the obscure contrast we draw between the ‘open future’ and the ‘fixed past’. We tend to regard the future as a multitude of alternative possibilities, a ‘garden of forking paths’ in Borges's phrase, whereas we regard the past as a unique, settled, immutable actuality." These descriptions apply to occurring time. They become invalid in projected time. In the latter, the asymmetry of counterfactual dependence runs in the opposite direction: the future is fixed and the past open. More precisely, the future is counterfactually independent of the present, and the past depends counterfactually on the present. Lewis's account has it that what he calls "back-tracking counterfactuals" are extra-ordinary and prove false in most contexts. Lewis has been criticized for this thesis from various quarters41. Suffice it to say here that his main justification, namely the existence of an asymmetry of overdetermination between past and future, may apply to the physical world, but seems irrelevant as far as human affairs are concerned. In the moral sphere, in particular, it is often possible to translate the norms of conduct people comply with in terms of back-tracking counterfactuals. For instance, Mary, in so far as she can stick with a Kantian view of promise keeping, might want to say, violating the Allais maxim according to 41



See Bennett, "Counterfactuals and Temporal Direction", Philosophical Review, 93, 1984, for instance.
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which "only the future matters": a world in which I defect is a world in which I did not promise that I would cooperate. 7. Projected equilibrium and its remarkable properties Economists and game theorists are not accustomed to reasoning in terms of possible worlds and counterfactual propositions. However, it is possible to a large extent to reformulate most of the foregoing in a way that is closer to their usual patterns of thought. The backward induction solution to a two-person game put in sequential form such as Peter-and-Mary is the (subgame) perfect Nash equilibrium of the game. This is the usual presentation. I don't think it is the most clever one. The price one has to pay so as to insist that we are dealing here with a Nash equilibrium is to specify what the equilibrium is at nodes that are not reached by the equilibrium path. That is precisely the source of the malaise that goes by the name of BIP. I submit that things would get much clearer if one operated the following Gestalt switch. The backward induction solution is the Stackelberg equilibrium of the game, with the past playing first, and the future second42. The future takes the past's move as fixed and reacts to the best of its interest. The past knows that, knows the future's reaction function which it holds to be fixed, and chooses the action that maximizes the satisfaction of its interest. This is nothing other than the "Leibnizian" account of rational choice. Any Stackelberg equilibrium can, of course, be represented as a Nash equilibrium, provided that the second player's strategy is taken to be, not its move, but its reaction function. The bits of equilibrium that branch out from unreached nodes represent just that: ordered pairs (if Mary were to play at this node, she would do that) that are elements of the reaction function. If this switch in presentation has never occurred to anyone, it seems, it is just because Lewis's account of Time's Arrow is so entrenched in our minds that it goes unnoticed. In projected time, however, the arrow is reversed in so much as it is the past which reacts to the future by anticipating it. The appropriate notion of equilibrium - henceforth I shall call it projected equilibrium - would then seem to 42



Let me recall that in a two-player game, a Stackelberg equilibrium is such that one player plays first. The second player takes the first player's move as fixed and reacts to the best of her interest. The first player knows that, and takes the reaction function of the second player as fixed, choosing the action that maximizes the satisfaction of his interest. At a crossroad, for instance, my playing the first is being enforced by my pretending not to see the drivers that come from across.
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be the Stackelberg equilibrium of the game, with the future playing first, and the past second. Of course, this cannot quite be true since the past retains the causal power to prevent the future. The only moves that are available to the future are those that are not vetoed by the past. The past vetoes a future move if its reaction to the anticipation of it does not causally support the move in question. A future move that is not vetoed by its past constitutes a fixed point in a circle that goes from the future to the past - this half-circle representing the anticipation/reaction function of the past - and from the past to the future - this second half-circle representing the causal generation of the future. The projected equilibrium of the game is the Stackelberg equilibrium with the future playing first, but only within the set of such fixed points. One determines immediately that the projected equilibrium of the assurance game is mutual cooperation; and that of Newcomb's problem, the one-boxer's choice. For a (finite) sequential game with more than two periods, things get more involved and even more interesting. Before concluding that a future move is vetoed by its past, it becomes necessary to check first that this past move, in as much as it is itself a future, is not itself vetoed by its own past, and so on and so forth. This causal checking, being regressive, will sooner or later stop at the beginning of the game. One sees here that projected time constitutes a reversal of occurring time only in so far as anticipations are concerned, but not as to the causal generation of events. Projected equilibrium is a fixed point, a meeting point of these two opposite directions of time. Let us illustrate this on the TOL game. With three legs: Peter • 1 T
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L



Mary • 2 T



(0, 2)



L



Peter • 3



L'



(0, 3)



T'



(3, 0)



Let us use the symbol -> to designate the past's reaction function. We have: PL' -> ML -> PT, which invalidates PL' as a possible future. Beside: PT' -> MT ->
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PT; therefore MT is not possible, and we make the correction: PT' -> ML -> PL, which constitutes the projected equilibrium. With four legs: Peter • 1



L



Mary • 2



L



T



T



(1, 0)



Peter • 3



L' Mary • 4
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(4, 0)
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( 3, 0)
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we must reason as follows. MT is impossible (for -> PT), and therefore cannot veto PT'. If PT', then ML, which brings about PL. Therefore PT' is possible, and vetoes MT'. Let us try ML' -> PL' -> MT -> PT. MT is impossible (we knew that already!), we must then proceed to: ML' -> PL' -> ML -> PL, which is fine. One can demonstrate that the projected equilibrium of TOL is: All Horizontal when the last player to play is different from the first; and All Horizontal except on the last move, when the two players are the same. It is as if projected equilibrium "knew" how to take advantage of every available Pareto improvement, even the weak ones. This is confirmed by the following analysis, carried out on a game that has played an important role in the discussion of the elusive notion of "forward induction"43: Peter • 1 V
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Peter • 3
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See E. Kohlberg & J.-F. Mertens, "On the Strategic Stability of Equilibria", Econometrica, vol. 54, 5, Sept. 1986, pp. 1003-1037.



47



The backward induction solution to this game is, absurdly enough, PV. The irrelevant "tail", MH, PH', PV', suffices to prevent the Pareto improvement PH, MV. However, let us verify that such is the projected equilibrium. PH' -> MH -> PV shows that PH' is impossible. PV' -> MV -> PH: MV is possible, and vetoes PV'. Therefore, Peter does not play at 3 on the equilibrium path; which means that MH is impossible. MV -> PH: therefore PH, MV is the projected equilibrium. Hence the following conjecture: No Pareto-dominated outcome is the outcome of a projected equilibrium44. This result constitutes a momentous superiority of projected equilibrium over the backward induction solution which, more often than not, leads the players to punish themselves and each other by locking themselves in a non optimal outcome. A second remarkable feature of projected equilibrium is that it constitutes the rational expectations equilibrium of the game or, more generally, the system of interpersonal relations under consideration. If such economists as Muth, Lucas or Sargent were consistent with themselves, they should choose the one box in Newcomb's problem, cooperate in the assurance game and play horizontal in the TOL game. I would bet they don't. The fact that over the last decades Game Theory and Economics have been increasingly associated rests, as far as their grounding in a conception of rationality is concerned, on a confusion. Game theorists operate within the framework of orthodox, "Leibnizian" decision theory, along with all kinds of rational choice theorists. However this is not the same paradigm as economic theory. Theoreticians of the general economic equilibrium, without being aware of it, reason in a different temporal framework: projected time, and resort to a different form of decision theory. Argument: in projected time, the past is not free to predict any future. It must be the Stackelberg point within the set of the fixed points of the loop that connects the future to the past (via the anticipation/reaction function) and the past to the future (via the relevant causal relations). Now this point is none other than 44



This conjecture has become a theorem. See Annex to the Annex.
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the future's equilibrium move, determined by assuming that the past forms its anticipations in precisely that way. This is the very characterization of a rational expectation. As Philippe Mongin once wrote about the latter, it is more than a mere self-fulfilling prophecy; in it, "the agents prophesy in a self-fulfilling way"45 What has not been perceived until now is that this higher degree of reflexivity necessarily places us in a different paradigm of decision theory and corresponds to another temporality. It must also be noticed that the master equation of any rational expectations model, according to which the anticipated future coincides with the future's equilibrium move, whatever the value of the latter, translates the assumption of a counterfactual power over the past. The third and last remarkable feature of projected equilibrium I will mention here follows straightforwardly from the second. The theory of projected equilibrium is perfectly transparent to itself. This is obvious, since the theory takes into account that the agents know it and form their predictions and actions according to it. These three features make of rationality in projected time a much higher rationality than orthodox rationality. In the case of promise keeping and trust, we saw that it is intimitaley connected with a form of deontological ethics46.
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Philippe Mongin, "Les anticipations rationnelles et la rationalité: examen de quelques modèles d'apprentissage", Recherches économiques de Louvain, 57, 4, 1991, pp. 319-347. 46 One would be mistaken to believe that for the experience of projected time to be possible at all, such unlikely conditions as omniscience, perfect foresight, certainty about the future, rational expectations and the like must be met. I have limited myself to this case for the sake of relative simplicity. The important result is that the introduction of uncertainty in the form of probabilities does not change anything to the basic dichotomy between temporalities and rationalities. For the agent to be situated in projected time, it is enough that she believes that the uncertain future, assessed via a distribution of probabilities, is counterfactually independent of her present action (the future is represented as fixed but uncertain; or, if one prefers, as uncertain but fixed); and that the past depends counterfactually and probabilistically on her present action.
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ANNEX TO THE ANNEX NOTES ON THE CONCEPT AND PROPERTIES OF PROJECTED EQUILIBRIUM47



1. RATIONALITY AND TRANSPARENCY 1.1. Over the recent decades researchers working on the foundations of Rational Choice Theory [RCT] have tended to weaken the demands of rationality with two purposes in mind: - to bring RCT closer to the psychology of the human mind, which is finite, partially opaque to itself and others, and prone to cognitive errors or illusions; - to solve a number of paradoxes that seem to undermine the foundations of RCT. The research that led to the concepts of projected time and projected equilibrium aims in the opposite direction. It is about philosophy, not psychology. It does not seek to describe, explain, or predict behavior. Its ambition is to ground or legitimate normative ethics. Furthermore, it reveals that the paradoxes of RCT do not stem from positing too much rationality, but just the opposite. 1.2. The first demand of rationality is transparency. In economics, game theory, and RCT this demand has usually taken the form of such assumptions as perfect information, perfect forecast, rational expectations, and the like. The most stringent form corresponds to the following intuition: in a perfectly transparent world, each agent would have the same knowledge of the world as an external omniscient spectator, this fact being common knowledge among the agents. In particular, the agents' foreknowledge does not stem from their having miraculously access to an independent future. If they know the future, it is to the extent that they can compute 47



Work in progress. September 2006.
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it, along with the outside modeler, as the fixed point of a reflexive operator: they react to their knowledge of the future, and their knowledge of the others' knowledge of the future, and these reactions jointly bring about the future in question. The so-called Backward Induction Paradox [BIP] can be interpreted as revealing that orthodox RCT is not, and cannot be made perfectly transparent to itself in the previous sense. There exist situations of interactions - games of the Take-Or-Leave [TOL] form in particular – for which it is logically contradictory to posit that the theory is common knowledge among the players48. One can characterize the "solutions" usually put forward to this paradox by saying that they commit a metaphysical sleight-of-hand: total transparency is self-contradictory? Never mind since it does not exist in reality. It could very well be the case that although perfect information is unattainable by a finite mind, it is not after all self-contradictory if carefully reformulated, and can serve as a regulatory ideal, a "horizon" in the Kantian sense. That's the route I have taken. 2. PERFECT FOREKNOWLEDGE AND FREE WILL 2.1. I believe I have shown that the concept of foreknowledge necessary to render total transparency non self-contradictory is the one theologians call essential foreknowledge, i.e. foreknowledge in all possible worlds49. Essential foreknowledge implies not only the correct prediction of what an agent is going to do, but also the correct prediction of what he would do if he were to act otherwise. I am indebted here to Alvin Plantinga and his solution to Newcomb's paradox. Plantinga treats the Newcomb problem as a challenge to the conventional solutions to the age-old problem of compatibilism, that is, the compatibility between foreknowledge and free will. I will briefly review in turn Ockham's solution, Plantinga's demonstration of the inadequacy of the latter due to Newcomb's paradox, and my demonstration of the inadequacy of Plantinga's alternative solution due to the BIP. 48



See Ph. J. Reny, "Common Belief and the Theory of Games with Perfect Information", Journal of Economic Theory, 1992; and "Rationality in Extensive-Form Games", Journal of Economic Perspectives, vol. 6, no 4, Fall 1992, pp. 103-118. 49 Jean-Pierre Dupuy, "Philosophical Foundations of a New Concept of Equilibrium in the Social Sciences: Projected Equilibrium", Philosophical Studies, 100, 2000, p. 323-345. [P F P E henceforth.]
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2.2. Ockham's Way Out Let's conventionally call a predictor with essential foreknowledge "God". If God existed at time t1 and predicted at t1 that free agent S would do X at t2, then the following relation obtains between two events: (1) "God existed at time t1 and predicted at t1 that free agent S would do X at t2" strictly implies "S does X at t2" where strict implication means material implication in all possible worlds. On the other hand, with the same two premises: (2) There is nothing that S can do at t2 such that, if he were to do it, God would not have predicted at t1 that he would do X at t2. (2) expresses the principle of the fixity of the past: the past is counterfactually independent of present action. From (1) and (2) one derives: (3) When an agent acts, there being an essentially omniscient predictor at a given time prior to the time of the action, the agent could not have acted otherwise. In other words, free will is incompatible with essential foreknowledge. Ockham's way out of this conclusion consists in posing that the principle of the fixity of the past applies only to events that are truly inscribed in the past in that they constitute hard facts about the past. That would not be the case of God's prediction at t1 if only because that event strictly implies the truth of propositions about future events, such that "S will do X at t2" where t2 is posterior to t1. 2.3. Newcomb's Challenge and Plantinga's Way Out If God is not content with just predicting the future but also changes the world in function of his prediction, like putting or not putting one million dollars in an opaque box, Ockham's way out fails miserably. Contrary to God's prediction, God's action is all but a hard fact about the past. 52



Plantinga's way out consists in observing that, if God is essentially omniscient, then (2) does not obtain. S does X at t2, all right, and God predicted it at t1; however: (4) Had S at t2 taken an action different from X, Y say, God would not have predicted at t1 that he would do X at t2, since God would have predicted that he would do Y instead. In other terms, the principle of the fixity of the past does not apply, not because God's doing is a "soft" fact about the past (his prediction is; the action he takes as a consequence is not), but because free will against the existence of an essentially omniscient predictor entails that the agent is endowed with a counterfactual power over the past50. Newcomb's problem with an essentially omniscient predictor leads to the one-boxer choice. The one-boxer chooses the opaque box and gets 1 million dollars, since the predictor predicted it and put that money inside the box. Had he chosen the two boxes instead, the predictor would have predicted it all the same, and left the opaque box empty. The agent's payoff would have been one thousand dollars only51. The dominant-strategy principle (supported by the vast majority of Rational Choice theorists) objects to the one-boxer choice that it rests on an inconceivable causal power over the past. Plantinga rejoins that there is no need to posit such a power: a counterfactual power suffices, and it is the logical consequence of compatibilism. 2.4. The Challenge Projected Time
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The BIP proves the inadequacy of Plantinga's way out. There are cases in which the agent's counterfactual power over the past causally prevents him from taking an action. Such is the essence of the BIP as I believe I have shown52. Consider the Assurance Game53: 50



Alvin Plantinga, "On Ockham's Way Out", Faith and Philosophy, 3, 1986, pp. 235-69. See Jean-Pierre Dupuy, "Counterfactual consequences", paper presented at the Workshop on Rationality and Change, Cambridge, UK, 6-8 September 2006. 52 PFPE. 51
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Peter • 1 D



(0, 0)



C



Mary • 2



C



(+ 1, + 1)



D



(- 1, + 2)



Times: 1 and 2; C: Cooperation; D: Defection. Agents are essentially omniscient predictors. Mary is the Newcomb agent, and Peter the Newcomb predictor. Mary's reasoning is the following: (5) If I had the hand at 2, and I were to play C, Peter would have predicted it, and, reacting to the best of his interest, would have played C at 1. We would get +1 each. (6) If I had the hand at 2, and I were to play D, Peter would have predicted it, and, reacting to the best of his interest, would have played D at 1. Therefore, I wouldn't have the hand at 2. Hence a contradiction. The two premises of (6) lead to a contradiction; therefore one entails the negation of the other. Whence: (7) If Mary had the hand at (2), she would play C. What is it rational, then, for Peter to play at 1? If he were to play C, given (7) and (5), he would get +1; if he were to play D, he would get 0. Therefore, being rational, he chooses to play C. Mary's counterfactual power over the past, as illustrated by the disjunction between (5) and (6), seems to have vanished into thin air, along with her free will, since she
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Almost every game theorist who accepts that the BIP raises an issue regarding the consistency of his/her discipline will deny that there is a BIP in the assurance game. My own "way out" reveals that such is indeed the case.
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actually cannot choose to play D. What is the nature of this impossibility? Is there a way to save free will against essential foreknowledge? The solution I have proposed is the following. Before Mary takes action, she does have the choice between C and D. If choosing D is a possibility, it is because as long as Mary has not taken action, her past – here, Peter's choice – is as yet indeterminate (unbestimmt). When Mary acts, her choice determines her past. Were she to choose D, she would be prevented from acting. It seems as if she never could choose D, but this impossibility is only retrospective. What is being jettisoned here is not only the principle of the fixity of the past, but also the principle of the reality of the past. Once Mary takes action, furthermore, it turns out that she could never have acted otherwise – although before taking action, it was true that she could have acted otherwise. The future is necessary but not before it occurs. Once it occurs, the future appears to be fixed, i.e. counterfactually independent of past action. The indeterminacy of the past as long as action has not been performed along with the fixity of the future once action is taken serve to define a metaphysics of temporality which I have dubbed "Projected time." 3. PROJECTED TIME AND TWO PRINCIPLES OF CHOICE 3.1. Since it is the future, rather than the past, which is fixed, the determination of the future is the key problem in projected time. As explained at the outset, this determination is not a prediction in the usual sense; it is rather the computation of a certain fixed point for the following operator that links causally the future to the past, and counterfactually the past to the future:
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Expectation/Reaction



Past



Future



Causal production



The theory that leads to the determination of the future as fixed point along with the past that corresponds to the anticipation of it, is perfectly transparent to itself since the theory takes into account that the agents know it and form their predictions and actions according to it. There is no discrepancy whatsoever between the modeler's computation and the ones performed by the agents themselves. 3.2. Two principles of choice It may happen that there exist more than one fixed point for the loop linking the future and the past. For instance, in the case of the assurance game, two fixed points exist: [Peter, C; Mary, C], as shown, but we must not forget [Peter, D] which, having no past, cannot be prevented by it. More precisely, there is no way that Peter, having the hand at 1, might be deprived of it as a (counterfactual) consequence of his choice. The future must meet another condition, not reducible to the fixed point, or closure, condition. The assurance game shows what it is: an agent such as Peter at 1, having to choose between two or more actions that are not causally prevented by the past they bring about, chooses the one he prefers. From now on, we will resort to the terminology of preemption. The two principles of choice can thus be summarized as follows: P1: The actions that are preempted by the past they bring about cannot be chosen. P2: Between two or several actions that are not preempted by the past they bring about, an agent chooses the one he prefers.
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Together, P1 and P2 serve to determine a concept of equilibrium, which I have dubbed Projected Equilibrium [PE]. 4. PROJECTED EQUILIBRIUM IN EXTENSIVE-FORM GAMES 4.1. Although the concepts of projected time and projected equilibrium have relevance in a broad variety of domains54, it is mainly in the case of games put in extensive form that we have systematically set out to formalize them and study their properties. My work published in PFPE led me to surmise that the PE always exists, is unique, and is always a Pareto-optimum among the outcomes of the game – making of it, and of the metaphysics of projected time that supports it, the incarnation of a superior form of rationality. This conjecture was later formalized and demonstrated by Ghislain Fourny at Stanford, in the spring of 200455. Fourny's proof was then taken up and made more concise by Stéphane Reiche, equally at Stanford during the spring of 200656. Fourny's and Reiche's demonstrations are purely algorithmic, which makes them, we hope, acceptable by game theorists or rational choice theorists for whom "metaphysics" may sound like a dirty word. A price had to be paid to achieve that – and this is already visible in the case of the assurance game treated above: what is perfectly rigorous in counterfactual reasoning sounds at times as mere sleight-ofhands in algorithmic language. In view of future publications, I have tried in what follows a) to rephrase Fourny's and Reiche's proofs as simply as possible, using everyday's language, and wielding Ockham's razor in a merciless way; b) to relate as systematically as possible the algorithm with its metaphysical underpinnings.
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See my Pour un catastrophisme éclairé, Paris, Seuil, 2002. See also Jean-Pierre Dupuy, "Two temporalities, two rationalities: a new look at Newcomb's paradox", in P. Bourgine et B. Walliser (eds.), Economics and Cognitive Science, Pergamon, 1992, p. 191-220; Jean-Pierre Dupuy, «Common knowledge, common sense», Theory and Decision, 27, 1989, p. 37-62. Jean-Pierre Dupuy (ed.), Self-deception and Paradoxes of Rationality, C.S.L.I. Publications, Stanford University, 1998. 55 Ghislain Fourny, "Equilibrium of Perfect Prediction for Games in Extensive Form, without Indifference", Stanford University, Spring 2004; Publ. Ecole Polytechnique, Paris, April 7, 2005. 56 Stéphane Reiche, "Mathematical Foundations of Projected Equilibrium", Stanford University, Spring 2006; Publ. Ecole Polytechnique, Paris, September 2006.
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Unfortunately, I have only been able to achieve this task in the two special cases by which Fourny started his search for a general proof: the Take-or-Leave [TOL] games and the simplest case of tree-form game. Although those two cases are of utmost importance in themselves, it remains to be seen whether the same kind of work can be carried out in the general case. 4.2. Fourny's Theory of TOL-Games A 2-player TOL-game is such that at every node except the last, the player who has the hand either takes – in which case an outcome is reached that gives each player a payoff – or leaves, i.e. gives the hand to the other player. The player who plays last can only take57. A 1-to-1 relation exists between the set of nodes and the set of outcomes, as well as between the latter and the set of paths. The chronology of the nodes extends to the outcomes and to the paths. For instance: Peter L • 1 T



(1, 0)



Mary • 2 T



( 0, 2)



L



Peter L • 3 T



( 3, 0)



Mary L •• •• N-1 T



(0, N-1)



Peter • N



L (0, N)
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(N, 0)



Extensive-form tree diagram of a TOL-Game, with N odd 4.2.1. Any node either is preempted by the past it brings about, or retains the capacity to preempt. Proof:  cannot be preempted. This is the ground on which the whole proof stands. The general rule is the following. Let us call Jt the player who has the hand at t. A node/outcome/path t is preempted iff a node s previous to it gives Js a higher 57



I am using the phrase "TOL-game" to characterize any game that meets the definition. In the literature, the phrase has been used to designate a subset of such games, defined by a progression of payoffs such as the one shown in the illustration that follows.
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payoff than at t without itself being preempted. Since 1 is not preempted, a straightforward forward induction determines step by step which nodes are preempted and which are not. Along that progression, the players raise their preemptive claim – that is, the payoff under which they refuse to go by use of preemption – whenever they reach a node at which they play and which grants them a higher payoff (were they to take), unless this node deteriorates the other player's situation to the point that he/she would have preempted it were the player to take. In the illustration above, one verifies immediately that every [Mary, T] is preempted and that Peter raises his preemptive claim whenever he has the hand again.



By construction, the nodes/outcomes/paths that are not preempted are fixed points of the loop linking the future and the past in projected time. 4.2.2 Any node/outcome/path that is not preempted (i.e. any fixed point) is Pareto-optimal in the set of all the outcomes previous to it, itself included. Proof: let's suppose that t is a fixed point and that s < t is a Pareto-improvement on t. Since t is not preempted, and Js gets more at s than at t, s must be preempted. Let's call u the (non-preempted) node that preempts s, with u < s. Ju gets more at u than at s (preemption) and more at s than at t (Pareto-improvement). Therefore, Ju getting more at u than at t, t is preempted (by u), contrary to the assumption. 4.2.3. If there exists a Pareto-improvement on a non-preempted node/outcome/path (i.e. fixed point) among the nodes that come later, this fixed point cannot be an equilibrium. Proof: t is a fixed point and v > t is a Pareto-improvement on t. Two cases must be considered. Either v itself is a fixed point, in which case, according to Principle P2, Jt chooses v over t: t is not an equilibrium. Or v is not a fixed point, in which case there is a fixed point w, with w < v, which preempts v. Jw gets more at w than at v (preemption) and more at v than at t (Pareto-improvement). Therefore Jw gets more at w than at t. If w were previous to 59



t, w would preempt t, contrary to the assumption. Therefore, w > t. Since w is a fixed point, t does not preempt w, and Jt gets less at fixed point t than he/she gets at fixed point w. Principle P2 demands that Jt choose w over t: t is not an equilibrium. 4.2.4. A Projected Equilibrium is a Pareto-optimum in the set of outcomes Proof: A PE is a fixed point, therefore it is not Pareto-dominated by any node prior to it [4.2.2.]; it is an equilibrium, therefore it is not Pareto-dominated by any node posterior to it [4.2.3.]. It is essential to note that the two parts of the demonstration appeal to two different principles, P1 and P2. 4.2.5. Among the fixed points, the Projected Equilibrium is the latest. It is therefore unique. Proof: let's suppose that node t is an equilibrium and there exists a fixed point u > t. Since t does not preempt u, Jt gets less at fixed point t than he/she gets at fixed point u. Principle P2 demands that Jt choose u over t: t is not an equilibrium, contrary to the assumption.
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4.3. Towards the General Case 4.3.1. We will consider games of the form: Peter



Mary 0



00 [-, -]



01 [-, -] 02 [-, -]



Mary 1



10 [-, -]



11 [-, -] 12 [-, -]



The first player, Peter has the choice between two options, Mary 0 and Mary 1; each one of these, in turn, gets Mary to choose between an indefinite number of options, which all lead to an outcome for the game. Two branches stem from the origin; the depth of the decision-tree is 2. This is enough to usher in a degree of complexity that was not conceivable in the TOL case. If a 1-to-1 relation still exists between the set of outcomes and the set of paths, neither of them is in a 1-to-1 relation with the set of nodes. What is also lost is a natural chronology on the latter. In this new framework, the notion of preemption must be complexified. Preemptive actions are no longer actions that lead directly to an outcome. The distinction between preempted outcomes and non-preempted outcomes is no longer an a priori of the search for the PE: preemptions lead to new preemptions that would not have been possible "before", this "before" referring to the sequence of steps that make up the algorithm for the discovery of the PE.



61



What remains unchanged, though, is the duality of the principles of choice, P1 and P2. 4.3.2 Let us consider the following game: Peter



Mary 0



00 [-1, 0]



01 [1, 3]



Mary 1



10 [0, 3]



11 [2, 2]



There is no hesitation in asserting that [Mary plays 00 at 0] is preempted by [Peter plays Mary 1] and that the latter cannot be preempted since it stems from the origin: by playing Mary 1, Peter secures a minimum payoff of 0 as compared to –1 if Mary plays 00. We shall say that an outcome is preempted by an action if and only if the agent gets more whatever the final outcome of the action than at the outcome in question, provided that the action is not itself preempted by the past it brings about. Let us then prune the tree from the branch 00 without qualms. We repeat the operation and observe that 10 is now preempted by [Peter plays Mary 0], an action that cannot be preempted since it too stems from the origin. Weeding that branch out, we are left with two paths stemming from the origin, 01 and 11, neither of them being susceptible of being preempted. Principle P2 demands that Peter choose 11. In this particular case, we observe that Mary's payoffs play no role. That is not the case with the subgame perfect equilibrium obtained by backward induction: [Mary 0, 01; Mary 1, 10; Peter, Mary 0], which leads to the outcome 01. 62



It must be observed that there was no way to conclude that 10 would be preempted (by [Peter plays Mary 0]) before we removed 00. Preemptions are performed on top of each other. Are we entitled to reasoning that way? The only way to check is by returning to the language of counterfactuals. Translating back the algorithm into the latter we get: 1. If Mary at 0 were to play 00, Peter at the origin would have played Mary 1, and Mary wouldn't have the hand at 0. 2. Therefore, if Mary were to play at 0, she would play 01, and that wouldn't be preempted by Peter playing Mary 1 at the origin. 3. Therefore, if Peter at the origin were to play Mary 0, the outcome would be 01 and Peter would get 1. 4. If Mary at 1 were to play 10, Peter at the origin would have played Mary 0, since, because of 3, he would get 1 against 0 at 10. Mary would not then have the hand at 1. 5. Therefore, if Mary were to play at 1, she would play 11, and that wouldn't be preempted by Peter playing Mary 0 at the origin. 6. Therefore, if Peter at the origin were to play Mary 1, the outcome would be 11 and Peter would get 2. 7. Comparing 3 and 6 and applying P2, we come to the conclusion that Peter chooses 11. One could be tempted in this case to try to subsume the two principles of choice under a single one and, using the language of preemption, assert instead of 7 that [Mary at 0 plays 01] is "preempted" in turn by [Peter at the origin plays Mary 1, and Mary at 1 plays 11.] However, because of 3, [Mary at 0 plays 01] is equivalent to [Peter at the origin plays Mary 0], and the latter cannot be preempted.



63



4.3.3. A second case study will wind up convincing us that the algorithmic language, although at times counterintuitive or even outrageous, is perfectly in tune with counterfactual reasoning: Peter



Mary 0



00 [1, -]



01 [2, -]



Mary 1



10 [0, 1]



11 [3, 0]



The algorithm proceeds as follows, using shorthand notations: 10 is preempted by Mary 0 and removed from the tree. Both branches stemming from Mary 0, in short Mary 0, are preempted by Mary, 1. Therefore, Peter plays Mary 1, and Mary at 1 plays 11. [Backward induction leads to Peter playing Mary 0 in order to avoid 10 which Mary would play were she to get the hand at 1.] This seems an outrageous sleight-of-hand! [Peter plays Mary 0] looks like a stooge that one gets rid of once it has carried out its dirty work. Let us check that the algorithm, "scandalous" though it may seem, is supported by a rigorous counterfactual reasoning: 1. If Mary at 1 were to play 10, Peter at the origin would have played Mary 0, and Mary wouldn't have the hand at 1.
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2. Therefore, if Mary were to play at 1, she would play 11, and that wouldn't be preempted by Peter playing Mary 0 at the origin. 3. Therefore, if Peter at the origin were to play Mary 1, the outcome would be 11 and Peter would get 3. 4. If Mary at 0 were to play 00, Peter at the origin would have played Mary 1, since, because of 3, he would get 3 against 1 at 00. Mary would not then have the hand at 0. 5. Therefore, if Mary were to play at 0, she would play 01. 6. If Mary were to play 01 at 0, Peter at the origin would have played Mary 1, since, because of 3, he would get 3 against 2 at 01. Mary would not then get the hand at 0. 7. If Mary were to play at 0, whatever she did, she wouldn't have the hand at 0. Therefore, Mary does not have the hand at 0 at the equilibrium. 8. At the equilibrium, Peter plays Mary 1, and Mary plays 11 at 1. In this case, there is no need whatsoever to appeal to principle P2. The logic of preemption suffices to determine the PE. 4.3.4. Determination of the PE It is straightforward to generalize the previous algorithm to the whole class of games that we are considering. At each step of the procedure, having already removed from the tree a number of preempted branches, we determine which remaining branch gives Peter the smallest payoff. This branch is preempted by the node [Mary n, n = 0 or 1] from which it does not stem. This operation is iterated until 3 branches are left, 1 on one side, 2 on the other. Two cases are possible: a) the node from which the lonely branch stems does not preempt any of the outcomes pertaining to the other side (or, equivalently, the opposite node preempts the lonely branch). The PE is the branch pertaining to the latter that maximizes Mary's payoff [Principle P2]; b) that is not the case, and the node from which the lonely branch stems, which cannot be preempted, preempts at least one of the outcomes pertaining to the other side. The PE is the branch that maximizes Peter's payoff [Principle P1].
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4.3.5. The PE is a Pareto-optimum Let us call K the PE which we get at through the algorithm just described, and let's suppose that another outcome, K*, Pareto-dominates K. Two cases must be considered: a) Either K and K* stem from the same node, say Mary n. K* is not preempted by the other node n: if it were, K would be also since Peter gets more at K* than at K (Pareto-improvement). We are in case a) above, and K maximizes Mary's payoff were she to play at n. However, this contradicts the fact that Mary gets more at K* than at K (Pareto-improvement). b) Or K and K* stem from two different nodes, respectively n and n. Either K is a singleton for n. K being an equilibrium is not preempted by n, therefore we are in case b) above. K maximizes Peter's payoff. This contradicts the fact that Peter gets more at K* than at K (Paretoimprovement). Or K* is a singleton for n. n does not preempt K* since Peter gets less at K than at K*. We still are in case b) above, and the conclusion is the same.
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