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2 received ATM cell and for outputting an internal ID



METHOD AND APPARATUS FOR SERVING DATA



corresponding to the found entry.



The present invention provides in a second aspect an appa ratus for sending data to anATM network and receiving data Matter enclosed in heavy brackets [ ] appears in the 5 from the ATM network comprising: original patent but forms no part of this reissue speci?ca (a) a bus interface for interfacing with a bus supporting tion; matter printed in italics indicates the additions communication between a host, a storage device and the



made by reissue.



apparatus; (b) an ATM interface for interfacing with the ATM net



work; (c) a transmission unit for transmitting outgoing data from



This is a division ofapplicalion Ser. No. ]]/642,94],?led Dec. 20, 2006n0w US. Pat. No. Re. 41,09], which is a reissue 0fU.S. Pat. No. 6, 834,055, which is a division 0fU.S. Pat. No. 6,208, 655. This is a divisional of Us. patent application Ser. No. 08/979,474, ?led Nov. 26, 1997, now U.S. Pat. No. 6,208, 655. The present invention relates to servers for data delivery. Traditionel servers were designed with the tendency to be



actively involved in the physical transmission of data. For



the bus interface to the ATM interface, the transmission



unit including (1) a ?rst RAM interface for interfacing with RAM being used as a buffer for buffering the outgoing data from the bus interface, (2) means for segmenting the outgoing data from the



buffer into outgoing ATM cells, and (3) a tra?ic shaper, for controlling traf?c of the outgoing 20



applications such as video on demand or karoake on demand,



(d) a reception unit for transmitting incoming data from the ATM interface to the bus interface, the reception unit



deliverance of a high number of digital video streams in real time are required. The digital video stream typically include video data compressed according to ISO/IEC 11172 or ISO/ IEC 13818, which are commonly known as MPEG-1 stan



including 25



(1) means for performing VPI/VCI ?ltering of incoming ATM cells, (2) means for reassembling the incoming data using payload of the incoming ATM cells, and (3) a second RAM interface for interfacing RAM being



30



used as a buffer for buffering the incoming data the means for reassembling.



dard and MPEG-2 standard respectively. AnATM (Asynchronous Transfer Mode)-base server sys tem with capabilities, extending beyond mere data delivery



has already been proposed in the European Patent Applica tion No. 952008191.



ATM cells to the ATM interface in cooperation with the means for segmenting; and



A streaming engine forATM communication con?gured as



an ASIC (Application Speci?c Integrated Circuit) has been proposed in the international application W0 96/ 08896 pub



This apparatus according to the present invention provides for management of running applications that interact with a large number of clients and management modules distributed



lished under PCT.



Amethod for recording and reproducing compressed video



over a system, as well as management of the data that are



data according to the MEPG standard is proposed in Euro pean Patent Application EP 0 667 713 A2. In this case, the compressed video data is recorded in the disk in the special



delivered. The server according to the present invention pro vides time or processing power to run higher level manage ment tasks, as the host is less actively involved in physical form including the scan information so that the speci?c com transmission of data. The hardware according to the present pressed video data reproducing apparatus can achieve VCR 40 invention is able to deliver data in real time under different



functions (eg PE, PR).



performance requirements and is well suited for such real



It is an object of the present invention to improve upon the above mentioned prior art and/or to provide a server for future



time delivery. The streaming engine according to the present



applications.



invention is able to support simultaneous communications with many clients and to facilitate the video streaming task. The server according to the present invention, also provides



The present invention provides in a ?rst aspect a method for translating a VPI/VCI of an ATM cell into an internal ID



45



for interoperability, such as to serve data to any type of client. The content to be delivered, can be stored in a versatile form (i.e. raw or non formatted form) in the server according to the



comprising the steps of: distributingVPI/VCI entries into sections in a table accord ing to a portion of each VPI/VCI entry; receiving an ATM cell; selecting a section to be searched according to the portion of a VPI/VCI of the received ATM cell;



present invention. 50



of: providing write addresses for a burst data to a buffer, at



performing a search over the selected section to ?nd an



entry corresponding to the VPI/VCI of the receivedATM



least a portion of the write addresses being non-contigu



cell; and outputting an internal ID corresponding to the found entry. Preferred embodiment of the method according to the present invention are described in the dependent subclaims. Further the preseht invention provides an apparatus for



55



a table for storing VPI/VCI entries and being divided into



buffer via a bus supporting communication between a



60



sections; means for distributing VPI/VCI entries into the sections in the table according to a portion of each VPI/VCI entry; means for selecting a section to be searched according to the portion of a VPI/VCI of an received ATM cell; and means for performing a search over the selected section to



?nd an entry corresponding to the VPI/VCI of the



ous;



transferring the burst data from the storage device to the



host, the storage device and a streaming device; writing the burst data in the buffer according to the write addresses; and



translating a VPI/VCI of an ATM cell into an internal ID



comprising:



The present invention provides in a third aspect a method



for streaming data from a storage device comprising the steps



65



reading data from the buffer in a linear fashion. Preferred embodiment of the method according to the present invention are described in the dependent subclaims.



Further the present invention provides a streaming device for streaming a data from a storage device comprising: means for receiving a burst data from the storage device via a bus supporting communication between a host, the



storage device and the streaming device;
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3 means for providing Write addresses for the burst data, at



means for classifying one or more ?rst streams into one or



least a portion of the Write addresses being non-contigu



more classes, each class including one or more streams



having the same bit rate characteristics; storage means for storing a set of parameters to control the bit rate for each class; and means for executing a rate pacing of each class according to the set of parameters in the storage means.



ous; and



a buffer for storing the burst data according to the Write addresses and outputting data therefrom in a linear fash ion. The present invention provides in a fourth aspect a method



Further advantages, features and details of the present invention Will become clear When reading the folloWing



for delivering data comprising the steps of: loading at least a pair of an address and a command from a



description, in Which reference is made to the annexed draW



host;



ings, in Which:



storing the data in a buffer; reading the data from the buffer according to a read pointer; executing the command if a match betWeen the address and an address speci?ed by the read pointer is detected; and delivering the data read from the buffer after the execution of the command. Further the present invention provides a device for deliv



FIG. 1 shoWs a general system architecture of an interac



tive communication system; FIG. 2 shoWs a detail block diagram of an embodiment of



the apparatus according to the present invention; FIG. 3 shoWs a block diagram of the Tx address translator



of FIG. 2; FIG. 4 shoWs an example of the use of the address transla tor of FIG. 3;



ering data comprising: a command block for storing at least a pair of an address and a command loaded from a host and detecting a match betWeen the address and an address speci?ed by a



read pointer of a buffer buffering the data; means for executing the command in cooperation With the command block When the match is detected; and



translation for TCP IP packetisation; FIG. 6 shoWs an example ofuse ofthe Tx rate block ofFIG.



2; FIG. 7 shoWs the behaviour of a bit rate achieved by the 25



for delivering data comprising the steps of: received data is transmitted to a storage device; adding location information corresponding to a location of the preset bit pattern in the data to a list When the preset



30



FIG. 11 shoWs a block diagram of the command block of



sWapper of FIG. 2; FIG. 13 shoWs a format of one ATM cell used in UNI; FIG. 14 shoWs a block diagram of theVPI/VCI translator of



35



FIG. 2; FIG. 15 shoWs a block diagram of the pattern detector of FIG. 2; and FIG. 16 shoWs an example of an address translator of FIG.



40



Preferred embodiment of this method are described in the



2.



dependent subclaims.



FIG. 1 shoWs a general system architecture of a preferred embodiment of an interactive communication system. This is a broad-band system that supports virtually any kind of inter



Further the present invention provides an apparatus for



delivering datacomprising: receiving means for receiving data from a netWork;



shaper of FIG. 2; FIG. 2; FIG. 12 is a diagram for explaning the operation of the byte



bit pattern is detected; storing the data in the storage device; and controlling a delivery of the data from the storage device to the netWork according to the location information in the list.



traf?c shaper of FIG. 2; FIG. 8 shoWs a diagram for explaning the sending of stream Within one cell period; FIG. 9 shoWs the submission of cells for different classes; FIG. 10 is a block diagram of an architecture for the traf?c



means for delivering the data read from the buffer after the execution of the command. The present-invention provides in a ?fth aspect a method



receiving data from a network; detecting at least a preset bit pattern in the data When the



FIGS. 5A, 5B, 5C shoW respective examples of address



20



45



a pattern detector for detecting at least a reset bit pattern in



active multi-media application. Particular attention is paid to real time multimedia delivery mode applications.



the data When the data is ransmitted from the receiving



A server 10 functions as VOD (Video On Demand) server,



means to a storage device storing the data; a list for storing location information corresponding to a location of the preset bit pattern in the data When the



KOD (Karaoke On Demand) server, and/or Internet server, etc. and communicates With STBs (Set Top Box) 18 as clients 50



over a public netWork 16. The server 10 consists of a local



preset bit pattern is detected by the attem detector; and



ATM sWitch 14 and several SMUs (Storage Medium Unit) 12



means for controlling a delivery of the data from the stor age device to the netWork according to the location information in the list. The present invention provides in a sixth aspect a tra?ic



that are interconnected thorough the local ATM sWitch 14. The main purposes of the local ATM sWitch 14 are to route 55



shaping method comprising the steps of:



to another), create a ATM-based LAN inside the server 10, and interface to the public netWork 16. Each SMU 12 com



classifying one or more ?rst streams into one or more



classes, each class including one or more streams having the same bit rate characteristics; setting a set of parameters to control the bit rate for each



60



class; and executing a rate pacing of each class according to the set of



parameters. Preferred embodiment of this method are described in the



dependent subclaims. Further the present invention provides a tra?ic shaper com



prising:



data betWeen the SMUs 12 (for instance, to duplicate a movie compressed according to the MPEG standard from one SMU



municates With the local ATM sWitch 14 at high speed, With current technology at eg a maximum of 622 Mbps. The pubiic netWork 16 is optional and the server 10 may directly communicates With the STBs 18. FIG. 2 shoWs a detail block diagram of the SMU 12. The SMU 12 has storage devices 20, a host 28 and a streaming engine 36 as major units. These units are interconnected via a



65



PCI (Peripheral Component Interconnect) bus 24. A host CPU 3 0 and a host memory 32 in the ho st 28 are connected via



MIPS bus 34 in a conventional con?guration. In this embodi
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ment the MIPS bus 34 is connected to the PCI bus 24 thorough



stream buffer handles one outgoing data stream. In the con



a PCI bridge 26. The host 28 is primarily intended for running applications like VOD, KOD, internet server that interact With



trast to the incoming direction, since the data How character



clients or STBs.



lable), the buffer requirements can be estimated beforehand.



The storage devices 20 contains one or more strings of hard disks. These hard disks are connected via SCSI or Fibre



Therefore the stream buffers 44 are statically allocated in the external RAM 42. The Tx RAID or SDI (Stream Data Integrity) block 60



istics in the outgoing direction are fully predictable (control



Channel and store real time sensitive data like MPEG-2 encoded video streams and the contents of data packets like



provides support for data redundancy. The Tx address trans



the body of TCP/IP (Transmission Control Protocol/Internet Protocol) packets Without the headers. The streaming engine 36 is preferably con?gured as a



lator 54 places the data as needed in stream buffer 44. Then, as data is output from the stream buffer 44, the Tx RAID block



single ASIC (Application Speci?c IntegratedCircuit). The



storage devices 20 breaks doWn.



streaming engine 36 streams the real time sensitive data and the data packets. The streaming engine 36 has a transmission path 50 and a reception path 80 as major parts and a PCI



data from the stream buffers 44 to the ATM netWork 16. It is



interface 38 and an interface 40. The transmission path 50 handles the outgoing data stream from the storage devices 20 and the ho st 28 to the local ATM sWitch 14. The reception path 80 handles the incoming data stream from the local ATM sWitch 14 to the storage devices 20 and the host 28. The high



60 corrects error data in the event that one of the disks in the



The tra?ic shaper 62 controls the streaming of the outgoing designed for very accurate rate pacing and loW CDV (Cell Delay Variation). The tra?ic shaper 62 consists of tWo main sections. One section handles high priority data such as video traf?c, and the other section handles general data tra?ic of loW



priority. 20



The command block 66 is intended to off-load the host



speed connections and the independence of the transmission



especially 28 of real-time sensitive jobs. It performs actions



path and reception path alloW for 622 Mbps simultaneously in



triggered by the transmission of the content of exact knoWn locations in the outgoing data stream.



both directions. The PCI interface 38 interfaces the PCI bus 24 With the



transmission path 50 and the reception path 80. The PCI



The segmentation block 70 segments the outgoing data 25



(ATM Adaptation Layer-5 Protocol Data Units), and maps the



interface 38 transfers the outgoing data stream from the PCI bus 24 to a PCI FIFO 52 in the transmission path 50 and transfers the incoming data stream from a PCI FIFO 98 in the



reception path to the PCI bus 24. The interface 40 interfaces the transmission path 50 and the



stream provided from the stream buffer 44 into AAL-5 PDUs AAL-5 PDUs into ATM cells. In case the outgoing data



stream is MPEG-2 SPTS (Single Program Transport Stream), the segmentation block 70 is able to segment tWo TS packets 30



reception path 80 With an external physical layer device (not



in the MPEG-2 SPTS to one AAL-5 PDU, unless there are



less than tWo TS packets left in the MPEG-2 SPTS, in the latter case the AAL-5 PDU maps into eight ATM cells. In the



shown) connected to the local ATM sWitch 14. The interface 40 can include tWo types of ATM interfaces according to the



general case, the AAL-5 segmentation is controlled by the



UTOPIA (Universal Test and Operation PHY Interface for ATM) level 2 standard. One is UTOPIA interface in 8 bit Wide data path mode and the other is UTOPIA interface in 16 bit Wide data path mode. The transmission path 50 consist of several functional blocks Which act together to perform high speed transmis



PDU siZe Which is programmable per stream.



sion.



35



ti?er) ?ltering block 84 performs fast and ef?cient VPI/VCI ?ltering of the incoming ATM cells. This is done by a com 40



The ?rst block in the transmission path 50 is the Tx address translator 54, Which places the outgoing data stream from the



bined hash and linear search functions over the entries in a



VPI/VCI table.



PCI FIFO 52 into host-speci?ed memory locations of a stream buffer 44 allocated in an external RAM 42. This alloWs



for controlled “scattering” of data into non-contiguous



The reception path 80 has several blocks corresponding to the reverse operation of the blocks of transmission path 50. A VPI/VCI (Virtual Path Identi?er/Virtual Channel Iden



45



A reassembly block 86 basically performs the inverse func tions of the segmentation block 70. The reassembly block 86 reconstructs the AAL-5 PDUs using payload of the ATM cells, then maps the AAL-5 PDUs into the upper layer data



memory, Which is useful for an operation Which to some



(e.g., MPEG-2 SPTS, TCP/IP Packets).



extent resembles so-called RAID (Redundant Array of Inex



A TCP checksum veri?cation block 88 veri?es the TCP checksum in the TCP header if the incoming data stream is transmitted via TCP. A pattern detector 92 alloWs a limited number of bit pat



pensive Disks) operation Which ensures integrity of data streams and TCP/IP packetisation. The TCP/IP checksum block 56 provides hardWare support for calculating TCP/IP checksums. Its function is to calculate and maintain a partial checksum for each packet until all data has been transferred. The TCP/IP checksum block 56 Works together With the Tx address translator 54 to create TCP/IP packets directly in the stream buffer 44. The TCP/IP header and payload of the packets are placed in the stream buffer 44



50



terns to be detected in an incoming data stream. A list is



created, indicating exactly Where the speci?ed bit patterns occur in the stream. This supports certain processing tasks 55



A Rx RAID or SDI block 90 adds redundancy to the incom ing data stream. If a sequence of N Words is Written to a buffer



separately, passing through the checksum block 56 Which keeps a partial checksum. As soon as all data is in the stream



buffer 44, the checksum value is placed in the correct position of TCP/IP header, the packet is ready for transmission.



60



The RAM interface 58 forms an interface betWeen the



external RAM 42 and the transmission path 50. The external



RAM 42 may comprise dual ported SDRAM (Synchronous Dynamic RAM). This external RAM 42 includes several stream buffers 44 to decouple the bursty data traf?c from the disks of the storage devices 20 and provides the required constant bit rate data streams to the ATM-netWork 16. Each



that can be performed on-the-?y, Whereas they Would other Wise have to be done With post-processing. (not shoWn), the parity over these N Words is Written next. This function can be turned on/off. If the incoming data later as TCP/IP packets via the transmission path 50, the function is turned off. A RAM interface 94 is an interface betWeen the reception path 80 and an external RAM 46. The external RAM 46 may



comprise dual ported SDRAM. The external RAM 46 is used 65



as several stream buffers 48 storing incoming data streams. Each stream buffer 48 handles one incoming data stream.



Incoming data streams can have unpredictable properties. For



US RE42,587 E 7



8



instance, some of data packets can be very bursty. This means the required buffer capacity varies from stream to stream and from time to time. Therefore, In the external RAM 46, a



number of disks. Then the Word 4 from the Disk 0 is Written in the address 182 in the stream buffer 44. When the Word 4 passes the counter 106, the increment controller 104 incre ments the value 182 in the register 102 With ADDRESS_IN CREMENT of a value 4. Then the Word 7 from the Disk 0 is Written in the address 186 in the stream buffer 44. Similarly, remaining Words l0, l3 and 16 from Disk 0 are Written in the addresses 190, 194, 198 Which are the number of disks apart in the stream buffer 44. When the Word 16 from Disk 0 passes the counter 106, the increment controller 104 increments the value 198 in the register 102 With ADDRESS_INCREMENT of a value —1 9. Then the Word 2 from Disk 1 is Written in the address 179 in the stream buffer 44. When the Word 2 passes the counter 106, the increment controller 104 increments the value 179 in the register 102 With ADDRESS_INCREMENT of a value 4. Then the Word 5 from Disk 1 is Written in the address 183 in the stream buffer 44. When the Word 5 passes the counter 106, the increment controller 104 increments the value 183 in the register 102 With ADDRESS_INCREMENT of a value 4. Then the Word 8 from Disk 1 is Written in the address 187 in the stream buffer 44. Similarly, remaining Words from Disk 1 are Written in the addresses 191, 195, 199 Which are the number of disks apart in stream buffer 44.



dynamic buffer allocation is preferred. A RX address translator 96 provides appropriate read addresses to the stream buffer 48.



The details of the major blocks in the streaming engine 36 are described beloW.



TX Address Translator



The outgoing data stream is provided from the storage device 20 to the streaming engine 36 in burst transmission over the PCI bus 24. The purpose of the TX address translator 54 is to scatter one contiguous DMA burst in appropriate areas of the stream buffer 44.



FIG. 3 shoWs a block diagram of the TX address translator 54. Before one contiguous DMA burst from the storage device 20 arrives, the correct starting address is Written to a register 102 via a storage device controller 22. The content of the register 102 is used as Write address for the stream buffer 44. A counter 106 counts the number of bits of the outgoing



20



data stream from the PCI FIFO 52. Each time a data Word consisting of 32 bits passes the counter 106, it inform a increment controller 104 that a Word is transferred to the stream buffer 44. With each neW Word, the increment control



ler 104 increments the content of the register 102 With ADDRESS_INCREMENT, Which is a programmable value. In case of the outgoing data stream being RAID processed data, the value of ADDRESS_INCREMENT is basically set according to the number of disks used for RAID system. In case of the outgoing data stream being payload of a TCP/IP packet, the value ofADDRESS INCREMENT is basically set



25



Written in the stream buffer 44 are read in liner fashion and provided to the TX RAID block 60 to correct errors. 30



according to packetisation parameters. An address translation When the outgoing data stream is RAID processed data, is described beloW With reference to FIG. 4. In this eXample, the RAID or SDI system consists of four disks Disk 0, Disk 1, Disk 2 and Disk 3. The Disk 0 contains Words 1, 4, 7, to be transmitted to the local ATM



In the same Way, Words from the Disks 2 and 3 are Written



in appropriate addresses in the stream buffer 44; The Words When the outgoing data stream from the storage device 20 is TCP/IP payload, the address translator 54 and the TCP checksum calculation block 56 Work closely together to pro



vide support for TCP/IP packet generation. The host 28 pre programs the TX address translator 54 so that data is distrib



contains Words 3, 6, 9 . . . to be transmitted to the local ATM 40 sWitch 14. The Disk 3 contains parity Words 0, l, 2 . . . for error



uted according to a speci?ed packet siZe. At ?rst the host 28 needs to knoW all the packetisation parameters. Important parameters for this operation are TCP payload siZe, TCP header siZe, IP header siZe and IP payload siZe. TCP header and IP header basically have space for optional data but this is in practice not used. Therefore, a simpli?cation can be intro duced by assuming default siZes for the headers: TCP header siZe is 5 Words (20 bytes) and IP header siZe is 5 Words (20



correction. Each parity Word (e.g., parity 0) has been gener



bytes).



35



sWitch 14. The Disk 1 also contains Words 2, 5, 8 . . . to be



transmitted to the local ATM sWitch 14. The Disk 2 also



ated in the RX RAID block 90 from three Words (e. g., Words



The mechanism can be described as folloWs.



1, 2 and 3) Which constitute so-called stripe unit of RAID



together With the parity Word.



45



In the event of failure in one of the disks (e.g., Disk 2), one



contiguous DMA burst including parity Words is transferred to the TX address translator 54. For ease of eXplanation, assume that the siZe of one contiguous DMA burst is 96 bytes



(24 Words), although the actual siZe can be so larger than 100 k bytes (depending on the speed of the hard- and/ or softWare). In this case, the contiguous DMA burst 120 consists of Words



1, 4, 7, l0, l3, 16 from the Disk 0, Words 2, 5, 8, ll, l4, 17 from the Disk 1, Words 3, 6, 9, l2, l5, 18 from the Disk 2, and parity Words 0, l, 2, 3, 4, 5 from the Disk 3. The TX address translator 54 generates the folloWing sequence of addresses:



178, 179, 180, 181,



182, 183, 184, 185,



186, 187, 188, 189,



190, 191, 192, 193,



194, 198 (data from Disk 0) 195, 199 (data from Disk 1) 196, 200 (data from Disk 2) 197,204 (data from Disk 3)



50



The host 28 itself does a partial checksum calculation over the pseudo-header of the TCP/IP header. Then it initialiZes a TCP checksum register 57 in the TCP checksum block 56 for that TCP/IP packet With this value. Space for the stream buffer 44 also Will be reserved in the eXternal RAM 42 to ?t the full TCP packet plus the TCP and IP header overhead. The host 28 Will then instruct the increment controller 104 in the TX address translator 54 With the TCP payload siZe, TCP header siZe, IP header siZe and IP payload siZe. The TCP payload can then be sent as one contiguous DMA burst over



the PCI bus 24 and placed into the area in the stream buffer 44 55



reserved for it by the TX address translator 54, leaving space for the headers. As it goes from the PCI bus 24 to the stream



60



More speci?cally, before the contiguous DMA burst 120



buffer 44, the checksum calculation block 56 updates the partial checksum in the TCP checksum register 57. Note that With this method the payload, representing usually the bulk of the TCP/IP packets, does not need to be copied ?rst from the storage devices 20 to the host memory 32 for processing it and



arrives at the stream buffer 44, a value 178 is stored in the



then to the stream buffer 44. This saves valuable bus band



register 102 as the starting address. Then the Word 1 form Disk 0 is Written in the address 178 in the stream buffer 44.



Width and overhead for the host CPU 30. After the payload



When the Word 1 passes the counter 106, the increment con



troller 104 increments the value 178 in the register 102 With ADDRESS_INCREMENT of a value corresponding to the



has been Written, the header information, prepared by the ho st 65



28, is sent to the stream buffer 44 via the address translator 54.



As With the payload, the TX address translator 54 places the header in the previously reserved memory locations.



US RE42,587 E 9



10



This sequence can be reversed, whereby the header infor mation is Written ?rst and the payload second. In either case, When both the header and the payload have been Written, the TCP checksum Will be complete and can be copied to the correct location automatically. This mechanism can also be used to e?iciently support



Next, When the IP headers 134 are sent as one contiguous



burst over the PCI bus 24, the address translator 54 generates



Write addresses corresponding to the previously reserved memory locations for the IP headers in the stream buffer 44. More speci?cally, before the IP headers sent as one con



tiguous burst 134 arrives at the stream buffer 44, a value 300 is set in the register 102 as the starting Write address, Where after the ?rst Word of the ?rst IP header is Written in the address 3 00 in the stream buffer 44. When the ?rst Word of the ?rst IP header passes the counter 106, the increment control ler 104 increments the value 300 in the register 102 ADDRESS_INCREMENT of value 1. Then the second Word of the ?rst IP header is Written in the address 301 in the stream buffer 44. When the second Word of the ?rst IP header passes the counter 106, the increment controller 104 increments the



segmenting of a TCP packet into multiple smaller IP packets. In this case, space is reserved for each IP packet. The TCP



packet data (header+payload) is segmented into these packets and the header of each IP packet is Written by the host 28. All IP packets Will be the same siZe except for the last block, Which is likely to have a different siZe than the others. The address translator 54 takes this in to account. After the



complete TCP/IP packet(s) has been formed, it is ready for transmission. FIGS. 5A, 5B and 5C shoWs an example of address trans lation for TCP/IP packetisation. In this case, before the TCP/ IP payload sent as one contiguous DMA burst 130 arrives at the stream buffer 44, a value 310 is stored in the register 102 as the starting Write address, then the ?rst Word of the ?rst data is Written in the address 310 in the stream buffer 44. When the ?rst Word of the ?rst data passes the counter 106, the incre ment controller 104 increments the value 310 in the register 102 With ADDRESS_INCREMENT of value 1. Then the second Word of the ?rst data is Written in the address 311 in the stream buffer 44. When the second Word of the ?rst data passes the counter 106, the increment controller 104 incre ments the value 311 in the register 102 With ADDRESS_IN CREMENT of value 1 . Then the third Word of the ?rst data is Written in the address 312 in the stream buffer 44. The incre ment With ADDRESS_INCREMENT of value 1 is repeated a



value 301 in the register 102 With ADDRESS_INCREMENT of value 1 . Then the third Word of the ?rst IP header is Written in the address 3 02 in the stream buffer 44. The increment With ADDRESS_INCREMENT INCREMENT of value 1 is repeated a number of times corresponding to the IP header size.



25



Written in the shaded areas in the stream buffer 44 shoWn as FIG. 5C.



Next, the TCP checksum completed by the TCP checksum 30



number of times corresponding to the IP payload siZe. Thus the ?rst data of the TCP/IP payload is Written in an appropri ate area.



Then the increment controller 104 increments the content in the register 102 With ADDRESS INCREMENT of a value



corresponding to IP header siZe. Then the Writing of second



the Tx address translator 54. HoWever it is possible to send the TCP header and the IP headers together as one contiguous burst from the host 28 to the Tx address translator 54. 40



correcting errors. The Tx RAID or SDI block 60 takes in a



number of increment is controlled taking the last data siZe into



sequence of N+l Words of Which the last Word is the parity 45



Next, When the TCP header 132 is sent as one contiguous burst over the PCI bus 24, the address translator 54 generates



and used to reconstruct the Word M.



For example, in case ofFIG. 4, the Words 3, 6, 9, l2, l5, 18



Write addresses corresponding to the previously reserved 50



More speci?cally, before the TCP header sent as one con



55



3 using the Words 1, 2 and the parity Word 0. The Tx RAID block 60 reconstruct the Word 6 using the Words 4, 5 and the parity Word 1. Similarly, the Words 9, l2, l5, 18 are recon structed by the Tx RAID block 60. Thus the Tx RAID block 60 performs error correction and outputs the sequence 142 of The RAID function can be turned on/off by the command block 66.



Tra?ic Shaper



When the second Word of the TCP header passes the counter 106, the increment controller 104 increments the value 306 in



The tra?ic shaper 62 consists of tWo main sections one section handles high priority data such as video traf?c, and a



the register 102 With ADDRESS_INCREMENT of value 1. Then the third Word of the TCP header is Written in the



shoWn as FIG. 5B.



from the failure Disk 2 in the input data 142 include error shoWn as FIG. 6. The Tx RAID block 60 reconstruct the Word



the Words 1, 2, 3, 4 . . . Without errors.



increments the value 305 in the register 1 02 With ADDRESS_ INCREMENT of value 1. Then the second Word of the TCP header is Written in the address 306 in the stream buffer 44.



address 307 in the stream buffer 44. The increment With ADDRESS INCREMENT of value 1 is repeated a number of times corresponding to the TCP header siZe. Thus the TCP header is Written in the shaded area in the stream buffer 44



over the N ?rst Words. In case it is indicated by hardWare



and/or softWare, that Word M is corrupt, e.g., because ofa disk failure, the parity Word is retrieved from the storage device 20



shoWn as FIG. 5A.



tiguous burst 132 arrives at the stream buffer 44, a value 305 is set in the register 102 as the starting Write address, Where after the ?rst Word of the TCP header is Written in the address 305 in the stream buffer 44. When the ?rst Word of the TCP header passes the counter 106, the increment controller 104



Tx RAID or SDI block



In the sequence of Words in the stream buffer 44, parity Words may be inserted. This redundancy provides a means for



controller 104 by the folloWing expression: The last data siZeITCP payload siZe mod IP payload siZe Therefore the



memory locations for the TCP header in the stream buffer 44.



In addition, in the above embodiment, the TCP header and the IP headers are sent as different bursts from the host 28 to



register 102. Thus the address translator 54 generates Write



account. In this Way, the payload sent as one contiguous DMA burst is scattered in the shaded areas in the stream buffer 44



block 56 is copied to the correct location. In this Way, the TCP/IP packetisation is completed and can be read from the stream buffer 44 in linear fashion. In the above embodiment, TCP/IP packetisation is men tioned. HoWever it is possible to use UDP (User Datagram Protocol) instead of TCP. In this case, the default siZe of UDP



header is 2 Words (8 bytes). 35



data starts from the address according to the content of the addresses for the payload so that the space for the headers are left. The last data is likely to have a different siZe than the others. The siZe of the last data is calculated in the increment



Then the increment controller 104 increments the content in the register 102 With ADDRESS_INCREMENT of a value corresponding to TCP header siZe+IP payload siZe. Then the Writing of second IP header starts from the address according to the content of the register 102. Thus the IP headers are



loW priority section handles general data tra?ic. The high priority section is organiZed into several traf?c classes, in Which a class is a group of one or more streams 65



having the same bit rate characteristic. For example, all streams of a CBR (Constant Bit Rate) at 2 Mbps belong to the



same class. A class of VBR (Variable Bit Rate) type typically
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