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Collaborative Filtering rˆaj = ra + κ



n ! b!=a



sim(a, b) ∗ (rbj − rb )



n !



1



rˆaj = ra +!κsim(a, b) sim(a, b) ∗ (rbj − rb ) κ=



(Resnick et al. 1994)



rˆaj = ra + κ



n



b!=a n !



n ! 0.875 ∗ (4 − 3.66) + 0.25 ∗ (1 − 2.33)



0.875 + 0.25 0.298 − 0.333 =3+ = 2.969 1.125 b!=a
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sim(a, b) ∗ (rbj − rb )



κ=



b!=a



rˆaj = 3 +



b!=a



User



Item 1 Item 2 Item 3



Avg



a



2



?



4



3



b



2



4



5



3.66



c



5



1



1



2.33



Avg



3



2.5



3.33



sim(a, b)
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does it work?



Evaluation Dataset IMDb (movie features) + Netflix Prize (user ratings) 10’128 Movies, 83’029’805 ratings, 479’437 users



Data Analysis Avg. num. r/u: 173.2 Median r/u: 80 Avg. rating: 3.53 Rating median: 4



Experimental Setting Few ratings, few common rated items: 500 users, 50 r/u Many ratings, many common rated items: 500 users, 200 r/u



Significance test Wilcoxon signed-ranks test Significance level: alpha = 0.01 Bonferroni correction for the family-wise error
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Evaluation Dataset IMDb (movie features) + Netflix Prize (user ratings) 10’128 Movies, 83’029’805 ratings, 479’437 users



Setting Data Analysis Avg. num. r/u: 173.2 Median r/u: 80 Avg. rating: 3.53 Rating median: 4



Algorithm



RMSE



Recall



F1



1.097698



0.898961



66.23% 71.23% 68.64%



UMSim (SVM)



1.077945



0.88902



66.72% 71.33% 68.95%



0.885730



66.34% 68.34% 68.34%



0.929923



65.19% 71.14% 68.04%



UMSim (Part) 1.075843 50 Few ratings, few common rated items: 500 users, 50 r/uratings/user CF (Pearson Corr.) 1.131921 Many ratings, many common rated items: 500 users, 200 r/u



Wilcoxon signed-ranks test



Prec.



pUMSim (Part)



Experimental Setting



Significance test



MAE



SVM



1.309146



0.976800



63.85% 71.68% 67.53%



Part



1.334507



1.003800



64.32% 70.98% 67.49%



Significance level: alpha = 0.01 Bonferroni correction for the family-wise error
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Evaluation Setting



Dataset IMDb (movie features) + Netflix Prize (user ratings) 10’128 Movies, 83’029’805 ratings, 479’437 users



Setting Data Analysis Avg. num. r/u: 173.2 Median r/u: 80 Avg. rating: 3.53 Rating median: 4



Algorithm



ratings/user



MAE



Prec.



Recall



F1



pUMSim (Part)



1.097698



0.898961



66.23% 71.23% 68.64%



UMSim (SVM)



1.077945



0.88902



66.72% 71.33% 68.95%



F1



68.34% 68.34%



CF (Pearson Corr.) 1.131921



0.929923



65.19% 71.14% 68.04%



SVM



0.976800



63.85% 71.68% 67.53%



pUMSim (Part)



1.048786



UMSim (SVM)



1.003800 64.32% 63.88% 70.98% 67.49% 1.035611 Part 0.835009 1.334507 60.77% 67.33%



UMSim (Part) 1.032746 200 Few ratings, few common rated items: 500 users, 50 r/uratings/user CF (Pearson Corr.) 1.035324 Many ratings, many common rated items: 500 users, 200 r/u



Wilcoxon signed-ranks test



RMSE



UMSim (Part) 0.885730 66.34% RMSE MAE 1.075843 Prec. Recall 50



Experimental Setting



Significance test



Algorithm



0.843029



60.90% 66.83% 63.73%



1.309146



0.833374



60.89% 67.31% 63.94%



0.832373



60.56% 68.71% 64.38%



SVM



1.230682



0.896450



58.54% 67.80% 62.83%



Part



1.292360



0.953600



58.76% 64.72% 61.60%



Significance level: alpha = 0.01 Bonferroni correction for the family-wise error
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Evaluation Setting



Dataset IMDb (movie features) + Netflix Prize (user ratings) 10’128 Movies, 83’029’805 ratings, 479’437 users



Data Analysis Avg. num. r/u: 173.2



50 ratings/user



Median r/u: 80 Avg. rating: 3.53



Algorithm



RMSE



MAE



Prec.



Recall



F1



pUMSim (Part)



1.097698



0.898961



66.23% 71.23% 68.64%



UMSim (SVM)



1.077945



0.88902



66.72% 71.33% 68.95%



UMSim (Part)



1.075843



0.885730



66.34% 68.34% 68.34%



CF (Pearson Corr.) 1.131921



0.929923



65.19% 71.14% 68.04%



SVM



1.309146



0.976800



63.85% 71.68% 67.53%



Part



1.334507



1.003800



64.32% 70.98% 67.49%



RMSE



MAE



pUMSim (Part)



1.048786



0.843029



60.90% 66.83% 63.73%



UMSim (SVM)



1.035611



0.835009



60.77% 67.33% 63.88%



UMSim (Part)



1.032746



0.833374



60.89% 67.31% 63.94%



CF (Pearson Corr.) 1.035324



0.832373



60.56% 68.71% 64.38%



SVM



1.230682



0.896450



58.54% 67.80% 62.83%



Part



1.292360



0.953600



58.76% 64.72% 61.60%



Rating median: 4



Experimental Setting Few ratings, few common rated items: 500 users, 50 r/u



Setting



Many ratings, many common rated items: 500 users, 200 r/u



Significance test Wilcoxon signed-ranks test Significance level: alpha = 0.01



200 ratings/user



Algorithm



Prec.



Recall



F1



Bonferroni correction for the family-wise error
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Conclusion Model similarity is important Similarity based on user preference models sometimes significantly outperforms Similarity based on common rated item Especially with few common rated items



Partial User Preference Similarity needs further improvement Preprocessing needed for scalability 1. Jun. 2009
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Thanks for your attention
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Summary



FORMULAS FOR THE SOFTALK



Amancio Bouza, Gerald Reif, Abraham, Bernstein: “Probabilistic Partial User Model Similarity for Collaborative Filtering”, IRMLeS 2009



AMANCIO BOUZA Asian Food



Asian Food



Italian Food



User function u(i) = ck hypothesized User function



Similarity based on user preference models is important



h(i) + ε(i) = ck h : i !→ ck



Zurich



Heraklion



hypothesized User function



User preference similarity is good, but 2 partial user preference similarity not Continue always. Needs further investigation



h(i) → ck



hypothesized User function H1



AMANCIO BOUZA



ha : i !→ ck



hypothesized User function



hb : i !→ ck



H2



n #



User-Based " ! " ! collaborative Filtering: H3 sim ha,q , hb (i) ≡ α P hb (j) = ck ∧ ha,q (j)! n= ck



Partial user preference similarity based on similarity between hypothesis and user model:



≡α



Partial Preference Simiarlity



Hypothesis extraction from user model Hypothesis as item filter



j=1 n #



rˆaj = ra + κ



b!=a



" ! P hb (j) = ck |ha,q (j) = ck P 1 ha,q (j) = c



! Normalization factor κ: j=1



sim(a, b) ∗ (rbj − rb )



Item set set Item



Example calculation:



κ=



n !



sim(a, b)



b!=a



n # " ! ! " 0.875 ∗ (4 − 3.66) + 0.25 ∗ (1 − 2. sim ha,q , hb (i) ≡ α Prˆa2h=b (i) 3 + = ck |ha,q (i) = ck 0.875 + 0.25 k=1



=3+



0.298 − 0.333 = 2.969 1.125



User Model: ua (i) = ha (i) + ε(i)
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