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Introduction There are many applications that require accurate three-dimensional (3-D) computer models of real world scenes. Example applications can be found in crime scene investigation, engineering, construction work, and the entertainment industry. Because creating a 3-D model by hand is a tedious and error prone process it is desirable to use an automatic acquisition method. Currently, there are several technologies that can be used to obtain real-world 3-D measurements. Here, we discus some of the active and passive optical sensor technologies. Laser based scanning is an example of active optical sensing technology. Commercially available 3-D laser scanners either use the “time-of-flight” principle or triangulation to measure the distance of points in the scene. The advantage of using laser is that a high degree of distance accuracy can be achieved. To measure different points in the scene the laser beam has to be moved. The time required to measure a large number of points can add up to a significant time interval. During scanning, the scanner must also remain stationary to avoid measurement inaccuracies. Therefore, large or complex scenes can only be modelled completely by merging several separately captured scans. An alternative is to use structured light. It involves projecting structured patterns onto objects in the scene. The distortion of the patterns by the surface geometry is captured by a camera and converted into 3-D data. In Zhang and Huang [1] a system is presented that computes high quality 3-D data in realtime. The advantage of their approach is that 3-D data is recovered for all image points simultaneously. Unfortunately, the technology is difficult to apply outdoors where there are larger distances to cover and there is no control over the ambient illumination. Passive approaches to 3-D modelling do not use active signals to measure distances. In the computer vision field, several approaches to recovering 3-D information from camera images have been developed [2,3]. Methods for extracting geometrical information from a single image were investigated by Criminisi et al. [4]. They show that it is possible to extract consistent lines and planes in 3-D, up to a scale, without



knowledge about camera properties such as the focal length. Measurements, such as recovering the height of people in photos, are also possible by measuring the height of other objects in the scene.



Figure 1: Using a hand-held stereo camera to obtain a 3-D model of a (simulated) crime scene. By moving the camera around, larger and more complex environments can also be modelled. Pollefeys [5] developed a complete method to recover 3-D data from images recorded by a moving camera. The approach is based on estimating the camera projection parameters and its trajectory through space. However, it should be noted that there are several degenerate situations, where it is problematic to apply the structure-from-motion technique [6]. Examples are scenes with only coplanar 3-D points or instances where the camera motion is not sufficiently large. Stereo vision uses two cameras to observe the same scene. Each camera has a unique viewpoint of the scene because they are separated by a distance. Therefore, one point viewed by both cameras can



have a different location in each of the camera images. The disparity between those locations is related to the distance between the point and the cameras. By recovering disparity of stereo image points, their 3-D position can be estimated. With stereo vision it is therefore possible to estimate distances without moving the camera. In this paper we present our system for modelling a 3D scene. The idea is that a handheld stereo camera is used to capture images of a scene from different viewpoints, as shown in Figure 1. A scene model can then be build automatically by merging the resulting 3-D stereo measurements based on the estimated camera ego-motion. This approach is similar to the instant scene modeller developed by Se et al. [7]. However, we use different steps to improve and optimize the reconstruction process. Firstly, a novel selection process is presented that removes very similar images in order to reduce the computational complexity. Secondly, to recover the stereo camera trajectory accurately we use estimation methods that are robust to various noise influences and outliers. Furthermore, the bundle adjustment technique is applied to reduce error accumulation in the estimated trajectory. Finally, we will explain our methods used for 3-D surface approximation and present an example 3-D reconstruction of a (simulated) crime scene. Feature detection and matching The first step is to find distinctive points that are visible in multiple images with Scale-Invariant Feature Transform (SIFT) [8] descriptors. These descriptors are vectors that encode a small image region. They have the advantage that they are invariant to scale, rotation and translation. Hence, they are very useful for matching image points when the camera has moved. Furthermore, they eliminate the need to add artificial markers to the scene or mark image points by hand. The SIFT descriptors are used to establish two types of relationships between the images. The first one is between the left and right stereo images. Descriptors in one image are compared to descriptors in the other image. Initial matches are established by finding for each descriptor its most similar counterpart in the other image. Dissimilarity between two descriptors (i.e. vectors) is determined by their Euclidean distance. A small distance implies a large similarity. Final matches are selected from the additional requirement that matches have to be geometrically consistent. For the left and right image from a stereo pair, the search area is limited to only single image lines due to the constraints imposed by the epipolar geometry [9] of the stereo rig. Here, the lens distortion is taken into account. The lens distortion is established from a stereo camera calibration



procedure [3] before recording. Note that calibration has to be done only once. The second type of matching involves tracking features over time through the stereo image sequence. This sequential matching establishes points in the left and right image of the previous stereo frame and of the current stereo frame, as illustrated in Figure 2. Again, the matches are required to be geometrically consistent. The sequentially matched image points are needed to determine the camera’s trajectory as the operator moves the camera.



Figure 2: Matched descriptors from left to right in the stereo frame and from the previous stereo frame to the current frame. Automatic image selection It is computationally unattractive to process all images of a recorded sequence. Often, there are many images in the sequence that are very similar because the camera moved slowly. Due to this information redundancy, not all the images need to be processed in order to get a complete 3-D reconstruction. We therefore use an image similarity measure search and remove sets of very similar images. To establish which images are similar and therefore redundant, we have adopted a similarity measure from literature [10]. The approach is a state-of-the-art technique referred to as the bag-of-features model. The rationale of this technique is that all descriptors in the image, such as found by SIFT, are summarized by a single model. For computational efficiency, in our application, the SIFT descriptors are re-used from the descriptor matching as laid down in the previous paragraph. The bag-of-features model of an image is a histogram, counting particular occurrences of socalled descriptor proto-types. The descriptors themselves encode the shape of a small image region; they can describe any shape. The proto-types are limited set (e.g. 250) of generalized descriptors, examples are corners, edges, junctions, ridges, etc. To extract the proto-types automatically from the



recorded stereo frames, a k -means clustering is performed on all descriptors detected in all frames. The number of clusters, k , can be set relatively arbitrarily, in this application k = 250 proto-types. Each descriptor that is detected in the current image is compared to each of the proto-types. In the histogram, the most similar proto-type is incremented by one. For instance, the proto-type that resembles a specific corner is at index 42, which gets incremented by one if a descriptor in the image is most similar to it. For instance, in the leftmost subfigure of Figure 3, the symbol + indicates a descriptor that is most similar to the corner proto-type. For purpose of illustration, only three proto-types are shown in Figure 3. The obtained histogram is descriptive of the image as it summarizes the descriptors in the image according to the derived proto-types. Furthermore, the obtained histogram is normalized to one to construct an image model that is invariant to the number of detected features. That is, a marginal zoom in the image sequence will result in more detail and therefore in more features. With the normalization of histograms, the obtained image models will still be very similar. By summarizing the image content by a bag-offeature model, spatial layout is not taken into account. For instance, the model does not store the fact that in the left side of the image more corners have been detected. To improve discriminative power of the model, Lazabnik et al. [10] proposed to divide the image into spatial regions, where for each region a separate bag-of-feature model is extracted. This process is depicted in Figure 3. In this figure, a higher level indicates smaller regions, hence modelling a finer level of detail. The idea behind the multiple levels is that very similar images show resemblances at all levels, while slightly less similar images only show resemblances on the first levels. In Figure 3, regions are extracted from three levels (0-2). In our application, the image model is also build from three levels.



adjust the placing, orientation and size of the model according to the centre of gravity of the detected descriptors in the image. This procedure makes the model robust to small translations and orientations of the camera, as is illustrated in Figure 4.



Figure 4: Division of image into regions, adjusted to the contents of the image. Depending on where descriptors are detected, the location, orientation and size of the overall window is adjusted. The histograms obtained for each of the regions in the three levels, are combined into a single hierarchical model. In this model, each level becomes a histogram which is the concatenation of histograms obtained for each region in that level. Hence, with three levels, the hierarchical model consists of three histograms. To compare two hierarchical models, a similarity measure has been proposed in [10]. It simply consists of computing the similarity between respective histograms at each level and weighting the similarity such that higher scores at finer levels are favoured. The similarity measure is defined by:
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In Equation 1, I denotes the histogram intersection at level l (starting from level 0), repeated over L + 1 levels. The intersection of histograms H T and H Q is computed from:
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Figure 3: Dividing the image into spatial regions such that the spatial layout is modeled. For instance, the model incorporates that a descriptor was detected in the upper left. To achieve some invariance to the viewpoint of the camera, we have adapted the model by placing the regions in such a way that they slightly overlap. Hence, if the camera has moved from frame to frame, the images can still be related. Furthermore, we
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In Equation 2, j is a counter indicating the bin index. Histogram intersection requires the computation of the minimum of two histogram values at each bin, after which the minima are summed. A higher score indicates a higher similarity (ideally 1). Equation 1 takes the intersections at each level as input to determine the overall similarity. Here, the quotient is a weighting factor that becomes larger for smaller areas in the image, favoring a higher similarity at the finer levels of detail. Figure 5 depicts a recording consisting of 230 frames. The similarity between all images is computed; obviously the image is most similar to itself indicated by red. Blue indicates no similarity.



Figure 5: Similarities between images from the recorded sequence. The sequence contains 230 images, see numbering on the axis for image index. Obviously, the image is most similar to itself, indicated by red. Blue indicates no similarity. We have extracted models for all left images in the stereo recording, and we have determined their similarity. Our contribution is to cluster the images according to their similarity, and to subsequently select only on one image per cluster. The objective here is to reduce the number of images that is taken into account for further computation. For instance, to reduce the number of images used for descriptor matching to recover the camera trajectory. Since the selected images are used for resolving the camera trajectory, it is important that the selection is temporally ordered. That is, the recovery of the camera trajectory is based on an image-to-image stepwise estimation. Therefore, to establish clusters that are temporally ordered, we have considered the single linkage algorithm. This algorithm finds clusters that are guaranteed to be temporally connected. A cluster consists of frames I to I+M, where the next cluster consists of frames I+M+1 to I+M+N, etc. We select from each cluster the image at I+M/2. All in all, the proposed redundancy reduction technique works by selecting a limited number of images from the clustered image sets. The selection of images is depicted in Figure 6.



Camera orientation and position estimation In order to build a 3-D model of a large scene, the spatial trajectory of the handheld stereo camera must be recovered first. This trajectory is composed of the relative changes in camera 3-D orientation and position (ego-motion) between the selected stereo pairs. A 3-D rotation and translation is estimated for each ego-motion between two selected stereo frames. This process is based on the 3-D positions of tracked SIFT features.



Figure 6. The temporal clustering resulting from the similarities shown in Figure 5. Here, the differently coloured blocks indicate intervals of clustered image sets. Note that the most similar images are clustered, while temporal ordering is maintained. Stereo reconstruction is used to recover the 3-D positions from the 2-D image position. It is assumed that the stereo images have been rectified, which means that both camera image planes are coplanar and are only separated by a translation along the Xaxis. Furthermore, it is assumed that the camera projection is modelled by the normalized pin-hole model. Therefore, the focal length f of both cameras is equal to 1.0. However, other properties such as lens distortion and the magnitude of physical camera properties such as focal length and pixel size do play an important role in the formation of real camera images. Images taken with a normal camera can be transformed in such a way that the projection equals that of the normalized pin-hole model [3]. This transformation requires a set of camera parameters that can be obtained from the calibration procedure.



Figure 7: Geometry of a rectified stereo camera. The covariance C [r ] of the stereo reconstructed point P is illustrated by an ellipsoid. In Figure 7 a rectified stereo pair is shown that observes a 3-D point P . In the left camera reference frame the point is indicated by vector r . The same point is also indicated by vector r' in the right camera reference frame. Due to image projection,



there are also two image points indicated by vectors p and p' . Only a horizontal disparity value d separates both vectors:
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This is achieved by applying the Heteroscedastic Error-In-Variables (HEIV) estimator as developed by Matei [11]. An example comparison of LS and HEIV is shown in Figure 8. For this experiment, simulated stereo image data with added noise was used. It can be seen that more accurate results are achieved with the HEIV estimator.
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Now, in order to reconstruct 3-D vector r or r' , the scalar difference λ has to be estimated from the disparity d and the camera baseline distance b :
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Here, the scalars x and y are the horizontal and vertical image positions of the SIFT features. A problem is that these values cannot be measured precisely due to influences such as noise. Kanatani [9] shows that the feature locations can be optimally corrected to the epipolar lines when the image noise is homogenous and isotropic distributed:
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As indicated before, the disparity between p and p' cannot be estimated precisely. Errors in the disparity will have consequences for the precision of r . To obtain a measure for reconstruction uncertainty we use the method developed by Kanatani [9] for stereo reconstruction. He proposes the following formula to calculate the error propagation of the 2 2 squared error ε = 12 ( y − y ' ) into the covariance matrix C [ r ] of the vector r :
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Figure 8: Comparison between LS and HEIV egomotion estimation based on stereo data. Ground truth Estimated camera trajectory 200 100
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Figure 9: example of error accumulation in the estimated stereo camera trajectory. Ground truth Trajectory after bundle−adjustment 200 100
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The matrix PZ is equal to the identity matrix with the exception that PZ (3,3) = 0. A characteristic of the resulting covariances C [ ri ] for multiple points is that they indicate that the error distributions are highly anisotropic and inhomogeneous. Specifically, points located nearby the camera will have smaller errors than point that are located further away. Furthermore, as can be seen in Figure 7, the errors in the distance (Z) direction are significantly larger than those in the other directions. Often, ego-motion is estimated with a Least-Squares (LS) approach that tries to optimize the Euclidean distance between the 3-D points. However, this distance measure is only optimal if the errors are isotropic and homogeneously distributed. Because we can obtain the 3-D point error covariance, the more appropriate Mahalanobis distance can be applied to
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Figure 10: result after bundle-adjustment optimization.



Despite its accuracy, the HEIV estimator is still sensitive to outlier points. These points can be caused by mismatches between the SIFT points or features tracked on independently moving objects. In order to cope with this problem the HEIV estimator is embedded in the robust Least-Median-of-Squares technique [12]. The technique works by first creating a number of small subsets that contain a random selection from the set of stereo reconstructed points. If the number of subsets is sufficiently high, there will be sets without outliers. An ego-motion estimate is obtained for every subset with the HEIV estimator. This leads to a number of different ego-motion solutions. Each solution is evaluated with the whole data set. The ego-motion that fits the most points is selected as the best solution. Points that do not fit this solution are identified as outliers and are discarded.



Figure 11: The original left stereo image is shown above. Below is the dense disparity estimation result. It should be noted that the ego-motion estimation is only performed from frame to frame. Despite the accurate and robust ego-motion estimation there will still remain small errors in the resulting estimates at each step. These errors will accumulate because the ego-motion estimates have to be combined in order to recover the camera trajectory. Figure 9 shows the trajectory of a stereo camera that moves freely through space. The ground-truth trajectory, which is indicated in black, was extracted from a real stereo image sequence by adding artificial marker points to



the scene. Estimated camera positions and orientations are indicated in blue and are based on the naturally occurring SIFT features in the scene. It can be seen that the error grows with each interframe ego-motion. The errors can be reduced by applying bundle adjustment [13]. In this approach the position and orientation of all cameras relative to all the reconstructed feature points is optimized. The result of bundle adjustment for the example of Figure 9 is shown in Figure 10. Note that the corrected trajectory (indicated in red) now matches the ground truth trajectory more closely. Dense stereo and surface reconstruction Detailed 3-D surface information can be obtained from dense stereo vision. In contrast to the sparse approach of the previous section, it tries to estimate the disparity for all stereo image points. We use efficient Single Instruction Multiple Data (SIMD) optimized algorithms that were developed in-house [14]. Left-to-right consistency checking is applied to remove bad estimates on occlusions or texture-less image regions. Remaining errors are removed by blob-filtering the resulting disparity image. An example output dense disparity image is shown in Figure 11. Disparity only provides distances as the pixel differences between corresponding points of the left and right stereo images. An additional step is required to obtain the real 3-D point positions. This involves the same geometry methods as used for the sparse stereo reconstruction. However, because stereo disparity estimation leads to a large amount of information, a SIMD optimized version was developed. Each stereo pair has its own reference frame into which the 3-D points have been reconstructed. Points from different stereo pairs need to be merged into a single reference frame in order to build a scene model. This involves applying a 3-D rotation and translation to each point set. The rotations and translations are extracted from the stereo camera trajectory that was estimated in the previous section. The merged point clouds could be visualized directly in order to get a 3-D impression of the scene. For visualization and post-processing we considered it to be practical to approximate the surface geometry of the scene as a polygon mesh. This also enables the possibility to use the model in existing modelling and render software such as AutoCad and 3D Studio MAX. In our approach we used Poisson surface reconstruction [15] to generate a triangle mesh from the reconstructed point clouds. Poisson surface reconstruction performs well on surfaces that have been sampled non-uniformly and it is resilient to noise in the input data. Poisson surface reconstruction requires that an



estimate of the surface normal is given for every point. The normal at a certain point is estimated by fitting a 2-D plane through its neighbouring points. Because image information is used, the neighbours of reconstructed 3-D points can easily be located.



Scene reconstruction results For our experiments, we recorded a sequence with a handheld stereo camera of a simulated crime scene. No artificial markers were added to this scene. The raw sequence consisted of 230 colour stereo images of 1024 by 768 pixels. The various processing steps of our method were applied to automatically build a 3D polygon surface model of the crime scene. Special display software was written that allows a user to view the resulting model interactively from different viewpoints. Figure 12 shows a screenshot of the model. Because the stereo camera trajectory is estimated, we can also recover the camera position and orientation of each image. Figure 13 shows the 3D model and three images displayed at their respective camera positions. Figures 14 and 15 show the 3-D model from two different image viewpoints. This demonstrates that the original image data can easily be superimposed on the surface model to add texture.



Conclusion We have developed a method for 3-D scene reconstruction with a handheld stereo camera. Unlike 3-D laser scanning devices, the software tool only requires a relatively inexpensive stereo camera and a laptop computer. Our approach does not require artificial markers or structured light. Only stereo image information is used to obtain the 3-D model. This ensures that the scene remains undisturbed during the recording session. It is also unnecessary to move the camera around at a fixed speed or in a certain pattern. Because a novel image selection method is applied, the system automatically selects the important images and removes those with redundant information. Robust methods are applied to recover the stereo camera trajectory and the surface geometry. This eliminates the need for user interaction or guidance while the 3D model is reconstructed. Our method could therefore serve as an inexpensive and easy to use 3-D modelling tool for applications such as crime scene investigation, engineering, construction work, and the entertainment industry.



Figure 12: An overview of the captured 3-D model.



Figure 13: 3-D model and original camera images.



Figure 14: 3-D model with superimposed image data.



Figure 15: Other view of the 3-D model with superimposed image data.
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