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ABSTRACT 3D LADAR-BASED SENSING FOR AUTONOMOUS GROUND VEHICLES Tully B Foote Advisors: Vijay Kumar and Dan D. Lee



To successfully navigate through the DARPA Urban Grand Challenge the Ben Franklin Racing Team, lead by the University of Pennsylvania, developed an autonomous vehicle named Little Ben. The primary sensors on Little Ben were laser range finders. The data from these sensors had to be processed to be useful for navigation. We developed efficient methods to classify measurements from the 3D Ladar to differentiate obstacles from ground in real time. Modern autonomous vehicles employ many laser sensors in unstructured environments. Yet, currently no method exists to calibrate these sensors against each other to allow easy fusion of sensor data. To this end a method was developed to calibrate one laser sensor against a second laser sensor in an unstructured environment. This method demonstrated that automatic sensor calibration in unstructured environments is possible.
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Chapter 1 Introduction 1.1



Motivation



As technology advances, vehicles are becoming smarter and more functions are begin automated. Currently a few fully autonomous vehicles exist. However, the technology behind autonomous vehicles is still in its infancy. The current generation of vehicles is not safe enough to work outside of highly controlled environments. To encourage development of technologies for autonomous vehicles, the Defense Advanced Research Projects Agency (DARPA) has funded three Grand Challenge events. The first two Grand Challenges, in 2004 and 2005, emphasized off-road navigation in a static environment (without moving obstacles). In 2007, the third version of the DARPA Grand Challenge was the Urban Challenge. The Urban Challenge required teams to build autonomous vehicles capable of navigating through urban environments while interacting other traffic. The vehicles were required be able to follow all California driving rules and navigate through a network of roads to achieve a series of checkpoints, while avoiding other vehicles and other unforeseen obstacles. In addition, if routes were blocked the vehicle had to dynamically reroute using different



1



roads. To safely navigate in an active environment requires full awareness of the world around the vehicle. To provide this awareness two major classes of sensors have been widely deployed for use on autonomous vehicles. The first type encompasses laser range finders and stereo cameras, both of which create cloud of points in 3 dimensional space. The second type includes monocular vision cameras and other sensors, which do not produce any range data but instead generate an ordered flat data array. In addition to these types of sensors there were a number of others such as radars or multi/alternative spectral cameras; however, for the purposes of this paper these other sensors can be grouped into either the first class, as the case is with the radar, or the second class, as an infra-red camera would be. Regardless of the type of sensor, as sensor technology improves greater amounts of data are available for processing. The sensors output more data than current algorithms can process. New algorithms must be developed that can take advantage of the extra information being provided without being overwhelmed by the volume of sensor data. With increased vehicle sophistication, improved sensor technology, greater miniaturization, and dropping prices, autonomous vehicles are utilizing greater numbers of sensors. As more sensors are installed, the need to be able to fuse data between sensors increases. However, the position of the sensors on the vehicle must be known accurately, in all six degrees of freedom, three spacial and three rotational, to be able to accurately fuse data between sensors. The accuracy for the spacial degrees of freedom does not present a very large challenge. This is because any inaccuracies in the spacial positioning of the sensor will be exactly translated into any observation. Inaccuracies in rotational position, on the other hand, will be amplified due to the fact that the accuracy of an observation will be proportional to the distance at which 2



the observation is made. At short ranges this does not present a large problem, but as the sensors are pointed farther away from the car to provide greater awareness of the surroundings, the accumulated inaccuracies of sensor positioning become a major problem. Methods of calibrating sensors have been developed, however the process is usually slow and requires human estimation. A common way to accelerate the process is to use a known or highly structured environment. To date, trial and error is one of the most common approaches to calibrating sensors because calibration is rarely more than a necessity for other work.



1.2



The Ben Franklin Racing Team



Inspired by the DARPA Urban Challenge members of the University of Pennsylvania General Robotics Automation Sensing and Perception Lab organized the Ben Franklin Racing Team (BFRT) and partnered with Lehigh University’s Vision, Assistive Devices, and Experimental Robotics Laboratory and Lockheed Martin’s Advanced Technology Lab. The BFRT developed the autonomous vehicle “Little Ben” based on a 2006 Toyota Prius. “Little Ben” was modified in three major ways. He had a drive by wire system installed by EMC of Baton Rouge. A computing cluster was mounted in the trunk and connected to a sensor suite mounted on the top and on the sides of the car for detecting the terrain and traffic on all sides of the vehicle. Most members of the BFRT are shown in Figure 1.1 as well as the roof sensors.
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Figure 1.1: “Little Ben” and the Ben Franklin Racing Team



1.3



The Urban Challenge



The DARPA Urban Challenge sought to accelerate development of autonomous cars to the point that they were capable of driving safely through an urban environment encountering human drivers as well as robotic traffic. For the Urban Challenge the teams were provided with a rough map of the course and a list of waypoints ahead of time; this is analogous to giving a human a road map of the area. The vehicle was expected to use the provided data to select a route through the network of roads to achieve the waypoints in a specified order. In the case that a road was blocked, the vehicle had to be able to reroute as necessary. While autonomous the vehicle had to obey California driving laws, which included: staying in the lane, obeying stop signs and precedence, u-turning safely, avoiding oncoming and in-lane traffic,



4



merging, passing in multiple lane environments, avoiding obstacles in the road, and using all the correct turn indicators. In addition to the road environment, the vehicle needed to navigate through an unstructured environment like a parking lot with other moving vehicles and parked cars and needed to be able to park in a designated parking spot. During qualification runs “Little Ben” successfully demonstrated all of the above maneuvers and was one of eleven teams to qualify for the final event. In the final event “Little Ben” safely navigated through mixed traffic for 55 miles in under six hours and only used a few gallons of gas. “Little Ben” was one of only 6 teams to successfully complete the course. “Little Ben” crossing the finish line is shown in Figure 1.2a.



(a)



(b)



Figure 1.2: “Little Ben” finishing the DARPA Urban Challenge.



1.4



Obstacle Detection for 3D Ladars



As an autonomous vehicle navigates through the world, it must choose a path to follow which will allow it to maneuver safely. To determine where it is safe to drive, the sensors on the vehicle must be used to build an internal representation of the world through which to navigate. The most common approach is to use probabilistic 5



representations of obstacles. This representation can vary from grid-based obstacle maps to dynamic grouping of points with velocity tracking. Whichever method of representation is used, the sensor data must be interpreted to form an estimate of the probability of obstacles in the field of view. Many approaches have been developed for various sensors. The most well developed methods are for 2D Ladars and stereo cameras. High speed 3D ladars are sufficiently new that methods for extracting obstacles from their data is immature. Based on the approaches used for stereo and 2D ladars, an efficient algorithm for 3D ladars can be developed. This paper presents such an algorithm which enabled “Little Ben” to utilize the capabilities of the Velodyne ladar.



1.5



Calibration Between Sensors to Enable Fusion



Current methods to calibrate the position of sensors on a vehicle in six-dimensional are usually slow and require active human interaction. Furthermore, in the case of damage or reconfiguration of a vehicle, any moved or new sensor must be recalibrated before its data is useful. For an autonomous vehicle to be able to operate effectively in uncontrolled environments, sensor calibration must also have human input reduced as much as possible. To that end our goal was to design a system that allows sensors to be calibrated without active human input. This system could also be extended to track and update the calibration over time while a vehicle operating autonomously.



1.6



Related Research



With the proliferation of sensors and cameras, extracting information about the world becomes more important. Hence, a great amount of research is going on in related
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fields. Below is a selection of research which has influenced this paper.



1.6.1



DARPA Grand Challenge



Much of the most recent developments in vehicular robotics has come about due to the Defence Advanced Research Projects Administration (DARPA) sponsored events, the DARPA Grand Challenges.[1][2][3] These competitions produced many innovations. Many of these are captured in the two special issues of the Journal of Field Robotics “Special Issues on the Darpa Grand Challenge.” The most notable part of this was the article on Stanford’s winning robot.[12]



1.6.2



Ground Plane Extraction



Extracting a ground plane from data is commonly used in robotics. Recently it has been extensively used in the DARPA LAGR project. [8][18]



1.6.3



Point Cloud Registration



The study of registering 3D point clouds has been around for decades. A pioneer in this field was Faurgeras, who used laser scanners to simultaneously identify and locate objects in space.[13] Work in this area was continued by Huber who looked at registration of laser scans on complex objects such as figurines.[17] He expanded the intelligence of the searching to take into account perspective and the resultant occlusion effects. The iterative closest point (ICP) algorithm has become a standard for use in registering feature sets. Examples of registering lines are seen in Zhang.[27] Extensions to generic 3D shapes has been covered by Besl.[4] As ICP became more popular, optimizing it for speed became an issue. Many varients were developed for
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different applications; Rusinkiewicz provides a very good summary of the dominant varients.[22] Recently Makadia develope a new approach which uses extended gausian images for approximate 3D images and the use of fourier space to greatly decrease the computational time required.[10] To achieve final alignment a few iterations of ICP are used.



1.6.4



Image Registration



Image registration is a similar field, mostly limited to two dimensions with possible warping or distortion to correct for viewpoints or lenses. This is a well developed field with open source implementations available for many different algorithms. Zitov´a and Brown both provide a good surveys of different methods.[28][5] There also are a large variety of techinques being developed to process data from different types of sensors and used together. The sensors used range from Lavey focusing on radar to Han focusing on visual and IR imagery.[9][15]



1.6.5



Passive Navigation



There has been a lot of work on how to extract information from sequences of images based on camera data. Using movement within the sequences of images, information about the movement of the camera can be determined, also known as ego motion. One method for determining ego motion is Passive Navigation. Bruss demonstrated this working in the early 1980s.[7] Negahdaripour followed up with direct passive navigation and started to extract information about the world as well as about ego motion. [21]
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1.6.6



3D Reconstruction



Full 3D reconstruction of envirnoments is now becoming possible as sensor technology improves. There are many approaches to this goal. Three-dimensional object recognition is being worked on by Brown.[6] Brown’s work is based on images and uses scale-invarient features developed by co-author Lowe. [19] Scale-invarient feature transforms (Sift) features have mostly been used for matching 2D representations of 3D objects.[20] Snavely is developing similar techniques to reconstruct outdoor spaces from many photos in what he calls photo tourism.[24] Wolf developed another varient using a combiniation of Sift features to do localization in two dimensions and that work has been extended by Se into a full 6 degree of freedom localization based on camera sift features.[26][23] Following along these lines but using laser range finder data, Nuchter developed 6D Simultaneous Localization and Mapping (SLAM). [11] He uses laser range data from a moving robot to extract all 6 degrees of freedom of movement of the robot. Simultaneously, he is also building a 3D model of the world around the robot. Hoppe uses range data from either direct measurements, such as laser range data, or contours from slices of medical imagery and has been pursuing how to do direct surface reconstruction.[16]



1.7 1.7.1



Overview of Research Structure of Paper



Chapter 1 provides background information and motivation. Chapter 2 contains a summary of the autonomous vehicle which served as a platform and test bed for this research. Chapter 3 covers the obstacle detection algorithms developed of 3D
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Ladars. Chapter 4 explains the research into automated calibration of range sensors, specifically looking at scanning laser range finders. Lastly, Chapter 5 discusses the implications of the results with outlooks for future work.



1.7.2



Contributions of this Thesis



In this thesis four parts stand out as contributing to research in the field of autonomous vehicles. First of all, a new computationally efficient method for obstacle detection using 3D Ladars was developed, documented and tested on an autonomous vehicle. Secondly, this thesis provides a proof of concept to show that automated sensor calibration is possible in an unstructured environment. Thirdly, in the process of showing that automated calibration was possible, a method of feature extraction from point clouds was developed to make the process computationally feasible. A simple feature extraction method has been demonstrated which greatly decreases computational complexity, while not significantly affecting overall accuracy. Finally design guidelines for further 3D feature extractions have been developed to foster future work in the field. The potential extensions of this work are discussed in Sections 5.1.2 and 5.2.2.
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Chapter 2 Autonomous Ground Vehicle Testbed: Little Ben To provide a platform for research into autonomous driving in urban environments the vehicle, “Little Ben” was developed at the University of Pennsylvania, with partners Lehigh University and Lockheed Martin. The main components of the vehicle are described below.



2.1



Drive by Wire



As shown in Figure 2.1a, the drive-by-wire vehicle conversion was performed by Electronic Mobility Controls (EMC) of Baton Rouge, Louisiana. The steering system was modified with a high-speed servomotor attached to the underside of the steering column. A second motor actuates the throttle and brake pedal through a lever and cable pull. In addition, EMC provided a computer interface to control most other driving systems including transmission shifting, parking brake, headlights, windshield wipers, turn signals, and horn. The BFRT also installed a CAN bus interface to the
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(a) The EMC actuation system installed in “Little Ben.” At the left is the throttle/brake servo. The modified steering servo can be seen with the red warning label on it. The control consoles for manual control are at the right side of the frame.



(b) The computer rack mounted in the trunk of “Little Ben.” The computing cluster consisted of 8 mac minis communicating over two parallel gigabit back-planes.



Figure 2.1: Components of “Little Ben” Toyota OBD-II connector to verify vehicle state information directly from the car’s electronic control unit (ECU) computers.



2.2



Computing



Computational processing power was provided by a cluster of Mac Mini Core-2 Duo computers located in the trunk running Ubuntu, a GNU/Linux variant. The cluster consisted of 8 computers interconnected through a Gigabit Ethernet switch. Serial connections to 3 microprocessors as well as our other vehicle-interface microcontrollers were provided over the network via a Comtrol serial device server. This allowed the system to automatically switch required processes to a redundant computing node in the event of a computer failure. The computing rack, in Figure 2.1b, was completely self contained with only power and ethernet interfaces required to control to the car.
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Figure 2.2: “Little Ben’s” System Architecture



2.3



Software Architecture



As depicted in Figure 2.2, the software architecture has been divided hierarchically into a series of modules, connected via inter-process communication messages. At the lowest level was the driving module which is responsible for interfacing with the vehicle controller hardware and for verifying correct operation of the steering, throttle, braking, and transmission. Also present at this low level is the localization software (pose) module which integrates readings from the GPS and inertial navigation system.



13



2.4



Planning



Planning was broken down into two levels. At the higher level, the MissionPlan module reads the appropriate route definition and mission definition files to determine the optimal sequencing of waypoints needed to complete the mission objectives set out by DARPA. The only interaction with obstacles was when the lower level planner MapPlan reported the route blocked and MissionPlan module had to find an alternate route through the road network. The MapPlan process was then responsible for integrating all the sensor information into a probabilistic dynamic map, and computing the appropriate vehicle path to reach the short term goal as determined by the high-level mission planner. In doing this MapPlan also checked to ensure that this path avoided all known obstacles, while obeying vehicle dynamic constraints as well as local traffic rules. The TrajFollow module took the desired vehicle path from the MapPlan process and generated the optimal steering, throttle, and braking commands which were sent on to the low-level driving module.



2.5



Sensor Rack



The sensors chosen for “Little Ben” include a variety of 2D and 3D Ladars as well as a stereo camera. The sensor rack shown in Figure 2.3 was custom designed to allow optimal viewing angles for as many of these sensors as possible. In particular, we designed the rack to accommodate the Velodyne HD Ladar to give the omnidirectional sensor an unoccluded view in all directions. By mounting the Velodyne above the rest of the sensor rack, we took advantage of the full complement of elevation angles in the sensor to provide a sensing range from 4 to 60 meters around the vehicle. To do this the Velodyne uses 64 lasers mounted at different aizmouthal angles to collect 14



(a) The sensor rack



(b) The sensor rack with coverage indicated



(c) The sensor rack



(d) The sensor rack on the car



Figure 2.3: “Little Ben’s” Sensor Rack 1,000,000 points per second. The whole sensors spins at 10 RPM, thus providing full coverage at 10Hz. The rack also incorporated a set of forward and rear facing Sick 2D LMS-291 Ladar sensors. These sensors were tilted downward in order to intersect the ground at approximately 10 meters ahead and behind the vehicle. In these positions, the Sicks could provide data useful for both ground plane extraction and obstacle detection. Furthermore line markings were consistently extractable from the intensity returns from this position. The other two sets of sensors are not on the roof rack. The Sick LD-LRS Ladars were mounted on each corner of the front bumper. They scanned parallel to the
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ground with 270 degree fields of view each with a theoretical maximum distance of 80m. The LDLRSs were able to detect and track moving vehicles consistently as far away as 30m. The last three sensors were Hokuyo URG Ladars. Two were mounted on the undersides of the side mirrors looking downward scanning for curbs and line markings. A third Hokuyo was mounted on the tailgate looking directly backward to provide coverage at very short distances directly behind the vehicle.



2.6



Pose Estimation



“Little Ben’s” primary pose estimation system was an Oxford Technical Solutions RT-3050 unit. The RT-3050 is a self-contained unit which uses a Kalman filter based algorithm. The algorithm combines inertial sensors, Global Positioning System (GPS) updates with differential corrections from the OmniStar VBS service, and vehicle odometry information from the native embedded vehicle systems. The RT-3050 is able to provide pose estimates with a stated accuracy of 0.5 meter. However, the precision of the unit is much higher with a drift rating of only 1cm/s2 and 0.01degrees/s2 .[25] The unit is specifically designed for ground vehicle testing applications and is capable of providing estimates during periods of sustained GPS outages or poor GPS performance due to environmental effects such as multipath reflections. Combined with wheel odometry, the precision of the unit over short distances exceeded the accuracy of the other sensors on the vehicle.
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Chapter 3 Obstacle Detection for 3D Ladars To enable “Little Ben” to drive safely in an urban environment, the planning algorithm must have a representation of where it is safe to drive. Our approach to providing this information was to analyze each sensor’s data and extract a model of the ground. The probability of a point being an obstacle or ground was then calculated using the model of the ground. If a point was on or near the ground it was determined safe to drive over. All points out of the ground plane were classified as obstacles. While this is a standard approach for a number of sensors, it was not obvious how to implement this with the Velodyne Ladar in an outdoor environment. We looked at three different methods of extracting the ground to find one which worked well enough for use in the DARPA Urban Challenge.



Classic Stereo Ground Plane Extraction A standard approach to ground plane extraction comes from stereo vision, where a disparity image is produced by the stereo vision algorithm. Disparity distances can be mapped to depth in the real world and Equation 3.1 can be used to parametrize a 17



plane in the image, where x and y are pixel positions vertically and horizontally, and z is the disparity.



Ax + By + Cz = 1



(3.1)



This parametrization allows the problem to be solved very quickly because it is a linear equation, and with more than three points it is over-constrained. There are multiple common ways to solve Equation 3.1. Two examples are to use a least squares best fit or a RANSAC approach to approximate the ground plane.[14] Based on the extracted ground plane the probability of a point being obstacle versus the probability of being ground can be determined.



3.1



Ground Plane Extraction using Classic Stereo Vision Approach



Techniques developed for plane extraction in stereo vision are also applicable to the Velodyne. To use Equation 3.1 the parametrization for the Velodyne, replace stereo vision’s image plane and disparity as the depth with real distances in the vehicle frame. The result is that the math is exactly the same, with the caveat for this approach is that the ground plane must not coincide with the plane z = 0, which would produce unbounded coefficients. Unfortunately, as with stereo vision applications, this basic approach is not robust to outliers and various methods must be applied to decrease their effect on the results. An effective way to eliminate the noise proved to be an iterative Gaussian re-weighted linear least squares fit, see algorithm 1. This proved to be effective within a most effective in planar environment, as can be
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Algorithm 1 Gaussian Weighted Linear Least Squares Fit Given Sigma and a CoefficientSeed Coefficients = CoefficientSeed {A, B, C from Equation 3.1} for iteration = 1 to M axIterations do Errori = P oints f icients − 1/normalizedCoef f icients i ∗ normalizedCoef  W eighti = Sqrt e



−Errori2 2∗Sigma2



{Square root of Gaussian weight}



newP ointsi = P ointsi ∗ W eighti Coef f icientsi = P seudoInverse(newP ointsi ) ∗ W eighti end for Inliers = points where Error < Threshold Plane Coefficients = Coef f icients seen in Figure 3.1. This figure shows four different views of the same scene. Ground truth for measuring accuracy was generated using a brute force parameter search and calculating the number of inliers in the plane. The ground truth ground plane is shown in the top left. While the bottom left shows the resultant ground match. Yellow and red are above the ground, and blue colors are below the ground. The original data without correction is shown in the top right. Corrected measurements using the Guassian re-weighted linear least squares(WLLSQ) match is shown in the bottom right. This image shows that in this environment the WLLSQ approach can match a brute force approach. The curbs are visible as well as the berms. This view worked quite well, except for the shadow of the tree in the top left of the field of view. However, the least square ground plane extraction was not robust to environments that were not uni-planar. A few seconds before the scene shown in Figure 3.1, the WLLSQ completely failed, amplifying errors in the opposite direction by more than a factor of three.
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The top left is the correct ground plane as determined by a brute force search (very slow). The top right is the raw signal. The bottom left is the signal corrected for the ground truth. The bottom right is the results of a weighted linear least square fit, which is fast enough to run in real time. Figure 3.1: Velodyne ground plane fitting using classic stereo approach.
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3.2



Ground Plane Extraction Using Analog Signal Approach



Each individual laser in the Velodyne can be modeled as a single laser with fixed pitch. This will trace an arc on the ground that is only a function of the height and azimuth of the sensor and the pitch and roll of the ground. Using this model the ground plane can be extracted by analyzing the signal of each individual laser as a function of time.



Figure 3.2: The geometry used for Analog Signal Approach



In Figure 3.2, the ground plane is represented by the standard linear plane Equation 3.1. By making the substitutions below, it can be transformed into spherical 21



coordinates.



x = dcos(φ)cos(θ) y = dcos(φ)sin(θ) z = dsin(φ)



This substitution’s result is Equation 3.2.



Adcos(φ)cos(θ) + Bdcos(φ)sin(θ) + Cdsin(φ) = 1



(3.2)



Solving this system to isolate the known and unknown variables results in Equation 3.3. The value for C can be analytically shown to be C =



1 . height



Thus, the left hand



side can be calculated for each laser. It is based on its vertical angle(φ) and height above the ground (d). 1 d



− C ∗ sin(φ) = A ∗ cos(θ) + B ∗ sin(θ) cos(φ)



(3.3)



It can be seen in Equation 3.3 that the signal from a single laser pointed at flat ground should be a sinusoidal signal with periodicity of 2π. This implies that subtracting the signal component with periodicity of 2π should remove the signal of a flat ground plane. Subtracting a signal of periodicity 2π cannot compensate for any DC bias errors produced by uncertainty in either the sensors height above ground or the vertical angle. Since the objective is to look for obstacles which make the terrain impassable to a vehicle, super low frequency errors can only mean a calibration error or the vehicle is passing through the sensed terrain. Passing through the sensed terrain is possible in soft sand or when driving through water. Since the latter was not a case we plan to encounter, the bias could be discounted as an effect of the 22



calibration error. For the purposes of analysis instead of using a band pass filter at a frequency of 2π, simply using a low pass filter with a threshold frequency of 2π will eliminate almost all the bias. This works because any signal with lower frequency is an element of the bias. Furthermore, all the equations for 64 lasers in the Velodyne can be setup as a set of coupled equations and solved simultaneously to guarantee only a single ground plane fit for the plane parameters in Equation 3.3. Using the low pass filter allows accurate extraction of planar ground as can be seen in Figures 3.3a and 3.3b. The original scans are in blue with the ground plane model in green, and the corrected signal is red. Inverse distance term (from the left hand side of Equation 3.3) as a function of the sector. (1 sector = 3 degrees) Figure 3.3a is simply matching flat ground in a parking lot. The resulting signal in red is notably smaller than the original signal in blue demonstrating successful ground extraction. While the sharp peaks in Figure 3.3b are obstacles and are relatively obvious to a human observer, the low frequency noise makes it hard for the computer to pick them out. This noise shows that the approximation of the ground as a flat plane does not accurately reflect the actuality of a road surface. This is easily observable by eye when pulling up to an intersection and looking at the crown of the two roads as they cross. The flat plane assumption only works as a local approximation, which is not valid over the large area of coverage provided by modern sensors. To improve upon this another approach was needed.
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(a) Analog signal analysis of lasers in an empty parking lot.



(b) Analog signal approach correcting for an induced 60 degree tilt with obstacles.



Figure 3.3: Analog Signal Approach inverse distance as a function of sector: measured, modeled and net signal. 24



3.3



Vertical Scan Ground Plane Extraction for 3D Ladars



Figure 3.4: The geometry used in Vertical Scan Approach



3.3.1



Ground Model



To allow for non-planar ground a more flexible model of the ground was necessary. Instead of assuming a flat plane the assumption was simplified to a straight line. Radial scans were chosen for simplicity and relevance. The vehicle can only travel radially to a short term approximation, and the data arriving can easily be divided into radial scans. To do this the Velodyne laser data was aggregated into vertical 25



scans and filtered with a median filter to decrease noise. Given that the sensor height was known, the search space was limited to a single degree of freedom. Since we also had a Sick laser scanner mounted to scan in a vertical plane, its data also formed a radial line on the ground. As a result this algorithm can be used to analyze its data as well.



3.3.2



Matching Method



A linear fit is both simpler to explicitly compute and less sensitive to outliers than the default least squares approach for fitting a line in one dimension. However, this simplistic approach is still too sensitive to outliers, which are points far out of the ground plane. To further decrease sensitivity to outliers three methods were used. First, a threshold was set for feasible ground plane locations. Any point outside this region could not be in the plane and was not considered when fitting the ground plane. Next, a recursive weighted average was introduced to further decrease the influence of outliers. A simplified version of algorithm 1 was used. Lastly, the weighted average was biased downward to offset the bias in the outliers. The induced bias was designed to compensate for the inherent bias in the outliers which is caused by the fact that the laser sensors can only sense the closest surface. Since the sensors point down toward the ground, the returns from any obstacle will shadow the ground plane and will pull the estimate of the ground upward. Theoretically the ground could be estimated by the lowest angle observed. Two cases exist which make this approach impractical: the presence of sensor noise and the possibility of negative obstacles( obstacles below the ground plane such as pot holes). To compensate for the known bias caused by proportionally smaller numbers of downward outliers the weights in the weighted average were biased downward slightly. 26



3.3.3



Algorithm Overview



At the first stage in processing, Velodyne data were collected for each scan (one revolution) into bins in the angular spherical coordinates and then the distance values were median filtered within those bins. The bins were vertically grouped by laser and horizontally grouped in 1.5◦ segments giving a resolution of 64 vertically and 240 horizontally. For each scan, filtering discarded infeasible data points. Only points within the expected range were accepted as shown in Equation 3.4. In order to eliminate obstacles above the ground, the upper half of the points were rejected leaving only those that satisfy Equation 3.5. This is justified because: if there are positive obstacles they will be thrown out; if there are no obstacles the remaining half of the points will still be on the ground, and if there are negative obstacles they will never occupy more than half the scan. Thus, the ground plane will always be in the lower half of the scan.



GroundSlopeM in 



Height < GroundSlopeM ax HorizontalDistance P



Heightj < 



i



 Height  P 1



(3.4)



(3.5)



i



After filtering the scan, as above, a iterative matching method was implemented using the algorithm outlined in Equations 3.6, 3.7, 3.8, and 3.9. These four steps were repeated nine times. The first time the SlopeEstimate was seeded with 0 for flat ground. The resultant SlopeEstimate was used as the input for the next iteration. Equation 3.6 calculates the weight of an individual point based on its distance from the last estimate of the slope, as well as a slight bias in the weights to help the
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system converge downward away from outliers above the ground.



W eighti = 1 − abs(Slopei + W eightBias − SlopeEstimate )



(3.6)



Equation 3.7 was added to make sure that the weights of points farther away never exceeded those of nearby points; without this constraint distant outliers could prevent convergence on the ground due to an incorrect match.



W eighti = minij=1 W eightj



(3.7)



Equation 3.8 re-normalizes the weights so they can be used in the weighted average calculation, Equation 3.9. W eighti N ormalizedW eighti = P W eightj



(3.8)



j



SlopeEstimate =



X



Slopei ∗ N ormalizedW eighti



i
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(3.9)



(a) Estimated ground on a hillside(without classification)



(b) Classification of a nearby wall based on the ground estimate. (Red = ground, blue = obstacle)



Figure 3.5: Two example slices of Velodyne data. 29



The SlopeEstimate is then be used to calculate the vertical distance(GndError) from the estimated ground in Equations 3.10 and 3.11. This distance forms the basis for obstacle classification. Figure 3.5a shows the slope estimate on a hillside with an obstacle in the distance. The ground estimate, shown as a red line, has correctly classified the ground plane sloping downward such that although the obstacle infront of the wall is level with the vehicle, it is not considered part of the ground.



GndErrori = SlopeEstimate × HorizontalDistancei − Heighti SlopeErrori = SlopeEstimate − Slopei



3.3.4



(3.10) (3.11)



Adaptation for 2D Ladars



The algorithm for the Velodyne, from the Equations of Section 3.3.3, can be directly applied to a vertically mounted 2D laser scanner, such as a Sick LMS because the data is exactly one segment of the accumulated data from the Velodyne. However for the Urban Challenge, we found that with the vertically scanning Sick mounted above the front bumper on “Little Ben”, the assumption that the distance to the ground plane is constant was no longer accurate enough. Since the amount of data generated by the Sick is much smaller, greater processing complexity was possible. We switched to a Hough transform for ground detection to take advantage of this extra processing available. Our approach is shown in Equation 3.12.
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ErrorV alue = Heighti − Ground − HorizontalDistancei × Slope ! [Groundestimate , Slopeestimate ] =



argmax



X



Ground∈GroundRange Slope∈SlopeRange



i



ErrorV alue < ErrorT olerance (3.12)



Using the Hough transform the error terms are calculated slightly differently because of the additional degree of freedom. This is shown in Equations 3.133.14.



GndErrori = Heighti − Groundestimate



(3.13)



SlopeErrori = Slopei − Slopeestimate



(3.14)



As expected the Hough transform proved to be more robust to the undulating terrain encountered during the DARPA competition.



3.3.5



Obstacle Detection based on extracted ground plane



Equation 3.15 can be used to calculate the probability of obstacle (P Obstacle) for both 3D ladars and vertically scanning 2D ladars. The probability of obstacle was calculated using a constant term and a term proportional to the HorizontalDistance from the car. This was done so that near the car the tolerances would be close to constant, but in the distance they would grow as measurement uncertainty grew. A graphical representation of this equation can be seen in Figure 3.6.
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The ground estimate is in the middle and the darker the shading the higher probability of obstacles from Equation 3.15. As the HorizontalDistance increases the certainty of the measurement decreases. Figure 3.6: A visualization of the probability of obstacles as a function of HorizontalDistance.



P Obstaclei =



min(GndErrori , GndErrormax ) min(SlopeErrori , SlopeErrormax ) × GndErrormax SlopeErrormax (3.15)



Based on the probabilities above, each point was classified based on its probability of corresponding to an obstacle. An example, plotting a thresholded probability of obstacle can be seen in Figure 3.5b where the blue is above the obstacle probability threshold. This figure demonstrates the ability of this algorithm to reject outliers as well as to not be biased upward by a large positive obstacle. The lower outlier is probably a reflection off a surface on the ground of the wall.
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Chapter 4 Automated Sensor Calibration To achieve calibration between two sensors we developed the approach of collecting and utilizing a history of data points over time. To do this there was one critical assumption that the pose of the vehicle had to be consistent over the course of the calibration. Registering point clouds between two 3D sensors is a relatively well-solved task. By using standard techniques, any two sensors with overlapping fields of view can easily be calibrated. We extended the capability by recording measurements over time. Accumulating data over time allows sensors without actual overlap in their fields of view can still generate point clouds which overlap and thus can be registered. Also for tractability we simplified the problem to calibration between two individual sensors. If two sensors can be calibrated together, then a network of sensors should also be able to be calibrated by processing each pair of sensors at a time. Lastly, our methods can be extended to provide robustness to changes in calibration while the vehicle is operating, by using a filter, such as a Kalman filter, and periodically update it using the same algorithm used at startup.
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Figure 4.1: Error between a SICK sensor data and a Velodyne sensor data along each degree of freedom.



4.1



Precalculations/Problem Specification



Before attempting to solve automated sensor calibration we sought to demonstrate that calibrating two sensors against each other in an unstructured outdoor environment might be possible. A simulated urban road environment was generated, mostly flat with a few car-sized obstacles. The errors produced by miscalibrated sensors on the vehicle at various positions was analyzed. The following properties and limitations were discovered. There are two conditions where this method will fail. The first is that the terrain cannot be degenerate in any of the six degrees of freedom. Secondly there cannot be repeating patterns across the whole space such that the match could be found on the wrong element of the pattern. In urban environments neither of these conditions are a significant issue, but they can occur. For example, running the algorithm in an 34



Figure 4.2: Error metric between two SICK sensors compared between each pair of axes. empty alley with featureless walls would fail since it would not be able to determine the distance between the sensors along the direction of the alley. The existence of a single other car or a recessed door along the alley would allow a proper match. For a common environment, such as an approximately flat ground with a few cars, a global minimum can not be guaranteed; although, throughout our testing it has always been present. Unfortunately, however, local minima were a problem. Figures 4.1 and 4.2 show two different views of local minima encountered when testing. Figure 4.1 shows that locally the function is convex. However figure 4.2 shows how there are very different rates of convergence in different directions. These two characteristics 35



made the optimization much harder.



Limitations The first major limitation of accumulating data in time is the dependency on accurately knowing the position of the vehicle. Accumulating scans is required to allow sensors with non-overlapping fields of view to calibrate against each other, as long as the fields of view overlap at some point in the time frame when gathering data. If the position of the vehicle was not known accurately between two scans at different times then the data from the two scans could not accurately be compared. The second major limitation of this approach is that the position of one sensor must be known accurately before the second sensor can be calibrated against it. This is because to build a self-consistent point cloud across multiple scans for the reference sensor, the reference sensor’s position on the vehicle must be known. This need was demonstrated when developing the feature extractions. (Section 4.6) To speed things during development we attempted to re-project the sensors’ point clouds for small ranges of angles instead of for every hypothesis. However, it was discovered that the slight misregistration between consecutive scans caused the feature extraction to extract false features. Consequently, the matching of features failed. To overcome this, one could attempt to simultaneously search both sensors across configuration space. However, this approach would be computationally impractical for it would increase the the search space to 12 degrees of freedom. A practical work around for this is to position a single sensor that can easily be calibrated. This sensor could be temporarily mounted for the calibration run, and removed afterwords. It would then provide a baseline against which the other sensors could be calibrated. Once the sensors have been initially calibrated, their calibration can be checked against one another for small deformations or changes over time. 36



4.2 4.2.1



Testing environment Simulation



A simulator was written to allow repeated tests in designed environments. The simulator took an image and converted the intensity into a height map. Given the position of the vehicle as a function of time and the positions of the sensors on the vehicle, the returns for each laser at each vehicle position were then ray traced onto the elevation map. An example ground truth used in testing can be seen in figure 4.3a. The output of the simulator is shown in figures 4.3b and 4.3c, where each color corresponds to a different sensor in the rendering. The three sensor models implemented were a simulated Velodyne, a SICK LMS and a stereo camera. The max and min ranges for each sensor were taken into account as well as the accuracy. The ray tracing parameters for each sensor are in the table 4.1. Sensor Velodyne Sick Stereo Camera



Max Range 60m 80m 12m



Min Range 2m 0.5m 2m



Accuracy 0.2m 0.1m 0.5m



Table 4.1: The sensor ranges and accuracies used for ray tracing.
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(a) An example ground truth used for testing in simulation. JET coloring with height -1 to 1 meters red to blue.



(b) Sensor Data Overhead view



(c) Sensor Data At an angle



Sick LMS 1 in red, Sick LMS 2 in blue, Bumblebee in yellow, Velodyne in green. Figure 4.3: Simulated sround and simulated sensor data



4.3



Architecture



A modular architecture was designed to allow sensor calibration to be treated as a collection of smaller problems. The two major parts of the problem were how to search the space to find the best match and how to measure the quality of each match. This architecture is outlined in the Algorithm 2.
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Algorithm 2 Overall Algorithm - Given: V ehicleP ose, RangeM easurements, BestHypothesis, StdDev for iterations = 1 to maxDepth do - Generate HypothesizedP ositions based on BestHypothesis - Project RangeM easurements into two P ointClouds using V ehicleP ose + HypothesizedP ositions - Extract F eatures from P ointClouds - Calculate Error between F eature set 1 and F eature set 2 - Update BestHypothesis and StdDev based on all Errors - Break if StdDev < desired accuracy end for



4.4



Search methods



Finding the best relative position between sensors is not trivial. For every sensor there are six degrees of freedom. For the very limited range of 1m or π/2 with an accuracy of 10cm and 0.01 radians, the total number of possible permutations is 3,869,893,000 possible positions. An accuracy of 0.01 radians becomes an accuracy of 10cm at 10m. Thus, this is the level of accuracy required to hold 10cm accuracy out to 10m. To process every position is computationally impossible. Furthermore the cost function (Section 4.5) is neither guaranteed to be concave nor are the degrees of freedom independent as shown in section 4.1. In this paper a few different approaches to search the configuration space are considered including gradient descent, two forms of interval searches and a particle filter approach.



4.4.1



Gradient Descent



Because the cost function is generally concave, a gradient descent approach was tried. For although it is not guaranteed to work, as a basic approach it had merit.
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4.4.2



Interval Search



Since an exhaustive search of configuration space at full resolution is not possible, an alternative is to do an exhaustive search of the parameter space at a lower resolution. Then based on the minimum, one could refine the search in the area around the minimum. This could be repeated a number of times to increase local precision. Algorithm 3 shows the steps used to conduct our interval search. Algorithm 3 Interval Search Method - Given: Center, SearchRange, SearchResolution, ShrinkFactor, MaxDepth for iterations = 1 to MaxDepth do for offset = -SearchRange to +SearchRange do - HypothesizedPositionsi = Center + offset * SearchResolution {SearchRange is an integer number of values to search over} - Calculate Error for each HypothesizedPosition - Center = HypothesizedPosition of minimum Error - SearchRange = SearchRange * ShrinkFactor end for end for



4.4.3



Semi Independent Interval Search



A simplification of the interval search (above) was developed that decreased computational complexity. It was observed that the data collected by the sensors is mostly a single surface. Because errors scaled proportionally to the distance away from the center of rotation, angular errors accumulated faster than translational errors. As a result the larger errors can be minimized independently from the smaller ones before considering the parameter space of the less sensitive directions. These two minimizations cannot be completely decoupled, but by alternately minimizing the sensitive axes and the remainder of the axes, each iteration will be a better approximation. This provides a huge improvement in computational complexity working in O (2 × n3 ) instead of O (n6 ). 40



4.4.4



Particle Filter



To overcome the noisy error function another algorithm was developed to be less sensitive to both noise and larger local minima. This approach iteratively resampled a zero mean Gaussian random number with individual standard deviations for each dimension centered on the best N hypotheses, where N can be chosen. With each iteration, the best hypotheses are recomputed as the minimum error. The standard deviation for each dimension is decreased as a function of the grouping of the best hypotheses. This creates a very rudimentary particle filter. Figure 4.4 shows that the sparse sampling initially can be seen as the uniform distribution in the upper right. With successive resamplings the particle estimate increased accuracy and sampling density, as seen in the bottom left. As this plot was generated accumulating points each iteration the new points would slowly converge down to the left. Of note from this plot is quite how flat the error metric’s leading edge is as differences get smaller. The minimum cumulative values would often be in the tens of centimeters. Compounding this challenge to optimization, was the fact that the tens of centimeter errors in the metric would correspond to as much as three meters of actual error, with only a few percent difference to determine better from best. To differentiate between a good match and a very good match, these properties required a method which was robust to noise and is thorough in its search so as not to get hung up in local minima as it tries to descend the very shallow slope.
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Figure 4.4: Error metric values plotted against the ground truth through a whole iteration.



4.5



Error Metrics



For comparing two sets of data an error metric must be developed. Below are guidelines for what is necessary for an error metric, followed by two different error metrics that were developed and tested to measure differences between point clouds: average height in a grid and the sum of squares to closest point.



4.5.1



Error Metric Design Guidelines



When searching across various possible positions an error metric is necessary to compare the results from the different positions. Below are the error metric requirements: • Approximately Convex and Smooth If the error metric is not approximately convex, the only way to determine a 42



good match is to test every position. Testing every point is computationally infeasible thus the error metric must be approximately smooth to make obtaining a solution possible. • Tolerant to data which does not overlap Two sensors are not guaranteed to provide data for the same area. Without this guarantee, a failed match cannot be penalized. For if a failed match was penalized, partially non-overlapping data sets would be biased to overlap more, preventing a good match unless the data sets had the same coverage.



4.5.2



Average Height in Grid



To start with, a very simple error metric was developed. The error metric accumulated points from the two scans into bins, and based on that calculated differences from the statistics in the bins. One of the most basic statistics is the average height in the bin. For each bin there are two values that can be compared and then the values summed over all bins to produce an error metric. This metric has quite a few limitations. First of all, it is not sensitive to small changes in registration of the point cloud. A very small change in the point clouds may change which bin a few points are in, but because of averaging in the rest of the points in the bin, the value change in the overall error metric may be imperceptible. This lack of sensitivity makes minimization of the error metric much harder. Moreover, the limitation of the accuracy is proportional to the bin size for large bins. To increase accuracy the solution is to decrease the bin size. However, decreasing bin size increases the required number of bins and consequently the computational requirements. The computation required is O (n2 ) where n is the 1/Accuracy. As the bin size gets smaller the amount of data per cell drops significantly. With
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non-uniform sampling from the sensors, smaller bin sizes greatly increases the number of bins that do not have points inside them. Consequently, the information in the corresponding bin for the other sensor is no longer useful, for it cannot be compared to no data.(See 4.5.1) This limits the theoretical maximum accuracy.



4.5.3



Sum of Squares to Closest Point



In calculating a difference metric between two point clouds, one of the standard metrics is to use the average distance to the nearest point. However, this will penalize points that do not match at all. So, instead, the average minimum distance between the closest half of the points was used. This allowed up to half the data points to not overlap before the error metric would falsely penalize a correct match. A variant on this was tested by returning the median distance between the nearest points in a cloud. However, this did not reward very tight matches for the closest points. So the mean of the closest fraction of the points was chosen instead, as shown in Equation 4.1. This was an improvement over the median distance between neighboring points for it rewarded closer matches with their real distance while allowing the remainder to be completely unmatched. Furthermore, it allows the fraction to be adjusted if a different amount of overlap is expected.
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4.6



Feature Detection



The very large number of points collected from the sensors to forms a dense view of the world around a robot. However, operating on the dense data directly is prohibitively computationally intensive. The solution was to extract features from the scene and then operate on the features. Feature extraction has been pursued extensively in computer vision. Methods to extract corners and edges are well known. A very popular feature extraction algorithm is the SIFT algorithm developed by Lowe in 1999. [19] What makes SIFT a very popular algorithm for camera-based computer vision is that it is very robust to distortions, to changes in viewpoint, and to changes in lighting. Unfortunately, computer vision algorithms developed for camera images cannot be directly applied to scanning laser data. Most vision algorithms take advantage of the regular row and column structure within an image. This structure has two major advantages over unordered points. First of all, the rigid structure means that every pixel has a fixed number of neighbors whose positional locations are known ahead of time. Secondly the image structure provides uniform data. Every pixel has all its neighbors except for the special case of the edge. The structure enables simple operations such as convolutions to be quickly calculated. In comparison, a convolution across a point cloud is poorly defined and computationally intensive because a point cloud is unordered and non-uniform. Therefore making it into a function to be convolved, whether discrete or continuous, is ill defined. A three-dimensional point cloud can be turned into a depth image by choosing a surface shape and projecting points onto that surface. If the sensor remains in approximately the same place and has a wide viewing angle, a spherical surface might make the most sense. If the returns are mostly planar a plane would be a good
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surface onto which to project. However, even if the projections into depth maps are a good approximation of the point cloud, every pixel of the depth map must be an approximation of all the points projected into that pixel. This inherently decreases the amount of data available. Furthermore, this limits the accuracy of matching between two sensors to the size of the pixel projected back into real space. To achieve higher accuracy we developed a new concept of feature extraction and have demonstrated an example method.



4.6.1



Feature Requirements



Because of the different characteristics of point clouds versus images, a new set of requirements was developed for what constitutes a good feature extraction algorithm. • The algorithm must return points in free space which constitute a feature. • The algorithm must be robust to shifting the frame of reference with accuracy similar to that of the underlying sensor data. The envisioned approach for this feature extraction was to bin the data into groups of points which were within a small proximity and then to extract features from the groups. A feature was a specific point in space. The primary difference between this approach and feature extraction for images is that the features accuracy are not dependent on the resolution of the grid.



4.6.2



Local Maxima and Minima Features



To satisfy the above criteria the following feature extraction method was developed, as outlined in algorithm 4. Since the data collected for the target application is mostly a horizontal planar environment, we chose to gather points into groups based on a 46



horizontal grid. Within each group the point with the maximum height was returned as the feature for that group. This algorithm fist the above criteria well, because if the grouping is shifted such that the local maximum stays within the same group, it will still report the exact same position. If the feature point transitions to the next group, if it is actually a local maxima it will still be reported, unless there exists a greater local maxima in that group. There is one case where this extraction will not perform well, a smooth sloping surface. In that case the maximum in each group will shift with the group as the group moves up or down the slope. These features are an artifact of the binning and thus are useless for matching. Algorithm 4 Binning and Local Maxima Extraction - Given a point cloud, and binResolution for All Points in the point cloud do - Calculate which bin contains it - Record it in that bin end for for All bins do - Feature = point with maximum height in bin end for The results of this algorithm can be seen in figure 4.5. It shows how the point cloud with many poits can be simplified to a point cloud with many fewer points. However, by applying the same algorithm to a second point cloud the same points should be extracted. Which then allows the clouds to be compared. The local maxima feature extraction also can be easily switched for calculating the local minima. Thus this algorithm can provide two feature sets.
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The red points are the features extracted using algorithm 4. The blue points are the cloud from which the features were extracted. Figure 4.5: Two views of local maxima extracted from a point cloud.
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Chapter 5 Discussion 5.1



3D Ladar Obstacle Detection



The obstacle detection discussed in Chapter 3 is discussed below. The focus of the discussion is on the performance and potential extensions to this research.



5.1.1



Performance



The true plane approximation and the analog signal approach from sections 3.1 and 3.2, were not robust to surfaces besides a flat plane, making them unusable for vehicle navigation. However, the vertical scan method, from section 3.3, for analyzing Velodyne data was demonstrated to be effective in determining the ground surface during live testing on the vehicle. This method was able to correctly classify the highly crowned roads in downtown Philadelphia while remaining sensitive enough to detect six inch curbs in a parking lot. This can be seen in figure 5.1. This figure is a screen-shot of “Little Ben’s” rendering of the world based on Velodyne scans which are colorized based on the vertical scan algorithm. The green channel is the probability of ground, and the red channel is the probability of obstacle, they are non 49



exclusive. The vehicle is located in the center of the dark patch. It is approaching two curbs on either side clearly visible above the dark patch in red. Above the curbs the trees are very dark red as well as the fence and bushes at the top of the view and the right perimeter. Along the left hand side of the frame, a elevated grass berm is solidly painted as obstacle, while more parking lot is considered ground on the far side. And lastly the undulating terrain of the parking lot can be seen as ground or ambiguous in the bottom right of the image as well as around the car and in the intersection ahead. The group of obstacles in the open area is a team member standing in the parking lot observing the car, their current distance is 22 meters from the car.



Colored as probability of ground(green) vs obstacle(red). Figure 5.1: Radial Velodyne Ground Plane fitted data.
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5.1.2



Future Work



To improve the obstacle detection with the Velodyne, I suggest coupling the data between neighboring vertical slices. Our current approach treated each slice completely independently. This does not take into account continuity constraints between neighboring slices. Using neighboring slices would improve performance in two way. First it would prevent false matches on flat, slanted obstacles, such as looking up a wheelchair ramp. Left of the ramp, right of the ramp, and on the ramp would all be fine, but the change in levels between on and off the ramp would not be drivable but the current algorithm would not catch that case. Secondly, it would allow a match based on fewer points or no points in the case when the ground in that sector is completely occluded by an obstacle. Another way to greatly improve the algorithm would be to find a way to integrate readings over time. The current approach treats every scan as completely independent of every previous scan, even though the fields of view between two scans mostly overlap. When integrating measurements in time, the motion of the vehicle must be corrected for and the binning approach will not longer be valid. Thus it will be a large challenge, but would allow much higher confidence in measurements if they are repeated in time compared to a single measurement.



5.2



Sensor Calibration



This is a discussion of the sensor calibration covered in Chapter 4.
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5.2.1



Performance



Testing Method To test the algorithms for calibrating two sensors a simulated environment was generated. The environment used in the following tests is shown in figure 5.2. This figure is an altitude map where black is 2m high and white is 0m high and the height at any point is proportional to the intensity in the image.



Figure 5.2: The ground model used for the following trials. For each trial ten vehicle positions were chosen randomly within 5m translationally and 0.5 radians of the origin. The first sensor is positioned at 2m above the ground at the origin. The second sensor to calibrate is offset a fixed distance, one meter forward, plus a random offset for each direction. Translationally the random amount was ±1m and rotationally it was ±0.2 radians. The limitations on the search range were set to these levels to reduce the computational time. With 10cm/0.01 radian accuracy that search space results in 512 million possible outcomes. At 10Hz that would take more than year and a half to compute every error. However in the interest of time I believe that the accuracy level we chose is enough to allow easy manual estimation. Thus this technique could be used to calibrate sensors placed onto a robot without measurements more accurate than possible by a human looking at the sensor standing beside the vehicle. 52



With the positions of the sensors known, their range measurements are then generated by ray tracing against the ground model in figure 5.2. An example of the results from ray tracing are shown in section 4.2.1. Once the simulated range measurements were generated, algorithm 2 was implemented using the particle filter hypothesis method. (Section 4.4.4) The error metric used was the Sum of Squares to the Closest Point. (Section 4.5.3) And the features used were simply the local maxima. (Section 4.6.2)



Figure 5.3: Results from 10 trials with 5.0 meter feature bins and 100 points per step. Figure 5.3 is an example output from a run of 10 trials. Each color represents one of the six degrees of freedom. The horizontal lines are the random seed initial guess, associated by color. For each axis there are actually two values being tracked: the offset associated with the minimum error and the weighted average using the inverse of the error metric as the weight. Each column represents an iteration. The second to last column is the result with the minimum error metric. The last column is the weighted average of all iterations. These last two columns become the outputs of the 53



algorithm.



Search Methods The particle filter approach was determined to be the best solution. While not the optimal solution, it is demonstrated to be orders of magnitude faster than any other solution. All results in this paper are calculated using the particle filter. The reasons that the particle filter was chosen are explored below, but primarily the speed of convergence was the primary consideration. The gradient descent approach did not work because the noise in the error between various positions is high enough that a fixed step gradient descent did not work at all. A multi scale gradient descent approach which looked at multiple points in each direction was able to improve performance, but rarely converged near the correct solution. The interval search was able to converge only when the number of points sampled was large. The result was that the search was very slow. This approach also has the problem that the resolution at which to resample is undefined. The semi-independent interval search greatly accelerated matching between two misaligned point clouds. However, when applied to the problem of calibrating sensors the slight changes in shape of the point clouds caused the algorithm not to converge to the correct solution.



Feature Extraction The feature extraction developed for this test proved to be highly effective. Without it the computational complexity of this problem would have been prohibitively high. Feature extraction reduced the computational time to compare two point clouds from a 300 seconds to a 0.15 seconds. Furthermore, with this speedup of 200 to 1, the 54



accuracy did not decrease significantly.



Calibration Results By using the techniques described in this paper, accuracies better than 20cm were achieved when calibrating one sensor against another. Running in 450 seconds on a single core of a consumer desktop, sub 20cm accuracy can be seen in Figure 5.4.



This is the error resulting from calibrating two sensors 1 meter apart on a moving vehicle. The first three are in meters, the second three are in radians. Figure 5.4: Results for default settings. Many more tests were performed and a represenative selection are shown in Appendix A. These results form the basis for the following exploration of parameter space of the feature extractions and search methods. The parameters explored were 55



the bin size, the number of centers around which to resample and the number of points hypothesized per step.



(a) Error vs Elapsed Time for different bin sizes.



(b) Normalized Error and normalized Elapsed Time plotted as a function of bin size.



Figure 5.5: The effect of changing the feature bin size. Testing various bin sizes determined a definite range of bin sizes with better performance. In Figure 5.5b the best results came from bin sizes 2 to 4 meters on a side. Bin sizes outside this range decreased accuracy. As the bin size increased the number of features extracted decreased to a very small number. A 5m grid had approximately 100 bins to extract features from, while a 10m grid had 25 features to compare. This is a very small number of points, and when noise and averaging are taken into consideration, the system cannot be expected to perform well. As the size of the bins decreased it reached a point where the number of points per bin no longer could provide effective feature extraction. In the particular case of the Local Maxima features, as the bin size became smaller the feature extraction failed, because each bin started to look locally flat and maxima were more dependent on noise than actual features. Also of note the time complexity for computing more features began to be a problem as the number of features increased. The flatness within the range of 2m to 4m suggests that the feature extractions are worked well. 56



(a) Error vs Elapsed Time for different number of centers.



(b) Normalized Error and normalized Elapsed Time plotted as a function of the number of centers.



Figure 5.6: The effect of changing the number of centers around which to resample. By resampling around more than one center, the performance of this algorithm was increased by an order of magnitude. Results from a different number of centers can be seen in Figure 5.6. Sub-figure 5.6b clearly shows the value of using multiple points from the previous test around which to resample. The difference between one and two points was almost an order of magnitude different. The reason for this was that multiple points allowed the system to better handle noise. However, this could obviously be taken too far. Resampling around more than the 10 best centers caused performance to decrease again. By 20 resampling centers, performance was 5 times worse. The least remarkable but quite telling result of the parameter search was that this approach could be improved by testing more points per step. This is shown in Figure 5.7 and was predicted. As more points were tested, the probability of selecting a point closer to the correct position went up. The accuracy achieved approached the theoretical limits. In Figure A.3 the results for trials with many points can be seen with mean errors in all dimensions below 5cm. However, the penalty for this very
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(a) Error vs Elapsed Time for different number of points tested per step.



(b) Normalized Error and normalized Elapsed Time plotted as a function of the number of points tested per step.



Figure 5.7: The effect of changing the number of points hypothesized. high accuracy was the computational time required. Figure 5.7a clearly shows the inverse relationship between the number of points and the elapsed time. Because of the diminishing returns for increasing the number points, if high accuracy is needed, a choice of many points is less likely to do better than averaging repeated trials using a lower number of points. Using the above results and running with the predicted optimized parameters excellent accuracy was achieved without using extreme computation. These results are shown in Figure 5.8. The mean results were within 2cm and the standard deviation is less than 10cm and were calculated at a rate of 587 seconds per trial.



5.2.2



Future Work



The sensor calibration in its current form demonstrated that the technology is feasible. However, in it’s current form it cannot be usefully implemented on a robot. The primary limitation is that the computational time needed to calibrate two sensors together is prohibitively long. The first step to improve the usability of this method 58



This is the error resulting from calibrating two sensors 1 meter apart on a moving vehicle. The first three are in meters, the second three are in radians. Figure 5.8: Results for optimized settings. would be to focus on the optimization. The problem is a multi dimensional optimization problem. There are a limited number of inputs and a scalar output and a limited search space. There are many more sophisticated methods to approach this problem than the particle filter successfully demonstrated here. (Section 4.4.4) Furthermore, the semi-independent interval search approach was only able to handle rigid point clouds but not point clouds that warped with different inputs. (Section 4.4.3) A similar method could be developed and potentially make the problem computationally orders of magnitude faster. The most important part of the feature extraction research in this work was into
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determining what makes a good feature. After developing the requirements, two feature definitions were developed: local maxima and local minima. However as mentioned briefly in section 4.6.2 these features have a case where they will fail to match correctly. Furthermore the local maxima or minima are not robust with respect to sensor noise that is larger than the obstacles which would provide false maxima or minima. To improve the extraction algorithm the sensor data must either be filtered before the feature extraction takes place or the feature extraction must check for large outliers. When developing new feature extraction algorithms for point clouds, a multi scale approach to extracting features would allow more consistent extraction of global features while keeping enough detail to fine tune the calibration. An analog to SIFT could be developed for point clouds in this way. Another way to extend the use of feature extraction would be to develop characteristics for each feature. The characteristics could then be integrated into the error metric. Currently the error metric can only work with binary classes, either a feature is in the set or out of the set. The integration of characteristics would remove the separation between the feature extraction and the error metric that was used to simplify the problem. With defined characteristics the error metric must then be able to compensate for distance not only in position but also in characteristic. As understanding of this problem increases, this simplification through separation could be removed. Finally to make this method practical a few additional elements would need to be developed. First a method to compare a whole network of sensors one pair at at time would need to be developed. Then a method to periodically check and maintain an estimate of the sensor positions as the vehicle operates would be useful. This would allow the sensors to recalibrate if they vibrate out of place or if the vehicle 60



is damaged. A simple Kalman filter for the position of each sensor would probably be enough. Furthermore, a continuous approach could allow a slightly less intensive initial calibration and the estimates of the position could be refined while the vehicle is operating. Another way to extend this research would be to look into the effects of slightly dynamic environments. The design of the error metric specifically allowed for non-exact matches between point clouds. This design should also allow for the environment to change slightly as the sensors are being calibrated. As long as the fraction of the overlap that does not change between sensor viewings remains above the threshold set in the error metric design, then the error metric should be robust to dynamic environments. This application has not been tested at all and would be a good extension and would also help make this practical.



5.3



Summary



In this paper I have presented two major methods for improving the utility of laser range finders on autonomous vehicles, obstacle detection methods for the Velodyne ladar developed for the DARPA Urban Challenge and a method of calibrating two laser sensors against each other in an unstructured environment. The obstacle detection has been tested on “Little Ben” and can reliably provide obstacle information to allow the vehicle to safely navigate autonomously through urban environments. There were a few cases in which the system had trouble. However these cases were detectable when processing, and the software was able to catch these cases explicitly. This allowed the car was able to maintain safety when operating. The second part of this paper focused on how to calibrate two laser sensors against each other. With the method developed, a sensor can reliably be calibrated against
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another sensor on the car. The current method is not fast and requires a lot of computation, but it shows that calibrating two sensors against each other based on an unstructured environment is possible. Furthermore, within the method a modular architecture was designed which isolates elements that can be solved separately. The three main components that can be improved independently are the feature extraction, the error function, and the optimization across the error function. Feature extraction from point clouds is a developing field. The guidelines and proof of concept features that meet these guidelines were necessary to make this problem computationally feasible. Using these as guidelines much better feature extraction methods are possible. The error function and optimization across it are closely related. The approach used in this thesis are common simple approaches which have no guarantees of success and are not the most efficient methods to achieve the necessary optimization. This paper presents a guideline for how to approach the problem and a proof that it is possible.



62



Appendix A Selected Results The following results were selected as a represenative sample of the different trials run with different parameters.
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Figure A.1: Results from individual trials.
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Figure A.2: Results from individual trials.
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Figure A.3: Results from individual trials.
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Figure A.4: Results from individual trials.



67



Bibliography [1] Defense Advanced Research Projects Agency. DARPA Grand Challenge 2004. http://www.darpa.mil/grandchallenge04/. [2] Defense Advanced Research Projects Agency. DARPA Grand Challenge 2004. http://www.darpa.mil/grandchallenge05/. [3] Defense Advanced Research Projects Agency. DARPA Urban Challenge 2007. http://www.darpa.mil/grandchallenge/. [4] Paul J. Besl and Neil D. McKay. A method for registration of 3-d shapes. IEEE Trans. Pattern Anal. Mach. Intell., 14(2):239–256, 1992. [5] Lisa Gottesfeld Brown. A survey of image registration techniques. ACM Comput. Surv., 24(4):325–376, 1992. [6] M. Brown and D. G. Lowe. Unsupervised 3d object recognition and reconstruction in unordered datasets. In 3DIM ’05: Proceedings of the Fifth International Conference on 3-D Digital Imaging and Modeling, pages 56–63, Washington, DC, USA, 2005. IEEE Computer Society. [7] Anna R. Bruss and Berthold K. P. Horn. Passive navigaiton. COMPUTER VISION, GRAPHICS, AND IMAGE PROCESSING, 21:3–20, 1983.



68



[8] DARPA.



Learning



applied



to



ground



robots



(lagr).



http://www.darpa.mil/ipto/programs/lagr/lagr.asp. [9] Lavely et al. Model-based, multi-sensor fusion and bundle-adjustment for image registration and target recognition. Proc. of SPIE, 6237, 2006. [10] Makadia et al. Fully automatic registration of 3d point clouds. Department of Computer and Information Science, University of Pennsylvania. [11] Nuchter et al. 3d mapping outdoor environments 6d-slam. Journal of Field Robotics, 2007. [12] Thrun et al. Stanley: The robot that won the darpa grand challenge. Journal of Field Robotics, pages 661–692, 2006. [13] O. D. Faugeras and M. Hebert. The representation, recognition, and locating of 3-d objects. Int. J. Rob. Res., 5(3):27–52, 1986. [14] Martin A. Fischler and Robert C. Bolles. Random sample consensus: a paradigm for model fitting with applications to image analysis and automated cartography. Commun. ACM, 24(6):381–395, 1981. [15] Ju Han and Bir Bhanu. Hierarchical multi-sensor image registration using evolutionary computation. In GECCO ’05: Proceedings of the 2005 conference on Genetic and evolutionary computation, pages 2045–2052, New York, NY, USA, 2005. ACM Press. [16] Hugues Hoppe, Tony DeRose, Tom Duchamp, John McDonald, and Werner Stuetzle. Surface reconstruction from unorganized points. In SIGGRAPH ’92: Proceedings of the 19th annual conference on Computer graphics and interactive techniques, pages 71–78, New York, NY, USA, 1992. ACM Press. 69



[17] Daniel Huber and Martial Hebert. Fully automatic registration of multiple 3d data sets. In IEEE Computer Society Workshop on Computer Vision Beyond the Visible Spectrum(CVBVS 2001), December 2001. [18] Dan D. Lee.



Learning applied to ground robots (lagr) at penn.



http://ddlee.com/LAGR/. [19] David G. Lowe. Object recognition from local scale-invariant features. iccv, 02:1150, 1999. [20] David G. Lowe. Distinctive image features from scale-invariant keypoints. International Journal of Computer Vision, 60(2):91–110, 2004. [21] S. Negahdaripour and B. K. P. Horn. Direct passive navigation. IEEE Trans. Pattern Anal. Mach. Intell., 9(1):168–176, 1987. [22] S. Rusinkiewicz and M. Levoy. Efficient variants of the icp algorithm. 3dim, 0:145, 2001. [23] S. Se, D. Lowe, and J. Little. Vision-based mobile robot localization and mapping using scale-invariant features. In Robotics and Automation, 2001. Proceedings 2001 ICRA. IEEE International Conference, pages 2051–2058, New York, NY, USA, 2001. ACM Press. [24] Noah Snavely, Steven M. Seitz, and Richard Szeliski. Photo tourism: exploring photo collections in 3d. ACM Trans. Graph., 25(3):835–846, 2006. [25] Oxford Technical Solutions. Rt3050: Survey position measurement in poor gps environments. http://oxts.co.uk/default.asp?pageRef=19. [26] J. Wolf, W. Burgard, and H. Burkhardt. Robust vision-based localization for mobile robots using an image retrieval system based on invariant features. Robotics 70



and Automation, 2002. Proceedings. ICRA ’02. IEEE International Conference on, 1:359–365 vol.1, 2002. [27] Z. Zhang. Iterative point matching for registration of free-form curves. Technical Report RR-1658. [28] Barbara Zitov´a and Jan Flusser. Image registrations methods: A survey. Image and Vision Computing, 21:977–1000, 2003.



71



























[image: [inria-00567850, v1] Autonomous 3D object modeling ...]
[inria-00567850, v1] Autonomous 3D object modeling ...












[image: Real-time automated 3D sensing, detection, and ...]
Real-time automated 3D sensing, detection, and ...












[image: Real-time automated 3D sensing, detection, and ...]
Real-time automated 3D sensing, detection, and ...












[image: A Next-Best-View Algorithm for Autonomous 3D Object ...]
A Next-Best-View Algorithm for Autonomous 3D Object ...












[image: A Next-Best-View Algorithm for Autonomous 3D Object ...]
A Next-Best-View Algorithm for Autonomous 3D Object ...












[image: Efficient Optimization for Autonomous Robotic ... - Abdeslam Boularias]
Efficient Optimization for Autonomous Robotic ... - Abdeslam Boularias












[image: VISION-BASED CONTROL FOR AUTONOMOUS ...]
VISION-BASED CONTROL FOR AUTONOMOUS ...












[image: VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar]
VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar












[image: VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar]
VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar












[image: Learning Reactive Robot Behavior for Autonomous Valve ...]
Learning Reactive Robot Behavior for Autonomous Valve ...












[image: Mobile Sensing for Social Collaborations]
Mobile Sensing for Social Collaborations












[image: Selective Sensing for Transportation Safety - NYIT]
Selective Sensing for Transportation Safety - NYIT












[image: Cheap Home Cinema Mini 3D Polarizer Polarized 3D Modulator For ...]
Cheap Home Cinema Mini 3D Polarizer Polarized 3D Modulator For ...












[image: Selective Sensing for Transportation Safety - NYIT]
Selective Sensing for Transportation Safety - NYIT












[image: COMPRESSIVE SENSING FOR THROUGH WALL ...]
COMPRESSIVE SENSING FOR THROUGH WALL ...












[image: AVERT: An Autonomous Multi-Robot System for Vehicle Extraction ...]
AVERT: An Autonomous Multi-Robot System for Vehicle Extraction ...












[image: Further Evidence for an Autonomous Processing of ...]
Further Evidence for an Autonomous Processing of ...












[image: Autonomous drilling robot for landslide monitoring and consolidation]
Autonomous drilling robot for landslide monitoring and consolidation












[image: Embedded Hardware Design For An Autonomous Electric ... - GitHub]
Embedded Hardware Design For An Autonomous Electric ... - GitHub












[image: Autonomous Spectrum Balancing for Digital ... - Research at Google]
Autonomous Spectrum Balancing for Digital ... - Research at Google















3D LADAR-BASED SENSING FOR AUTONOMOUS ...






sistive Devices, and Experimental Robotics Laboratory and Lockheed Martin's Ad- ... track and update the calibration over time while a vehicle operating ... Much of the most recent developments in vehicular robotics has come about due to the. 






 Download PDF 



















 4MB Sizes
 1 Downloads
 234 Views








 Report























Recommend Documents







[image: alt]





[inria-00567850, v1] Autonomous 3D object modeling ... 

Received Day Month Year. Revised Day ... 1. Next-Best-View for a humanoid robot: finding the next posture to model an unknown object. constraints of our ... With regard to computer vision, the problem of visual object recognition has been thoroughly 














[image: alt]





Real-time automated 3D sensing, detection, and ... 

May 1, 2006 - integral imaging for 3D sensing, visualization, and recognition of biological ..... techniques based on the edge map may fail to segment these images ... calculating statistical parameters of the microorganisms, the data can be ...














[image: alt]





Real-time automated 3D sensing, detection, and ... 

May 1, 2006 - optical imaging techniques for real-time automated sensing, visualization, ...... 32], however more advanced methods such as bivariate region snake in Section 3 can be applied. ..... used for illustration in the figures hereafter.














[image: alt]





A Next-Best-View Algorithm for Autonomous 3D Object ... 

constraints of a humanoid robot equipped with stereo cameras. In [2], we ... vector hz(q) is the optical axis of the camera system, and h its position. (7) and (6) ...














[image: alt]





A Next-Best-View Algorithm for Autonomous 3D Object ... 

specific problem of the next-best-view during the modeling and the recognition ..... computer vision,â€� in IEEE Transactions on Robotics and Automation,. 1995.














[image: alt]





Efficient Optimization for Autonomous Robotic ... - Abdeslam Boularias 

robots (Amor et al. 2013). The main ..... the grasping action (Kazemi et al. 2012). objects ..... a snake robot's controller (Tesch, Schneider, and Choset. 2011a ...














[image: alt]





VISION-BASED CONTROL FOR AUTONOMOUS ... 

data, viz. the mean diameter of the citrus fruit, along with the target image size and the camera focal length to generate the 3D depth information. A controller.














[image: alt]





VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar 

invaluable guidance and support during the last semester of my research. ..... limits the application of teach by zooming visual servo controller to the artificial ... proposed an apple harvesting prototype robotâ€” MAGALI, implementing a spherical.














[image: alt]





VISION-BASED CONTROL FOR AUTONOMOUS ... - Semantic Scholar 

proposed an apple harvesting prototype robotâ€” MAGALI, implementing a ..... The software developed for the autonomous robotic citrus harvesting is .... time network communication control is established between these computers using.














[image: alt]





Learning Reactive Robot Behavior for Autonomous Valve ... 

Also, the valve can. be rusty and sensitive to high forces/torques. We specify the forces and torques as follows: 368. Page 3 of 8. Learning Reactive Robot Behavior for Autonomous Valve Turning_Humanoids2014.pdf. Learning Reactive Robot Behavior for 














[image: alt]





Mobile Sensing for Social Collaborations 

ation of affordable, wireless, and easily programmable mo- bile computing ... not made or distributed for profit or commercial advantage and that copies bear this notice .... Games-oriented networking for 3D scene reconstruc- tion in realtime.














[image: alt]





Selective Sensing for Transportation Safety - NYIT 

Analyzing features for viability as driver identifiers. â€¢ Assessing driving simulators for human ... Record driving characteristics via software. â€¢ And hardware, where ...














[image: alt]





Cheap Home Cinema Mini 3D Polarizer Polarized 3D Modulator For ... 

Cheap Home Cinema Mini 3D Polarizer Polarized 3D Mo ... sive 3D Glasses Free Shipping & Wholesale Price.pdf. Cheap Home Cinema Mini 3D Polarizer ...














[image: alt]





Selective Sensing for Transportation Safety - NYIT 

... of critical components. â€¢ Many devices also feature a wireless uplink. 5 ... media. â€¢ Constrained node energy supply. â€¢ Sensors in vehicular networks can be ... [3] R. Lu, X. Li, T. Luan, X. Liang, and X. Shen, "Pseudonym changing at social














[image: alt]





COMPRESSIVE SENSING FOR THROUGH WALL ... 

SCENES USING ARBITRARY DATA MEASUREMENTS. Eva Lagunas1, Moeness G. Amin2, Fauzia Ahmad2, and Montse NÃ¡jar1. 1 Universitat Polit`ecnica de Catalunya (UPC), Barcelona, Spain. 2 Radar Imaging Lab, Center for ... would increase the wall subspace dimensi














[image: alt]





AVERT: An Autonomous Multi-Robot System for Vehicle Extraction ... 

View segment: the AVERT system remotely scans and rapidly ... dense 360o 3D map of the environment. .... The rotation angle for the pan axis was set 360â—¦,.














[image: alt]





Further Evidence for an Autonomous Processing of ... 

For such I tones, we expected from previous data .... ous data obtained in a comparable condition (Semal and ... license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp ..... "Mapping of interactions in the pitch memory.














[image: alt]





Autonomous drilling robot for landslide monitoring and consolidation 

geologist; for this reason it is hosted onto a semiautonomous climbing platform, with rods stored on-board. ..... application oriented design tools obtained by integrating ... outlet, while the second port (at 15 l/min) hands out the services and the














[image: alt]





Embedded Hardware Design For An Autonomous Electric ... - GitHub 

Mar 9, 2011 - Department of Electrical and Computer Engineering. University of .... At peak load, the steering motor can draw up to 10Amps continuously.














[image: alt]





Autonomous Spectrum Balancing for Digital ... - Research at Google 

cal Engineering, Katholieke Universiteit Leuven, Belgium, email: moo- [email protected]. .... DSM algorithms, where ASB attains the best tradeoff among.


























×
Report 3D LADAR-BASED SENSING FOR AUTONOMOUS ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















