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Abstract. In this paper we propose a view-based method for 3D object recognition based on some biological aspects of infant vision. The biological hypotheses of this method are based on the role of the response to low frequencies at early stages, and some conjectures concerning how an infant detects subtle features (stimulating points) from an object. In order to recognize an object from different images of it (different orientations from 0° to 100°) we make use of a dynamic associative memory (DAM). As the infant vision responds to low frequencies of the signal, a low-filter is first used to remove high frequency components from the image. Then we detect subtle features in the image by means of a random feature selection detector. At last, the DAM is fed with this information for training and recognition. To test the accuracy of the proposal we use the Columbia Object Image Library (COIL 100) database.



1 Introduction View-based object recognition has attracted much attention in recent years. In contrast to methods that rely on pre-defined geometric (shape) models for recognition, view-based methods learn a model of the object's appearance in a two-dimensional image under different poses and illumination conditions. Several view-based methods have been proposed to recognize 3D objects. In Poggio and Edelman [2] show that 3D objects can be recognized from the raw intensity values in 2D images (pixel-based representation) using a network of generalized radial basis functions. Turk and Pentland [3] demonstrate that human faces can be represented and recognized by eigenfaces. Representing a face image as a vector of pixel values, the eigenfaces are the eigenvectors associated with the largest eigenvalues that are computed from a covariance matrix of the sample vectors. An attractive feature of this method is that the eigenfaces can be learned from the sample images in pixel representation without any feature selection. Despite this method is a computationally expensive technique; it has been used in different vision tasks from face recognition to object tracking. Murase and Nayar [4] and [5] developed a parametric eigenspace method to recognize 3D objects directly from their appearance. For each object of interest, a set of images in which the object appears in different poses is obtained as training examples. Next, the eigenvectors are computed from the covariance matrix of the training set. The set of images is projected to a low dimensional subspace spanned A. Gelbukh and A.F. Kuri Morales (Eds.): MICAI 2007, LNAI 4827, pp. 694–704, 2007. © Springer-Verlag Berlin Heidelberg 2007
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by a subset of eigenvectors, in which the object is represented as a manifold. A compact parametric model is constructed by interpolating the points in the subspace. In recognition, the image of a test object is projected to the subspace and the object is recognized based on the manifold it lies on. General-purpose learning methods such as support vector machines (SVMs) have also been used for this problem. Schölkopf [7] was the first to apply SVMs to recognize 3D objects from 2D images and has demonstrated the potential of this approach in visual learning. Pontil and Verri [8] also used SVMs for 3D object recognition and experimented with a subset of the COIL-100 data set. Their training set consisted of 36 images (one for every 10°) for each of the 32 objects they chose, and the test sets consist of the remaining 36 images for each object. For 20 random selections of 32 objects from the COIL-100, the system achieves perfect recognition rate. A subset of COIL-100 set has also been used by Roobaert and Van Hulle [9] to compare the performance of SVMs with different pixel-based input representations. In this research, we propose a view-based method for 3D object recognition based on some biological aspects of infant vision. The biological hypotheses of this proposal are based on the role of the response to low frequencies at early stages, and some conjectures concerning how an infant detects subtle features (stimulating points) in a face or object [10], [11], [14] and [15]. As a learning device we use a dynamic associative memory (DAM) used to recognize different images of objects at different orientations (from 0° to 90°). Due to the infant vision responds to low frequencies of the signal, a low-filter is first used to remove high frequency components from the image. Then we detect subtle features in the image by means of a random selection of stimulating points. At last, the DAM is fed with this information for training and recognition. To test the accuracy of the proposal, we use the Columbia Object Image Library (COIL 100) [6]. The training set consists of 100 images (one for every object at 0°), and the testing set consists of the 20 images (from 5 to 100°) for each object.



2 Dynamic Associative Memory The Dynamic associative model is not an iterative model as Hopfield’s model. This model emerges as an improvement of the model proposed in [13] and some of the results presented in [16]. Let x ∈ R n and y ∈ R m an input and output pattern, respectively. An association



(



)



between input pattern x and output pattern y is denoted as x k , y k , where k is the corresponding association. Associative memory W is represented by a matrix whose components wij can be seen as the synapses of the neural network. If



x k = y k ∀k = 1,h , p then W is auto-associative, otherwise it is hetero-associative. A distorted version of a pattern x to be recalled will be denoted as xh . If an associative memory W is fed with a distorted version of x k and the output obtained is exactly y k , we say that recalling is robust.
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2.1 Building the Associative Memory Due to several regions of the brain interact together in the process of learning and recognition [12], in the dynamic model there are defined several interacting areas; also it integrated the capability to adjust synapses in response to an input stimulus. Before the brain processes an input pattern, it is hypothesized that it is transformed and codified by the brain. This process is simulated using the procedure introduced in [13]. This procedure allows computing codified patterns from input and output patterns denoted by x and y respectively; xˆ and yˆ are de-codifying patterns. Codified and de-codifying patterns are allocated in different interacting areas and d defines of much these areas are separated. On the other hand, d determines the noise supported by our model. In addition a simplified version of x k denoted by sk is obtained as:



sk = s ( xk ) = mid x k



(1)



where mid operator is defined as mid x = x( n +1) / 2 . When the brain is stimulated by an input pattern, some regions of the brain (interacting areas) are stimulated and synapses belonging to those regions are modified. In this model, the most excited interacting area is call active region (AR) and could be estimated as follows:



⎛ p ⎞ ar = r ( x ) = arg ⎜ min s ( x ) − si ⎟ i =1 ⎝ ⎠



(2)



Once computed the codified patterns, the de-codifying patterns and sk we can build the associative memory. Let ( x k , y k ) k = 1,h , p , x k ∈ R n , y k ∈ R m a fundamental set of associations



{



}



(codified patterns). Synapses of associative memory W are defined as:



wij = yi − x j



(3) After computed the codified patterns, the de-codifying patterns, the reader can easily corroborate that any association can be used to compute the synapses of W without modifying the results. In short, building of the associative memory can be performed in three stages as: 1. 2. 3.



Transform the fundamental set codifying patterns by means of Compute simplified versions of Build W in terms of codified



of association into codified and depreviously described Procedure 1. input patterns by using equation 1. patterns by using equation 3.



2.2 Modifying Synapses of the Associative Model There are synapses that can be drastically modified and they do not alter the behavior of the associative memory. In the contrary, there are synapses that only can be slightly modified to do not alter the behavior of the associative memory; we call this set of synapses the kernel of the associative memory and it is denoted by K W .
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Let K W ∈ R n the kernel of an associative memory W . A component of vector



K W is defined as:



kwi = mid ( wij ) , j = 1,h , m



(4)



According to the original idea of our proposal, synapses that belong to K W are modified as a response to an input stimulus. Input patterns stimulate some active regions, interact with these regions and then, according to those interactions, the corresponding synapses are modified. Synapses belonging to K W are modified according to the stimulus generated by the input pattern. This adjusting factor is denoted by Δw and can be computed as:



Δw = Δ ( x ) = s ( x r ) − s ( x )



(5)



where r is the index of the active region. Finally, synapses belonging to K W are modified as:



K W = K W ⊕ ( Δwnew − Δwold )



(6)



where operator ⊕ is defined as x ⊕ e = xi + e ∀i = 1,h , m . As you can appreciate, modification of K W in equation 6 depends of the previous value of Δw denoted by



Δwold obtained with the previous input pattern. Once trained the AM, when it is used by first time, the value of Δwold is set to zero. 2.3 Recalling a Pattern Using the Proposed Model Once synapses of the associative memory have been modified in response to an input pattern, every component of vector y can be recalled by using its corresponding input vector x as:



yi = mid ( wij + x j ) , j = 1,h , n



(7)



In short, pattern y can be recalled by using its corresponding key vector x or xh in six stages as follows: 1. Obtain index of the active region 2. Transform



3.



xk



ar



by using equation 2.



using de-codifying pattern



hk k ˆ ar . ing transformation: x = x + x h Compute adjust factor Δw = Δ ( x ) by ing equation 6.



6. Obtain



y



k



h yk



by applying the follow-



using equation 5.



4. Modify synapses of associative memory 5. Recall pattern



xˆ ar



W



that belong to



KW



by us-



yˆ ar



by ap-



by using equation 7.



h y k using h y k = y k − yˆ ar .



by transforming



plying transformation:



de-codifying pattern
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The formal set of prepositions that support the correct functioning of this dynamic model and the main advantages with respect to other classical models can be found in [21]. Some interesting applications of this model are described in [17], [18], [19], and [20].



3 Description of the Proposal The proposal consists of a DAM used to recognize different images of a 3D object. As the infant vision responds to low frequencies of the signal, a low-filter is first used to remove high frequency components from the image. Then we detect subtle features in the image by means of a random selection of stimulating points. At last, the DAM is fed with this information for training and recognition. In Fig. 1 it is shown a general schema of the proposal.



(a)



(b)



Fig. 1. A general schema of the proposal. (a) Building phase. (b) Recall phase.



3.1 Response to Low Frequencies It is important to mention that instead of using a filter that exactly simulates the infant vision system behavior at any stage we use a low-pass filter to remove high frequency. This kind of filter could be seen as a slight approximation of the infant vision system due to it eliminates high frequency components from the pattern. For simplicity, we used an average filter. If we apply this filter to an image, the resultant image could be hypothetically seen as the image that infants perceive in a specific stage of their life. One year (1x1) 6 months (9x9) 3 months (21x21) Fig. 2. Images filtered with masks of different size. Each group could be associated with different stages of infant vision system.



For example, we could associate the size of the mask used in the filter with a specific stage. For example if the size of the mask is one we could say that the resultant
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image corresponds to one year of age; if the size of the mask is the biggest we could say that the resultant image corresponds to a newborn. Fig. 2 shows some images filtered with masks of different sizes. 3.2 Random Selection In order to simulate the random selection of the infant vision system we add to the DAM model a vector of stimulating points SP where each stimulating point, given by spi = random ( n ) , is a random number between zero and the length of input pattern and i = 1,h , c where c is the number of stimulating points used. To determine the active region we allocate in the DAM model an alternative simplified version of each pattern x k given by:



ssik = ss ( x k ) = x kspi



(8)



Once compute these simplified versions we could estimate the active region as follows: p



ar = r ( x ) = arg max(a)



(9)



i =1



p



where ab = ab + 1 , bi = arg min ⎡⎣ ss ( x ) ⎤⎦ − ssik and i = 1,h , c . i i k =1



i



We supposed that most relevant information that best describes an object in an image is concentrated in the center of the image. In general, when humans pay attention to a particular object, most of the time humans they focus their sight in the center of the field vision. Trying to simulate this, we use a Gaussian random number generator based in the polar form of the Box-Muller transformation [1]. 3.3 Implementation of the Proposal Building of the DAM is done as follows:



I kx



Let



and



I ky



an association of images and



c



be the number of stimu-



lating points.



1.



Take at random a stimulating point



2.



spi , i = 1,h , c .



For each association: Select filter size and apply it to the stimulating points in the images.



a.



3.



k



k



Transform the images into a vector ( x , y ) by means of the standard image scan method. Train the DAM as in building procedure and compute the alternative simplified version of the patterns by using equation 8.



b.



Pattern I ky can be recalled by using its corresponding key image I kx or distorted version Ihkx as follows:
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Use the same stimulating point,



spi , i = 1,h , c



and filter size as in



building phase. Apply filter to the stimulating points in the images. Transform the images into a vector by means of the standard image scan method Determine active region using equation 9. Apply steps from two to six as described in recalling procedure.



4 Experimental Results To test the accuracy of the proposal, we have used the Columbia Object Image Library (COIL 100). The training set consists of 100 images (one for every object at 0°), and the testing set consists of the 20 images (from 5 to 100°) for each object. Each photo is in colour and of 128 × 128 pixels. The DAM was trained in the auto-associative way using building procedure described in section 3.3. Once trained the DAM we proceeded to test the proposal with three sets of experiments. In the first set of experiments we show how by using a Gaussian number generator and different stimulating points the accuracy of the proposal increases. In the second set of experiment we show how by changing the standard deviation and different stimulating points the accuracy of the proposal increases. Finally in the third set experiments, we show how by increasing the size of the filter the accuracy of the proposal could be also increased. 4.1 First Set of Experiments In this set of experiments we compared four random number generators. The first generator generates uniformly distributed random numbers (uniform 1) in intervals. For the details, refer to [20]. The second generator also generates uniformly distributed random numbers (uniform 2). The third and forth ones generate Gaussian random numbers based on the polar form of the Box-Muller transformation. For the third generator, we generated random numbers over the image transformed into a vector using a mean of 8191.5 and a standard deviation of 4729.6. For the forth generator we generated random numbers over axis x and y of the image by using a mean of 63.5 and a standard deviation of 37.09. By using this generator we tried to approximate the way humans focus their sight to the center of the field vision. We have also experimented with different numbers of stimulating points. As you can appreciate from Fig. 3(a), in average the accuracy of the proposal when using the first two generators is of 36% and 34% respectively. In general, the accuracy of the proposal when using the Gaussian generator increases; in average for Gaussian 1 and Gaussian 2 the accuracy of the proposal is 42% and 50% respectively. On the other hand, when augmenting to 200 stimulating points the accuracy of the proposal tends to increase. Despite of the accuracy obtained using each generator, we can see a clearly advantage of generate Gaussian random numbers over axis x and y on an image against the other generators.
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4.2 Second Set of Experiments In this set of experiments we modified the value of the standard deviation of forth generator in order to improve the accuracy of the proposal. We used this generator in order to approximate the way as a human focus their sight at the center of the field vision. Despite humans focus their sight at the center of all field vision, they also perceive information from the periphery to the center field vision. We could control the radius of the center to the periphery by adjusting the value of standard deviation. In the previous set of experiments we used a standard deviation of 37.09, this means that we generated stimulating points from the whole image. If we reduce the standard deviation we could concentrate the stimulating points to the center of the image. In Fig. 3(b) we show the accuracy of the proposal when varying the value of standard deviation. SD-x is the value of the standard deviation 37.09 minus the value of x. As you can be appreciated from this figure, if we reduce the standard deviation the accuracy of the proposal increases, but when the stimulating points are too concentrated to the center of the image the accuracy of the proposal tends to decrease. In average the accuracy of the proposal for the different standard deviations SD-5, SD-10, SD-15, SD-20, SD-25 and SD-30 was of 56%, 72%, 83%, 87%, 76% and 62% respectively. It is worth mentioning from this experiment how the proposal’s accuracy can be increased when changing the value of the standard deviation. Particularly, the best accuracy was of 92% when using 2001 stimulation points and SD-20. 4.3 Third Set of Experiments In this set of experiments we removed the high frequencies of the images in order to improve the accuracy of the proposal. By removing high frequencies, as we will see, contributes to eliminate unnecessary information and help the DAM to learn efficiently objects. As we previously said, we have used an average filter. In this set of experiments we applied the filter to the stimulating point in the images. We tested different size of the filter from 1 to 39 combine with different SD-x. As you can appreciate from Fig. 4(a), the accuracy of the proposal when using SD0 increases when the size of the filter is increased. By using 1000, 2000 and 3000 stimulating points we reached an accuracy of 97%, 95% and 96% respectively. After a filter of size 35 the accuracy starts to decrease. The accuracy of the proposal using SD-5 increases when the size of the filter is increased, see Fig. 4(b). By using 1000, 2000 and 3000 stimulating points we reached an accuracy of 95%, 95% and 96% respectively. Also, after a filter of size 35 the accuracy starts to decrease. In Fig. 4(c) it is shown how the accuracy of the proposal when using SD-15 increases when the size of the filter is increased. By using 1000, 2000 and 3000 stimulating points we reached an accuracy of 94%, 95% and 96% respectively. After a filter of size 29 the accuracy starts to decrease. As in the case of previous configurations, the accuracy of the proposal when using SD-20 increases when the size of the filter is increased as shown in Fig. 4(d). By
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(a)



(b)



Fig. 3. (a) Accuracy of the proposal using different random number generators. (b) Accuracy of the proposal using different standard deviation values.



(a)



(b)



(d)



(c)



(e)



Fig. 4. (a-e) Accuracy of the proposal using different size of the filter and SD-x



using 1000, 2000 and 3000 stimulating points we reached an accuracy of 93%, 93% and 94% respectively. After a filter of size 21 the accuracy starts to decrease. In the contrary, as you can appreciate from Fig. 4(e), the accuracy of the proposal when using SD-25 decreases when the size of the filter is increased. By using 1000, 2000 and 3000 stimulating points we reached an accuracy of 89%, 91% and 91% respectively. Through several experiments we have observed that after applying a filter of size greater than 1 and SD-25 the accuracy of the proposal tends to diminish. In average, by removing high frequencies and by selecting at random stimulating points, and by using a Gaussian number generator over axis x and y, contributes to eliminating unnecessary information and help the DAM to learn efficiently the objects. In general, the accuracy of the proposal surpasses the 90% of recognition and with some configurations we up-performed this result. By using SD-0, 1000 stimulating points and a filter of size 31 we reached an accuracy of 97%. The results obtained with the proposal through several experiments were comparable with those obtained by means of a PCA-based method (99%). Although PCA is a powerful technique it consumes a lot of time to reduce the dimensionality of the data.
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Our proposal, because of its simplicity in operations, is not a computationally expensive technique and the results obtained are comparable to those provided by PCA.



5 Conclusions In this paper we have proposed a view-based method 3D object recognition based on some biological aspects of infant vision. We have shown that by applying some aspects of the infant vision system it is possible to enhance the performance of an associative memory and also make possible its application to complex problems such as 3D object recognition. The biological hypotheses of this method are based on the role of the response to low frequencies at early stages, and some conjectures concerning to how an infant detects subtle features (stimulating points) in objects. We used a DAM used to recognize different images of a 3D object. As the infant vision responds to low frequencies of the signal, a low-filter is first used to remove high frequency components from the image. Then we detect subtle features in the image by means of a random selection of stimulating points. At last, the DAM is fed with this information for training and recognition. Through several experiments we have shown how the accuracy of the proposal can be increased by using a Gaussian number generator over axis x and y on an image. Trying to approximate the way as a human focus their sight to the center of the field vision and perceive information from the periphery to the center field vision. We could control the radius of the center to the periphery adjusting the value of standard deviation. By removing high frequencies and by randomly selecting of stimulating points contributes to eliminate unnecessary information and help the DAM to learn efficiently the objects. In general, the accuracy of the proposal oscillates between 90% and 97%. Important to mention is that, to our knowledge, nobody has reported results of this type using an associative memory for 3D object recognition. The results obtained with the proposal were comparable with those obtained by means of a PCA-based method. Although PCA is a powerful technique it consumes a lot of time to reduce the dimensionality of the data. Our proposal, because of its simplicity in operations, is not a computationally expensive technique and the results obtained are comparable to those provided by PCA. Acknowledgments. This work was economically supported by SIP-IPN under grant 20071438 and CONACYT under grant 46805.
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