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Abstract We present a novel 3D object retrieval method that relies upon a hybrid descriptor which is composed of 2D features based on depth buffers and 3D features based on spherical harmonics. To compensate for rotation, two alignment methods, namely CPCA and NPCA, are used while compactness is supported via scalar feature quantization to a set of values that is further compressed using Huffman coding. The superior performance of the proposed retrieval methodology is demonstrated through an extensive comparison against state-of-the-art methods on standard datasets. Categories and Subject Descriptors (according to ACM CCS): I.5.4 [Pattern Recognition]: Computer Vision, H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval



1. Introduction In order to efficiently search and retrieve 3D models, content-based retrieval methods are necessary that use information extracted from the shape of a 3D model. In particular, the search process is initiated by a query 3D model provided by a user and the system retrieves 3D models that are considered similar to the query. The information that is used to represent each 3D model is encoded in a signature known as shape descriptor. The shape descriptor should capture the shape of the model in a discriminative way in order to support effective comparison against models of the database. To this effect, it should be insensitive to variations in scale, translation and rotation (similarity transformations) of a 3D model which are not considered to affect the measure of similarity. Moreover, it should have a compact structure to reduce storage requirements and support fast computation of the similarity measure between models. In this paper, we focus on the development of a 3D object retrieval methodology that is based upon a hybrid shape descriptor that provides top discriminative power and has minimal storage requirements. Based on the previous work of Passalis et al. [PTK07], we extract 2D features from a depth-buffer based representation of a model and c The Eurographics Association 2008. 



3D features (spherical harmonic coefficients) from a spherical function based representation as in the work of Papadakis et al. [PPPT07]. The novelty of our approach consists of: (i) The two kinds of features combined to produce an integrated hybrid 3D shape descriptor; (ii) Invariance to similarity transformations achieved using CPCA and NPCA [PPPT07], where the two methods are employed in parallel to alleviate the rotation invariance problem, for both 2D and 3D features; (iii) To reduce the size of the descriptor, scalar quantization is applied to the set of coefficients and the resulting set of symbols is Huffman coded, producing a highly compact descriptor. We demonstrate the increased performance of the proposed method through a comparison against state-of-the-art approaches on standard benchmarks that clearly indicates its superior overall performance. 2. Related Work In this section, we give a brief description of the related work in the area of content-based 3D object retrieval methods. Extended state-of-the-art surveys can be found in [TV04], [BKS∗ 05], [IJL∗ 05] and [SMKF04]. Content-based 3D model retrieval methods may be classified into three main categories according to the spatial di-
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mensionality of the information used, namely 2D, 3D and their combination (2D/3D). In the first category, shape descriptors are generated from images-projections which may be contours, silhouettes, depth buffers or other kinds of 2D information. Thus similarity is measured using 2D matching techniques used for 2D shape search. Chen et al. [CTSO03] proposed the Light Field descriptor, which is comprised of Zernike moments and Fourier coefficients computed on a set of projections taken from the vertices of a dodecahedron. Vranic [Vra04] proposed a shape descriptor where features are extracted from depth buffers produced by six projections of the model, one for each side of a cube which encloses the model. In the same work, the Silhouette-based descriptor is proposed which uses the silhouettes produced by the three projections taken from the Cartesian planes. Zarpalas et al. [ZDA∗ 07] introduce the Spherical Trace Transform descriptor, which is an extension to 3D shape matching of the 2D Trace Transform. Among a variety of 2D features which are computed over a set of planes intersecting the model, one of the components of the shape descriptor are 2D Krawtchouk moments which significantly improve the overall performance. In [PTK07], Passalis et al. proposed PTK, a depth buffer based descriptor which uses parallel projections to capture the model’s thickness and an alignment scheme that is based on symmetry. In the second category, shape descriptors are extracted from the 3D shape-geometry of the 3D model and the similarity is measured using appropriate representations in the spatial domain or in the spectral domain. Ankerst et al. [AKKS99] proposed the Shape Histograms descriptor where 3D space can be divided into concentric shells, sectors, or both and for each part the model’s shape distribution is computed, giving a sum of histograms bins. Vranic [Vra04] proposed the Ray-based descriptor which characterizes a 3D model by a spherical extent function capturing the furthest intersection points of the model’s surface with rays emanating from the origin. Spherical harmonics or moments can be used to represent the spherical extent function. A generalization of the previous approach is also described in [Vra04], that uses several spherical extent functions of different radii. The GEDT descriptor proposed by Kazhdan et al. [KFR03] is a volumetric representation of the Gaussian Euclidean Distance Transform of the 3D model’s volume, expressed by norms of spherical harmonic frequencies. Shape distributions proposed by Osada et al. [OFCD01], is a class of methods where several features can be computed for a random set of points belonging to the model, according to the selection of an appropriate function. In [PPPT07], the CRSP descriptor was proposed which uses a combination of CPCA and NPCA to alleviate the rotation invariance problem and describes a 3D model using an alternative spherical function based representation which is expressed by spherical harmonics.



Besides the previous categories, combinations of different methods have been considered in order to enhance the overall performance, which comprise a third category. Vranic developed a hybrid descriptor called DSR472 [Vra04, Vra05], that consists of the Silhouette, Ray and Depth buffer based descriptors, which are combined linearly by fixed weights. The approach of Bustos et al. [BKS∗ 04] assumes that the classification of a particular dataset is given, in order to estimate the expected performance of the individual shape descriptors for the submitted query and automatically weigh the contribution of each method. However, in the general case, the classification of a 3D model dataset is not fixed since the content of a 3D model dataset is not static. In the context of partial shape matching, Funkhouser et al. [FS06] use the predicted distinction performance of a set of descriptors based on a preceding training stage and perform a priority driven search in the space of feature correspondences to determine the best match of features between a pair of models. The disadvantages of this approach is its time complexity which is prohibitive for online interaction as well as the storage requirements for the descriptors of all the models in the database. 3. Hybrid 3D Shape descriptor extraction In this Section, we describe the distinct stages for the extraction of the proposed hybrid 3D shape descriptor, namely: (i) pose normalization; (ii) 2D feature extraction; (iii) 3D feature extraction; (iv) feature compression. 3.1. Pose Normalization Before the extraction of the hybrid features, it is necessary to normalize the pose of a 3D model as the position, orientation and size parameters of a 3D model are arbitrarily set. Thereupon, the final 3D shape descriptor should be invariant under translation, rotation and scaling. First, we normalize each 3D model for translation by computing its centroid using CPCA [Vra04] and translating the model so that the centroid coincides with the origin. We address the rotation invariance problem, by following the same approach as in [PPPT07] where two alignment methods are used, namely CPCA and NPCA. This is a meaningful choice, since by using CPCA and NPCA we consider both the surface area distribution and the surface orientation distribution that both characterize the rotation of a model’s surface and as mentioned in [PPPT07], there are cases where one method performs better than the other and vice versa. In particular, NPCA works better for objects with well defined flat surfaces while CPCA is better at aligning objects where their surface area distribution better discriminates the principal axes of the object. Thus, given a translation normalized 3D model we compute the CPCA and NPCA aligned version of the model c The Eurographics Association 2008. 
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Figure 1: Stages of the 2D feature extraction procedure.



which produces two sets of hybrid features that comprise the hybrid shape descriptor. In Section 3.4 we explain how these sets are used to measure the similarity between two models. Scaling invariance is achieved by normalizing the 3D and 2D features respectively to their unit L1 norm since the computed features are proportional to the model’s scale. Therefore, by normalizing the scale of the features we are in fact normalizing the scale of the corresponding model. The advantage is that this approach does not depend on the polygonal resolution of the 3D model but on the number of features which is set to a fixed value for all models. 3.2. 2D Feature Extraction Based on the work of [PTK07], we use a depth-buffer based representation of a 3D model to compute a set of 2D features. In Figure 1, the main steps for the computation of the 2D features are depicted. A depth buffer is a regular grid of scalar values that holds the distance between the model’s surface and a given clipping plane. Using as clipping planes the faces of a cube having constant size and center at the origin, we acquire six depth buffers by rendering the model using an orthographic projection. In Figure 1 (b), the six depth buffers of a 3D model are shown. Using a constant sized cube means that the 3D model may not necessarily lie completely inside the cube. However, this approach is better than using the bounding cube that may contain the model in small resolution in the presence of outlying parts of the model. Thereupon, the edge of the cube E, is set empirically to a fixed value such that the majority of 3D models lies completely inside the cube, while having large enough scale to produce descriptive depth buffers. The value of E is set to E = 6 ∗ dmean where dmean is the average distance of the model’s surface from its centroid and it is easily computed using the diagonal elements of the CPCA covariance matrix as in [PPPT07]. Instead of storing the back Db and front D f depth buffers along each direction, we store their difference Ddi f =D f -Db and their sum Dsum =D f +Db (Figure 1 (c)). The two new depth buffers (Ddi f , Dsum ) require the same storage space c The Eurographics Association 2008. 



as the original two (D f , Db ) and there is no information loss since we can produce the one pair from the other. The difference lies in the fact that Ddi f holds the thickness of the model at each pixel, which is a characteristic of the model. This value is insensitive to errors in the translation of the model along the direction of projection, thus alleviating errors introduced in the translation normalization step. Dsum has no physical meaning and it is used only as a complement to Ddi f and therefore is considered less important. This is reflected on the weight selection as shown later. To produce the 2D features, a spectral transformation is applied to each pair of depth buffers along each direction. The discrete 2D Fourier transform (DFT) of a depth buffer D of size S denoted as (Fd ) is given by: S−1 S−1



Fd (m, n) =



∑ ∑ D(x, y) · exp



x=0 y=0







−2 jπ



mx + ny  S



(1)



To reduce the computational cost, we implement the DFT, by using the Fast Fourier Transform algorithm. As shown in Figure 1 (d) most information is concentrated on the four corners of the image. For an SxS depth buffer, we keep KxK coefficients as follows: F(m, n) = |Fd (m, n)| + |Fd (m, S − n − 1)| + |Fd (S − m − 1, n)| + |Fd (S − m − 1, S − n − 1)|



(2)



for m, n = 0, 1, ..., K − 1 where we sum the norm of the coefficients from all four corners to have a reflection invariant representation. In our implementation we use depth buffers of resolution S=128 and set K=48. In the sequel, we normalize the coefficients to the unit L1 norm and weigh the F(m,n) coefficients inversely proportionally to their degree, since lower frequency coefficients are considered to have more information compared to higher frequency coefficients, which are more sensitive to noise. A final weighting is applied to the coefficients, based on the following observation. Each pair of depth buffers is perpendicular to a specific coordinate axis and encodes information from two of the principal directions of the 3D model which are computed from the rotation normalization step. Since the principal directions are sorted according to their degree of significance, we can intuitively assert that a pair
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Figure 2: Stages of the 3D feature extraction procedure.



of buffers encodes an amount of information proportional to the principal directions that it encodes, thus the coefficients of the corresponding depth buffers are weighted according to this idea. The respective weights are set to fixed values that were determined empirically. In particular, if wi j is the weight applied to the coefficients encoding the ith and jth principal direction then w12 =3, w13 =2 and w23 =1 for the Ddi f coefficients and w12 =1, w13 =0.7 and w23 =0.3 for the Dsum coefficients. The final 2D feature set is the concatenation of the coefficients of the six depth buffers. The 2D features set of model i that is aligned either by CPCA or NPCA, j is denoted as 2D fi where j ∈ {CPCA, NPCA}. 3.3. 3D Feature Extraction Based on the work of [PPPT07] we extract the 3D features using a spherical function-based representation of the 3D model and compute the spherical harmonics transform for each spherical function. In Figure 2, the overall procedure for the extraction of the 3D features of the hybrid 3D shape descriptor is depicted. A spherical function describes a bounded area of the model, defined by a lower and an upper radius which delimit a spherical shell. This shell is the area in which the underlying surface of the model is represented by the equivalent spherical function points. The region corresponding to the rth spherical function is the spherical shell defined in the interval [lr ,lr+1 ) where the lr boundary is given by: ( 0 ,r=1 (3) lr = r−1/2 · M , 1 < r ≤ N +1 N where M is a weighting factor that determines the radius of the largest sphere and N is the number of spherical functions. Multiplying by M in Eq. (3) ensures that the majority of 3D models lies completely inside the sphere with the largest radius while having large enough scale to give descriptive 3D features. Therefore, the value of M is set to half the length of the edge of the cube which was used in the 2D features extraction step, thus M = E/2. The representation of a 3D model as a set of spherical



functions is similar to projecting approximately equidistant parts of the 3D model to concentric spheres of increasing radius. This is done by computing the intersections of the surface of the model with rays emanating from the origin in the (θ j , ϕk ) directions, denoted as ray(θ j , ϕk ), where θ j denotes the latitude and ϕk denotes the longitude coordinate, j, k=0,1,...2B-1 and B is the sampling bandwidth. In the direction of ray(θ j , ϕk ) inside the spherical shell r(r ≤ N), we compute all the intersections of the model’s surface with this ray. The value of the corresponding spherical function point is set to the distance of the furthest intersection point within the boundaries of the rth spherical function, or to zero if there is no intersection. Thus, if I(r, θ j ϕk ) denotes the distance of the furthest intersection point along ray(θ j , ϕk ) within the boundaries of the rth spherical function, then the N spherical functions representing the 3D model are given by: fr (θ j , ϕk ) = I(r, θ j , ϕk )



(4)



where fr : S2 → [lr , lr+1 ) {0}, r = 1, 2, ..., N and S2 denotes the points (θ j ,ϕk ) on the surface of a sphere with unit radius. These functions are shown in Figure 2 (b) for the "helicopter" example model, wherein the corresponding intersections are depicted as black dots. S



Practically, if the model is viewed from the (θ j ,ϕk ) direction then the part of the model along ray(θ j ,ϕk ) which is closer to the origin than I(D, θ j , ϕk ) is occluded by the intersection point corresponding to I(D, θ j , ϕk ). As shown in [PPPT07], including the occluded points into the spherical functions increases discriminative power significantly. Thus, we take into account a modified version of the spherical functions fr . In particular, let I(D, θ j , ϕk ), corresponding to the furthest intersection point on ray(θ j ,ϕk ), be assigned to the spherical function point fD (θ j , ϕk ). Then all fr (θ j , ϕk ), where r < D are assigned values by setting: fr (θ j , ϕk ) = r ·



M , N



∀r < D



(5)



which stands for the intersections of the ray(θ j , ϕk ) with all the spheres of radius less than D. Thus, we get a set of mod0 ified spherical functions fr , shown in Figure 2 (c), that are c The Eurographics Association 2008. 
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formally denoted as:   I(r, θ j , ϕk ) 0 fr (θ j , ϕk ) = r· M N  0



, I(D, θ j , ϕk ) 6= 0 and r = D , I(D, θ j , ϕk ) 6= 0 and r < D (6) , otherwise



At the final step we compute the 3D features as the spherical harmonic coefficients of each spherical function. The spherical harmonic coefficients can be computed using the spherical harmonics transform (SHT) [JRKM03]. We compute the SHT at constant bandwidth B = 40 for all models and choose to store only the coefficients up to the Lth degree (we set L=16), since spherical harmonics of higher degree are more sensitive to noise. Using properties of spherical harmonics we can ensure axial flipping invariance. Flipping a model with respect to an axis may only change the sign of the real or the imaginary part of a coefficient thus we use their absolute values. After normalizing the coefficients to the unit L1 norm, each coefficient is weighted inversely proportionally to its degree. The final 3D feature set is the concatenation of the spherical harmonic coefficients of the N spherical functions. The 3D features set of model i that is j aligned either by CPCA or NPCA, is denoted as 3D fi where j ∈ {CPCA, NPCA}. 3.4. Similarity in the Hybrid Scheme As explained at Section 3.1, the 2D and 3D features are computed for two alternative rotation normalized versions of a model. Thus, the final hybrid 3D shape descriptor si of a model i is the concatenation of the 2D and 3D features for each aligned version of the 3D model, giving:   si = 2D fiCPCA , 2D fiNPCA , 3D fiCPCA , 3D fiNPCA (7)



aligned version of the model. Thus the 2D features component consists of 2 ∗ 6 ∗ 2304 = 27648 floating point num(L+1) bers. The 3D features is a set of L ∗ 2 ∗ 2 = 272 floating point numbers for each of the N=24 spherical functions, for each aligned version of the model. Thus the 3D features component consists of 272 ∗ 24 ∗ 2 = 13056 floating point numbers. In total, the hybrid descriptor consists of 40704 floating point numbers that require 159 Kbytes of storage (4 bytes each). Since both 2D and 3D features are normalized to their respective unit L1 norm, the values of the hybrid features lie within the [0,1] space. We apply uniform scalar quantization and divide the [0,1] space to 216 = 65536 intervals of size ∆ = 1/65536. The ith interval, i = 1, 2, ..., 65536 corresponds to the [(i − 1)∆, i∆) space and is represented by the mean value of the lower and upper bound of the interval. Thus, each floating point number is represented by the closest quantized value (symbol), according to the nearest neighbor rule. Figure 3 shows the probabilities Pi of appearance in the hybrid 3D shape descriptor, of the first 1024 symbols. The probability of each symbol was computed by counting its frequency from the set of descriptors of the datasets used in the experiments shown in Section 5. The overall probability of a coefficient to be quantized to one of the first 1024 symbols is more than 99,9%, while the probability of each remaining symbol is less than P0 = 10−6 . Thereupon, we use only 10 bits to encode 210 quantized symbols and the last symbol (i=1024) is used to cover the [1023∆, 1] space. After this, the hybrid descriptor requires 40704∗10 8∗1024 ' 50 Kbytes. While scalar quantization is a lossy compression method, the employed quantization scheme does not affect the discrimination ability of the hybrid descriptor. In particular, by



To compare the descriptors s1 and s2 of two models we adopt the following schema to compute their distance: Dist(s1 , s2 ) = dist2D f + dist3D f



(8)



where dist2D f and dist3D f is the distance between the 2D and 3D features, respectively, denoted as:    j j dist2D f = min j L1 2D f1 , 2D f2    j j dist3D f = min j L1 3D f1 , 3D f2 (9) where j ∈ {CPCA, NPCA} and L1 is the Manhattan distance between the corresponding features. 4. Feature Compactness Using two kinds of features (2D and 3D), as well as two different aligned versions of a 3D model for each kind, the issue of the descriptor’s storage requirements is raised. In particular, the 2D features is a set of KxK = 48 ∗ 48 = 2304 coefficients for each of the six depth buffers, for each c The Eurographics Association 2008. 



Figure 3: Probabilities Pi of quantized values of the hybrid features (Po = 10−6 ).
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evaluating the performance of the hybrid descriptor with and without scalar quantization the difference in average precision was less than 0.5%, which is negligible taking into account the achieved reduction in storage requirements. To further reduce the size of the hybrid descriptor, we code the selected symbols using Huffman coding [PS02] which considers the probability of each symbol in order to assign a bit sequence whose length is inversely proportional to the symbol’s probability. In Table 1, the Huffman codes for the first and last 3 symbols are shown. Using the computed Huffman codes, we take 2, 373 bits per coefficient on average, or equivalently, 11,79 KBytes per descriptor. Thus, we achieve an average compression ratio c = (159 − 11, 79)/159 ' 92, 6%. Huffman coding is a lossless compression method, nevertheless, coding and decoding the symbols adds computational cost. In our case, the overall cost of employing Huffman coding was dominated by the hard disk access time, therefore, the overall time complexity of object retrieval is not considerably affected. Table 1. Huffman codes of the first and last 3 symbols of the hybrid descriptor. Symbol i 1 2 3 .. . 1022 1023 1024



Computed Huffman code 1 00 0110 .. . 0100100000010111110 0101010101111000010 0111110011



5. Experimental Evaluation In this section, we give the results of an extensive evaluation of the proposed Hybrid descriptor and compare it against other state-of-the-art methods. We tested the performance using the following 3D model datasets: (i.) The test set of the Princeton Shape Benchmark (PSB) (907 models) [SMKF04]. (ii.) The classified set of the National Taiwan University Benchmark (NTU) (549 models) (http://3D.csie. ntu.edu.tw/). (iii.) The classified set of the CCCC set (472 models) (http://merkur01.inf.uni-konstanz.de/CCCC/). (iv.) The MPEG-7 set (1300 models) (http://merkur01. inf.uni-konstanz.de/CCCC/). (v.) The Engineering Shape Benchmark (ESB) set (866 models) [JKIR06].



Figure 4: Precision-recall plot showing the perfomance of the 2D features when using either CPCA or NPCA for rotation normalization compared to the usage of both methods.



models to the total number of relevant models while precision is the ratio of relevant to the query retrieved models to the number of retrieved models. In Figure 4, we show the increased performance of the 2D features when using both CPCA and NPCA to alleviate the rotation invariance problem compared to using either one of the two alignment methods. In Figure 5 we show the complementarity in the discrimination power between the selected 2D and 3D features. In Figure 5 (a), the vertical axis shows the difference between the Discounted Cumulative Gain (DCG) score of the 3D and 2D features for the NTU dataset. The DCG score is a commonly used quantitative performance measure [SMKF04] which is computed by weighing correct results according to their position in the retrieval list (the maximum score is 100%). The horizontal axis is an id-number corresponding to a specific class of 3D models as shown in Figure 5 (b). From Figure 5, we can conclude that the chosen 2D and 3D features have a complementary behavior, that is, there are classes where the 3D features are more discriminative than the 2D features and vice versa. This is also true for the rest of the datasets. Therefore, using both the selected 2D and 3D features is a meaningful choice that produces an effective hybrid descriptor. We compare the proposed hybrid descriptor against the following state-of-the-art descriptors:



The datasets (i)-(iv) are generic while the last dataset is a domain specific case consisting only of engineering models.



1. The Light Field (LF) descriptor [CTSO03]. 2. The spherical harmonic representation of the Gaussian Euclidean Distance Transform (SH-GEDT) descriptor [KFR03]. 3. The DSR472 descriptor [Vra04].



To depict the performance we use precision-recall diagrams. Recall is the ratio of relevant to the query retrieved



Each descriptor was computed using the executables that the authors provide at their web-pages. c The Eurographics Association 2008. 
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Figure 5: (a) Difference between the DCG of the 3D (3df) and 2D (2df) features, among the classes of the NTU dataset; (b) The correspondence between class ids and class names.



In Figure 6 (a), we give the precision-recall diagrams comparing the proposed Hybrid descriptor against the other descriptors in the generic datasets and in Figure 6 (b) we show the performance for the case of engineering models. It is evident that the average precision of the proposed Hybrid descriptor is significantly higher compared to the other methods in all generic datasets as well as in the ESB dataset. To further quantify the performance of the compared methods, we use the following quantitative measures: • Nearest Neighbor (NN): The percentage of queries where the closest match belongs to the query’s class. • First Tier (FT) : The recall for the (k − 1) closest matches were k is the cardinality of the query’s class. • Second Tier (ST) : The recall for the 2(k − 1) closest matches were k is the cardinality of the query’s class. The above measures range from 0%-100% and higher values indicate better performance. In table 2, we give the respective scores of each method for the datasets of Figure 6. Apparently, the proposed Hybrid descriptor outperforms all compared methods with respect to the quantitative measure scores as well. The proposed Hybrid descriptor has the additional advantage of short extraction and comparison times. Using a 2.0 c The Eurographics Association 2008. 



Figure 6: Precision-recall plots of the proposed Hybrid, DSR472, LF and SH-GEDT descriptors for: (a) The MPEG7, PSB, CCCC and NTU datasets and (b) the ESB dataset.



Ghz AMD CPU, the average extraction and one-to-one comparison time is 1.05 s and 0.17 ms, respectively. 6. Conclusions In this paper, a 3D object retrieval method is proposed that uses 2D features extracted from a depth buffer-based representation and 3D features from the spherical harmonics transformation of a spherical functions-based representation. The 3D model is normalized for rotation using two alternative alignment methods, namely CPCA and NPCA. The hybrid features are compressed using scalar quantization and Huffman coding. The result is a highly compact descriptor that achieves top performance as demonstrated through an extensive evaluation against state-of-the-art descriptors on standard datasets. 7. Acknowledgement This research was supported by the Greek Secretariat of Research and Technology (PENED "3D Graphics search and retrieval" 03 E∆ 520).
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Table 2. Quantitative measures scores of the proposed Hybrid, DSR472, LF and SH-GEDT method for the MPEG7, PSB, CCCC, NTU and ESB dataset. Dataset MPEG-7



PSB



CCCC



NTU



ESB



Method Hybrid DSR472 LF SH-GEDT Hybrid DSR472 LF SH-GEDT Hybrid DSR472 LF SH-GEDT Hybrid DSR472 LF SH-GEDT Hybrid DSR472 LF SH-GEDT



NN (%) 86.1 86.4 86.0 83.7 74.2 65.8 64.2 55.3 87.4 82.8 79.8 75.7 76.2 71.9 70.0 58.8 82.9 82.3 82.0 80.3



FT (%) 59.6 57.7 53.8 50.3 47.3 40.4 37.5 31.0 60.2 55.6 50.2 45.9 46.6 42.7 39.0 33.9 46.5 41.7 40.4 40.1



ST (%) 70.7 67.7 63.8 59.4 60.6 51.3 48.4 41.4 75.8 70.0 63.1 59.9 59.1 55.4 50.1 46.3 60.5 55.0 53.9 53.6
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