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3rd International Workshop on Pattern Recognition for Healthcare Analytics Rationale Health care industry is very rapidly evolving mostly driven by overarching goals of cost reduction and improvement in quality of care. With growing costs and rising populations comes an inevitable paradigm shift towards accountable care where organizations are focusing on cost reduction, standardized care and quality improvement like never before. In addition, with the information overload in clinical literature coupled with the difficulty in extrapolating evidence from clinical trials to real world settings, providers find it difficult to select appropriate therapy for each patient. There is strong focus in health care in improving operational performance and adopting technology-enabled process improvements. In addition, the hard boundaries between entities like care providers, payers and life sciences organizations are slowly giving way to increased collaboration and shift in roles duly enabled by sharing of real world practices and operational data. It is possible to address many of these challenges by emulating and implementing best practices in health care by analyzing large amount of available information (extensive electronic health records recording patient conditions, diagnostic tests, labs, imaging exams, genomics, proteomics, treatments, outcomes, claims, financial records, clinical guidelines and best practices etc.). This data contains tremendously valuable hidden information relevant both for clinical and non-clinical decision support. At the heart of healthcare analytics is the ability to recognize (identify, classify and discover) patterns from the plethora of information available. As such, pattern recognition plays a pivotal role in the future of healthcare, specifically in healthcare analytics. However, with the opportunities come challenges unique to the healthcare market. The healthcare sector creates large amounts of data, from various sources in diverse formats, often incomplete and contradictory. Data is highly fragmented, extremely noisy, sparse and often not randomly missing. Even when clinical data are in digital form, they are usually held by an individual provider and rarely shared due to privacy concerns. Yet another grand challenge is the regulatory approval for any patient care related discovery or innovation. More recently, all of this has gained significant traction and researchers have been trying to address these problems. However, the problems are not yet fully understood and the technology is far from mature. Purpose of the Workshop This is the third of a series of workshops. The purpose of this workshop is to bring together pattern recognition and healthcare researchers interested in healthcare analytics and applications of pattern recognition in this field. The goal of the workshop will be to bridge



the gap between the theory of pattern recognition and the applications and needs of the healthcare community. There will be exchange of ideas, identification of important and challenging applications and discovery of possible synergies. The emphasis will be on the mathematical and engineering aspects of pattern recognition and how it relates to practical medical problems. The workshop program will consist of presentations by invited speakers from both pattern recognition and healthcare and by authors of papers submitted to the workshop. In addition, there will be a panel discussion to identify important problems, applications and synergies between pattern recognition and healthcare analytics disciplines. The intended audience of the workshop includes pattern recognition researchers interested in solving healthcare analytics problems, as well as the healthcare community in general including payers, providers and researchers. IWPRHA Workshop Chairs Faisal Farooq, IBM USA Jianying Hu, IBM USA Stein Olav Skrøvseth, University Hospital of North Norway Rogerio Abreu De Paula, IBM Brazil



Extracting Important Factors of Prescribing Medicine by Data Analysis of Health Checkup and Tele-Medical Intervention Program in Developing Countries Yasunobu Nohara, Min Hu and Naoki Nakashima Kyushu University Hospital 3-1-1 Maidashi Higashi-ku Fukuoka, Japan 812–8582 Email: [email protected] Abstract—Clinical decision-making is one of the important jobs for doctors. Doctors need to collect various information to make clinical decision. Only doctors can make clinical decisions; however, other clinical staffs such as nurses can collect information for decisions. If we can collect various information in advance for decision making by doctors, doctors can reduce their time for collecting data. The purpose of this paper is to show what kind of information is important for making clinical decisions and how the information relates to the decision using prescription data. We analyze the prescription data of 4543-subjects of the health checkup and tele-medical intervention program in Bangladesh. We generate a prediction model whether the each of 51medicines is prescribed or not using 5427 explanatory variables using a tree based machine learning algorithm and extracts important factors related to the prescribing each medicine. We also show how the variable relates to prescribe drugs and discuss pre-data collection methods for improving the intervention program.



1. Introduction In a developing county, its health and medical infrastructure has many problems. It is difficult for people especially lived in rural area to access a medical service. On the other hand, the mobile network spread rapidly in developing countries. Health consultancy over mobile phone is becoming popular in developing countries such as Bangladesh and provides an alternative solution for partial healthcare delivery. We developed an eHealth system named the Portable Health Clinic (PHC) [1]. PHC comprises a set of sensor devices in an attache case, a data transmission system linked to a mobile network, and a data management application. The system provide health checkup services, even in rural areas of developing countries. We included a teleconsultation service using Skype over the mobile network to gather data on health. There were 16,741 subjects assessed at the first health checkup and we provide remote medical care using Skype for 4,543 subjects. Although the activity of PHC produces good evidence for improving the health of the patients [1], there is a problem that cost of doctors accounts for a large percentage



of the total cost of the project because their salary are relatively higher than other health staffs. Clinical decisionmaking is one of the important jobs for doctors and only doctors can do the job. Doctors need to collect various information such as examination outcomes of patients in order to make clinical decision. Unlike decision-making, other clinical staffs such as nurses can collect information for decision making. If we can collect various information in advance for decision making by doctors, doctors can reduce their time for collecting data. As the result of the pre-data collection, doctors can make a diagnosis for more patients during the same time frame. It leads to a reduction of cost of medical care. The purpose of this paper is to show what kind of information is important for making clinical decisions and how the information relates to the decision using prescription data of 4543-subjects of the PHC program. In our analysis, we generate a prediction model whether the medicine is prescribed or not using 5427 explanatory variables using a tree based machine learning algorithm and shows which variables are related to the prescription of each medicine. These variables are also important information for doctors to make clinical decisions. We also show how the variable relates to prescription and discuss pre-data collection methods for improving the intervention program.



2. Methods 2.1. Data collection procedure We developed an eHealth system named the Portable Health Clinic (PHC) [1]. PHC comprises a set of sensor devices in an attache case, a data transmission system linked to a mobile network, and a data management application. We provided a healthcare service for the study, including a health checkup using sensor devices in PHC, data storage in the call center, a health report and healthcare guidance according to the situation of individuals, and a tele-consultation with a doctor in the medical call center. At first, the subject underwent the health checkup with the sensor devices in PHC. Sensor devices and an Android tablet were connected wirelessly and result were stored in the tablet. Subjects were automatically categorized 4 risk



groups, graded from green to red according to stratification rules called B-logic. After the health checkup, we provided tele-medical intervention for orange- and red-grade subjects via mobile network contact (Skype) with the medical call center in Dhaka. The staff setup special rooms for teleconsultations at checkup sites and assisted subjects to communicate with remote doctors in Dhaka. Doctors had access to the results of health checkups via the internet, and they were able to provide advice on disease management and encourage subjects to visit a clinic. Where required, the doctors could send a tele-prescription for anti-hypertensive medication via the network. In our program, subjects who received a tele-prescription could visit their local pharmacy to purchase medication. We conducted a field study from July 2012 to March 2014 (first year: July 2012-February 2013; second year: June 2013-March 2014) in 5 rural villages and 5 factories/offices in Bangladesh. There were 16,741 subjects assessed at the first health checkup and we provide remote medical care using Skype for 4,543 subjects, who were categorized orangeand red-grade. There are 51 generic name medicines which were prescribed more than 50 times in the study. We predict whether each drug is prescribed or not as outcome.



2.2. Explanatory variables We use 5427-variables as explanatory variables for predicting prescribing medicines. There are four types of explanatory variables as follows. 2.2.1. Profile and measurement result [49-variables]. Subject profile contains sex, age, site ID (15-sites), site type (rural, sub-urban, urban) and date of checkup. Measurement items are waist, hip, waist hip ratio, height, weight, BMI, systolic blood pressure, diastolic blood pressure, blood sugar (BS), BS type (postprandial or fasting) , urine protein, urine sugar, urin urobillinogen, pulse rate, arrythmia, body temperature and SpO2. Each measurement result are classified 4-colors by a specific diagnosis rules (B-logic) and these colors are also used as explanatory variables. 2.2.2. Interview sheet [186-variables]. Before getting a remote diagnosis by a doctor, subjects are interviewed by a local staff. Interview is done in accordance with a interview sheet. The interview sheet contains 31-questions about occupation, present symptoms, past diseases, medication, smoking, weight change, exercise, walking speed, eating behavior, sleeping, the desire to have a healthy lifestyle, drug allergy and surgical history. Since some questions are given in a multiple-choice format and encoded to one-of-K coding, there are 186 variables in the sheet. 2.2.3. Chief complaint text [4429-variables]. Chief complaint (CC) is the primary symptom that a patient states. We extract n-gram (n = 1, · · · , 5) from CC text and count the number of each n-gram, where the frequency is larger than 6 (=0.1% of the total record). n-gram is a sequence



Figure 1. Part of drug hierarchical classification system including paracetamol.



of n-words. For example, 2-gram (or bigram) is a twoword sequence like ‘chest pain’. The number of 1-gram (or unigram) is 547, and that of 2-gram, 3-gram (or trigram), 4gram and 5-gram are 1233, 1203, 881 and 565, respectively. The total number of n-gram is 4429. 2.2.4. Simultaneously prescribed drug, SPD [763 variables]. Several types of drugs may be prescribed for one patient. In order to predict prescription of a drug, we use other drug information that is prescribed at the same time. A drug may be classified by the chemical type of the active ingredient or by the way it is used to treat a particular condition. Figure 1 shows a part of the drug classification system used in Bangladesh [2] including paracetamol. For example, ‘ACE’ is a brand name of Paracetamol and belongs to Non-opioid analgesic drug class. ACE also belongs to analgesics and antipyretic drug category. We use all categorical information for analysis, that is, if ‘ACE’ is one of the simultaneously prescribed drugs, then ‘ACE’(brand name), ‘Paracetamol’(generic name), ‘Non-opioid analgesic’(drug class) and ‘analgesics and antipyretic’(drug for) are set to TRUE as explanatory variables. Since simultaneously prescribed drug (SPD) may include information about clinical decisions made by doctors, some analysis may difficult to use for pre-data collection. We discuss this problem in Section 4.



2.3. Analysis methods Since non-linear relationship exists in medical data and feature importance helps to interpret the relationship, we use gradient boosting decision tree (GBDT) [3], one of the tree based machine learning algorithms for making prediction model. GBDT also includes feature selection mechanism and is robust with many explanatory variables. In our analysis, we generate a prediction model whether the medicine is prescribed or not using 5427 explanatory variables using GBDT and shows which variables are related to the prescription of each medicine and how the variable relates.



2.3.1. Bootstrapping and validation. In order to estimate the accuracy of prediction models, we use a bootstrapping method. Given a data set D of size n, we generate training data set Dt of size n by randomly sampling from D uniformly and with replacement. Dt is expected to have (1 − e−1 ) ≃ 63.2% unique samples. The rest of the data D − Dt , whose expected size is e−1 ≃ 36.8% of n, is used as validation set Dv . We use holdout validation method to avoid overfitting, that is, built a prediction model using training data set Dt and evaluate the accuracy of the model by area under curve (AUC) using validation data set Dv . Since GBDT is one of the decision tree models, we also calculate the importance of each variable. We repeat this sequence 20 times and aggregate results by calculating mean of AUCs and variable importances. This meta-algorithm, what is called ‘bagging’, reduces variance and helps to avoid overfitting. 2.3.2. Partial dependence plot. A variable importance shows the strength of association between explanatory variables and the outcome; but does not show how they relates. A partial dependence plot (PDP) is a visualization method for high-dimensional function proposed by Friedman [3], and useful to show the relationship between them. Let f (·) be an outcome of a predictor and let xi be a target explanatory variable. Then, Fi (x), the definition of PDP is given as Equation(1). Fi (x) =



N 1 ! f (xj1 , · · · , xji−1 , x, xji+1 , · · · , xjp ) N j=1



(1)



We can interpret Equation(1) as a predicted mean effects of xi supposing all subjects’ xi are changed to a particular value x. Since the same data set except for the target explanatory variable is used to calculate Fi (xa ) and Fi (xb ) for two particular values xa and xb , the difference between Fi (xa ) and Fi (xb ) shows the effect for changing the target explanatory variable from xa to xb . In other words, Fi (x) is a predicted pure outcome against the explanatory variable xi removing effects of other explanatory variables [4]. We use the PDP to interpret the effect of the target explanatory variable.



3. Results We generated prediction models whether the each of 51medicines is prescribed or not using 5427 explanatory variables using GBDT and extracts important factors related to the prescribing each medicine. Table. 1 shows AUCs of each prediction models. We analyze this result from three points of views: the most frequently prescribed drugs, the most predictable drugs with/without simultaneously prescribed drug.



3.1. The most frequently prescribed drug Paracetamol, also known as acetaminophen is the most frequently prescribed drugs in the study (N=570). Parac-



Figure 2. Variable importance plot of prescribing paracetamol. Important variables for predicting paracetamol have high gain



etamol is used for ‘analgesics and antipyretic’ and belongs to ‘Non-opioid analgesic’ drug class. The area under curve (AUC) of predicting paracetamol is 0.931 and indicates high prediction accuracy. Figure 2 shows the variable importance plot of paracetamol. In the variable importance plot, variables with high gains is useful for predicting and indicates highly related to the outcome. Figure 2 shows ‘. back’, ‘headache’ and ’fever’ in CC text are highly related to prescribing paracetamol. Prescribing Non-Steroidal AntiInflammatory Drugs (NSAIDs) and body temperature are also related to prescribing paracetamol. Figure 3 are partial dependence plots and show the relationships of these variables against the outcome. In the figure, lightness lines show PDPs of each bootstrapping trial and the bold line shows their mean. Figure 3-(a)&(b) indicates that descriptions of ‘. back’ and ‘headache’ in CC text increase a risk of prescribing paracetamol. ‘. back’ in CC text (n=160) means ‘. back pain’ except for one records (n=159). Since paracetamol has antalgic effect, we assume that doctors prescribed the drug to patients with back pain or headache. The reason why dot(.) exists in importance variable is distinguishing ‘back pain’ and ‘low back pain’. In the bigram, we cannot distinguish ‘back pain’ and ‘low back pain’ but we can distinguish ‘. back pain’. and ‘low back pain’. Therefore, ‘. back’ is selected as importance variables. Figure 3-(c) shows that prescribing NSAIDs reduces a risk of prescribing paracetamol. Drugs classified as NSAIDs have analgesics and antipyretic effect as paracetamol. We assume that doctors prescribe either NSAIDs or paracetamol but not both for analgesics and antipyretic effects. Therefore, patients who are prescribed NSAIDs have low possibility of prescribing paracetamol. Figure 3-(d) shows that high body temperature (about ≥ 37 degrees Celsius) increases a risk of prescribing paracetamol. We assume that doctors prescribed the medicine for antipyretic action.



(a) ‘. back’ in CC text.



(b) ‘headache’ in CC text



(c) Prescribing NSAIDs



(d) Body temperature



Figure 3. Partial dependence plot for prescribing paracetamol. (a)&(b)Description of ‘. back’ and ‘headache’ in CC text increases a risk of prescribing paracetamol. (c)Prescribing NSAIDs reduces a risk of prescribing paracetamol. (d)More than 37 degrees Celsius of body temperature increases a risk of prescribing paracetamol.



Figure 4. Patial dependence plot for oral hypoglycemic drugs against blood sugar. The thresholds of prescribing drugs are vary for different types of drugs.



3.2. The most predictable drags without using SPD Top 3 drags whose AUC is high and predictable without using simultaneously prescribed drug information are gliclazide (AUC=0.964, n=84), metformin (AUC=0.951, n=220) and glimepiride (AUC=0.944, n=54). Since these three drugs are oral hypoglycemic drugs, blood sugar and urine sugar are highly related to prescribing drugs. Figure 4 shows partial dependence plot of oral hypoglycemic drugs against blood sugar. The thresholds of prescribing drugs are vary for different types of drugs. The plot indicates gliclazide is relatively weak drug and prescribed to patients with relatively low blood sugar(about ≥140mg/dl ). On the other hand, metformin hydrochloride is a strong drug and prescribed to patient with high blood sugar (about ≥170mg/dl ). One of the authors of this paper is a specialist doctor on diabetes. Although we only use data in the study without



Figure 5. Variable importance plot of prescribing diclofenac sodium



prior information, the analysis results fit his clinical experience.



3.3. The most predictable drags with SPD Top 6 drags whose AUC is high using simultaneously prescribed drug information includes gliclazide (AUC=0.971, Top1), metformin (AUC=0.957, Top4) and glimepiride (AUC=0.950, Top6), described in the previous sub-sections. Other top 6 drugs are diclofenac sodium(AUC=0.960, n=149 , Top2), indomethacin (AUC=0.957, n=98, Top3) and aceclofenac (AUC=0.952, n=125 , Top5). These three drugs belong to ‘Drugs for Inflammation and Rheumatic Diseases’ (Drug class) and ‘NSAIDs’ (Drug for) block. Figure 5 shows the variable importance plot of diclofenac sodium. ‘joints .’ and ‘joints’ in CC text are highly related to prescribing the drug. PDPs of these words indicate that descriptions of ‘joints .’ and ‘joints’ in CC text increase a risk of the prescribing of diclofenac sodium. Diclofenac sodium has antalgic effect then we presume that doctors prescribed the drug to patients with joint pain. Figure 5 also shows information about SPDs of ‘MYOLAX’ (Drugs for muscle relaxants) and ‘OSTOCAL D’(Calcium & vitamin-d combined preparations) are highly related to prescribing the drug and PDPs shows that prescribing these drugs increase a risk of prescribing diclofenac sodium. Since MYOLAX is a drug for muscle relaxants and ‘OSTOCAL D’ makes bones stronger, these SPDs indicate subjects have problem about joints. Therefore, we presume that doctors prescribed the drug to patients with joint problem.



4. Discussion Since simultaneously prescribed drug (SPD) may include information about clinical decisions made by doctors, some analysis may difficult to use for pre-data collection. There are two cases in which SPD information increase the accuracy of the prediction. One case is that the several medicines are prescribed at the same time. For example,



some kinds of drugs damage the stomach and a stomach medicine is prescribed simultaneously with these drugs. In this case, SPD includes information about clinical decisions and cannot be used for pre-data collections. However, this information is useful at the time of formulation because the system can propose prescribing drugs for doctors after doctors chooses correspondent drugs. The other case is that some medicines are not prescribed at the same time. If taking drug-A with drug-B is contraindicate, these drugs must not be prescribed at the same time. In this example, SPD includes doctors’ decisions. For another example, drug-A and drug-B have similar effects and either drug-A or drug-B but not both is prescribed by the doctor. In this similar effect case, it does not make any difference between two drugs and SPD information is used for only choosing which of two drugs. Therefore, SPD in this similar effect case includes doctors’ decisions; however, it can use for pre-data collection. In section 3, we showed what kind of information is important for prescribing drugs and how the information relates to prescribe drugs. Although we analyzed prescription data without using prior medical knowledge, the result includes common knowledge such that Paracetamol is used for preventing pain. Our method works well in Bangladesh whose medical infrastructure is different from that of advanced countries. The method is useful for understanding clinical decisions such as prescribing drugs and facilitating the comparison of different countries, organizations, etc.



to the prescribing each medicine. These variables are also important information for doctors to make clinical decisions. This result enables pre-data collection by other clinical staff such as nurses. Doctors can make a diagnosis for more patients during the same time frame and it leads to reduce the cost of medical care.



Acknowledgments This research has been supported by the Funding Program for World-Leading Innovative R&D on Science and Technology “Development of the fastest database engine for the era of very large database and experiment and evaluation of strategic social service enabled by the database engine”. The authors appreciate this support.



References [1]



Yasunobu Nohara, Eiko Kai, Partha Pratim Ghosh, Rafiqul Islam, Ashir Ahmed, Masahiro Kuroda, Sozo Inoue, Tatsuo Hiramatsu, Michio Kimura, Shuji Shimizu, Kunihisa Kobayashi, Yukino Baba, Hisashi Kashima, Koji Tsuda, Masashi Sugiyama, Mathieu Blondel, Naonori Ueda, Masaru Kitsuregawa and Naoki Nakashima, “A Health Checkup and Tele-Medical Intervention Program for Preventive Medicine in Developing Countries: A Verification Study”, Journal of Medical Internet Research, Vol. 17, No. 1, p. e2, DOI: 10.2196/jmir.3705, Jan. 2015



[2]



BDdrug.com, http://www.bddrugs.com/



[3]



Friedman JH. Greedy Function Approximation: A Gradient Boosting Machine. The Annals of Statistics Vol. 29, No. 5, pp. 1189-1232, Oct. 2001



[4]



Yasunobu Nohara, Yoshifuru Wakata and Naoki Nakashima, “Interpreting Medical Information Using Machine Learning and Individual Conditional Expectation”, Proceedings of the 15th World Congress on Medical and Health Informatics (MedInfo2015), p.1073, Aug. 2015



[5]



Eiko Kai, Ashir Ahmed, Sozo Inoue, Atsushi Taniguchi, Yasunobu Nohara, Naoki Nakashima and Masaru Kitsuregawa, “Evolving Health Consultancy by Predictive Caravan Health Sensing in Developing Countries”, 2014 ACM UbiComp Workshop on Smart Health Systems and Applications, pp. 1225-1232, Sep. 2014



[6]



Yukino Baba, Hisashi Kashima, Yasunobu Nohara, Eiko Kai, Partha Pratim Ghosh, Rafiqul Islam, Ashir Ahmed, Masahiro Kuroda, Sozo Inoue, Tatsuo Hiramatsu, Michio Kimura, Shuji Shimizu, Kunihisa Kobayashi, Koji Tsuda, Masashi Sugiyama, Mathieu Blondel, Naonori Ueda, Masaru Kitsuregawa and Naoki Nakashima, “Predictive Approaches for Low-Cost Preventive Medicine Program in Developing Countries”, Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp. 1681-1690, Aug. 2015



[7]



X. Mi and H. Ikeda and F. Nakazawa and H. Matsuoka and E. Kataoka and S. Hamaya and H. Odaguchi and T. Ishige and Y. Ito and A. Wakasugi and T. Kawanabe and M. Sekine and T. Hanawa and S. Yamaguchi, “Prescription Prediction towards Computer-Assisted Diagnosis for Kampo Medicine”, International Conference on Computer Application Technologies (CCATS) 2015, pp.126–131, Aug. 2015



[8]



Cristina Soguero-Ruiz, Inmaculada Mora-Jim’enez, Jose’ Luis RojoA’ lvarez, Kristian Hindberg, , Fred Godtliebsen, Kim Mortensen, Arthur Revhaug, Rolv-Ole Lindsetmo, Stein Olav Skrvseth, Knut Magne Augestad and Robert Jenssen, “Feature selection using Kernel Component Analysis For Early Detection Of Anastomosis Leakage ”, Proc. of 2nd International Workshop on Pattern Recognition for Healthcare Analytics, Aug. 2014



5. Related work In the Bangladesh study, some paper uses the same data for various purposes. Kai et al. [5] tries to predict advices of prescription using liner model. Baba et al. [6] made a predictor for high blood sugar. Since the cost of measuring of blood sugar is expensive, the predictor can reduce the cost of the health checkup. They also tried to predict prescribed medicine without CC text; however, they only considered the prediction result and the reasons of these results were not discussed. A machine learning is used for some medical purposes. Mi et al. [7] made a prediction models using machine learning algorithms for prescription prediction. Ruiz et al. [8] try to extract factors related to anastomotic leak using support vector machine (SVM). Zeevi et al. [9] used GBDT to predict patients’ postprandial glycemic responses from 800-person cohort. The predictor integrates dietary habits, physical activity and gut microbiota and enables creating personalized dietary interventions.



6. Conclusion In this paper, we analyzed the prescription data of 4543subjects of the PHC program, a health checkup and telemedical intervention program in Bangladesh. We generated prediction models using gradient boosting decision tree (GBDT) algorithm and extracted important factors related



[9]



David Zeevi, Tal Korem, Niv Zmora, David Israeli, Daphna Rothschild, Adina Weinberger, Orly Ben-Yacov, Dar Lador, Tali AvnitSagi, Maya Lotan-Pompan, Jotham Suez, Jemal Ali Mahdi, Elad Matot, Gal Malka, Noa Kosower, Michal Rein, Gili ZilbermanSchapira, Lenka Dohnalov, Meirav Pevsner-Fischer, Rony Bikovsky, Zamir Halpern, Eran Elinav and Eran Segal,“Personalized Nutrition by Prediction of Glycemic Responses”, Cell, Vol. 163, Issue 5, pp.10791094, Nov. 2015



[10] Daisuke Ichikawa, Toki Saito, Waka Ujita and Hiroshi Oyama,“How can machine-learning methods assist in virtual screening for hyperuricemia? A healthcare machine-learning approach”, Journal of Biomedical Informatics, Vol. 64, pp. 20-24, Dec. 2016



TABLE 1. L IST OF GENERIC MEDICINE NAME PRESCRIBED MORE THAN 50 TIMES IN THE STUDY AND ITS AUC S . N UMBERS IN BRACKETS MEAN THEIR RANK IN EACH COLUMN



Generic Name paracetamol esomeprazole bromazepam Ranitidine omeprazole multivitamin/multimineral Ferrous fumerate ca+vit-d vit-b amlodipine domperidone maleate metformin hydrochloride ciprofloxacin Calcium carbonate flupenthixol dihydrochloride +melitracen hydrochloride tiemonium methylsulfate clonazepam metronidazole ca amitriptyline hydrochloride diclofenac sodium losartan potassium baclofen atenolol+amlodipine propranolol hydrochloride aceclofenac rabeprazole sodium atenolol lactulose concentrate oral solution; tsf indomethacin Ramipril Naproxen sodium dried aluminium hydroxide gel +magnesium hydroxide+simethicone gliclazide elemental iron+folic acid+zinc fexofenadine hydrochloride Glyceryl trinitrate (nitroglycerin) fluconazole Loratadine cetirizine dihydrochloride Glucosamine sulfate+chondroitin sulfate High potency multivitamin pantoprazole sodium sesquihydrate paracetamol+caffeine zinc+vit-b losartan potassium+hydrochlorothiazide tolperisone hydrochloride oral rehydration solution montelukast sodium glimepiride metoprolol tartrate



N= 570(1) 520(2) 493(3) 478(4) 473(5) 458(6) 374(7) 302(8) 283(9) 226(10) 226(10) 220 207 191



AUC with SPD 0.931(10) 0.922 0.846 0.884 0.903 0.836 0.929 0.885 0.827 0.926 0.880 0.955(4) 0.942(8) 0.918



AUC w/o SPD 0.905 0.841 0.825 0.767 0.774 0.838 0.915(9) 0.851 0.808 0.895 0.881 0.948(2) 0.900 0.908



189 182 176 161 151 150 147 141 139 125 125 122 117 111 102 98 91 90



0.763 0.866 0.793 0.927 0.861 0.746 0.949(5) 0.911 0.917 0.921 0.903 0.947(6) 0.893 0.873 0.872 0.961(2) 0.943(7) 0.894



0.784 0.872 0.743 0.865 0.813 0.722 0.915 0.897 0.917(8) 0.899 0.887 0.891 0.789 0.859 0.866 0.943(4) 0.928(5) 0.816



88 84 82 82 81 77 71 69 67 67 65 64 63 60 60 57 56 54 53



0.854 0.971(1) 0.844 0.854 0.926 0.876 0.835 0.833 0.912 0.873 0.784 0.925 0.916 0.940(9) 0.891 0.881 0.899 0.956(3) 0.916



0.784 0.963(1) 0.838 0.885 0.900 0.851 0.886 0.833 0.922(7) 0.854 0.638 0.903 0.915(10) 0.923(6) 0.820 0.898 0.888 0.944(3) 0.904



Nucleus-based Cell Classification in Cervical PAP Smear Images using a Decision-Tree Krati Gupta, Srishti Gautam, Arnav Bhavsar and Anil K. Sao School of Computing and Electrical Engineering Indian Institute of Technology Mandi Mandi, HP, India 175005 Email: [email protected], [email protected], arnav/[email protected] Abstract—We propose a novel framework for classification of PAP-smear cervical cell-types. The work is based upon two important viewpoints. First, we propose to utilize only nucleusbased and biologically motivated cell characteristics, rather than complete cell-based features. This enables us to avoid the complexities arising in cytoplasm segmentation. Secondly, realizing that the abnormal classes involve less number of subtypes, we pose our problem into a decision-tree based hierarchical structure. We show that our approach yields very high classification rate with very simple, efficient and small feature set, and using less number of training samples. This demonstrates that only using nucleus features can also prove useful, given a good classification framework. The work also emphasizes on some important aspects such as comparison with non-hierarchical approach and considerations on True-Positive Rates (TPR) at each stage in decision-tree. We have demonstrated the results of the proposed work using the Herlev dataset, which contains pre-segmented nuclei regions.



I. I NTRODUCTION Cervical cancer is one of the most common form of cancer among women worldwide, caused by Human Papilloma Virus (HPV) [1], [2], [3]. Papanicolaou test or PAP-smear test is a widely used screening technique [4], to detect the precancerous and cancerous lesions in affected individuals. This screening manifests morphological changes in nuclear and cytoplasmic regions of cervical cells that depicts different stages of cancer and observed in microscopic images of PAP-smears [4], [5]. The pre-cancerous lesions express a long duration to manifest cancerous deteriorations, so it can be prevented by early screening and detection [2], [6]. Conventionally, the manual observation of morphological changes in microscope is time-consuming, tedious, and can be erroneous. Hence, research in this area largely concerns implementation of a CAD system to aid the manual identification process [7]. Our study is also focused on designing a prototype of an efficient and reliable classification algorithm for PAP-smear images. Till now, researchers have largely focused on the cervical cell image segmentation and classification, consisting of freelying single cell or multiple cells [4], [8]. All the reported techniques require segmentation of both nucleus and cytoplasmic part in cells, followed by feature extraction from the Region of Interest (ROI) and then finally the classification strategy [9], [10]. However, a big challenge in segmenting cervical cell images is the presence of occluded, clouded and overlapped cells that deviates the perfect segmentation



[11], [12]. Moreover, segmentation of cell nucleus is rather easier task as compared to cytoplasm segmentation. Noticing this fact, we emphasize on using only nuclear segmented section and avoiding cytoplasm or complete cell based part, incorporated in our classification strategy. This shows that only nucleus-based cell characteristics are self-sufficient for the required task. We employ our approach on already segmented dataset but use features from nuclear region only. Our proposed approach is based on the following important considerations: (A) The nucleus segmentation is relatively much less error-prone as compared to cytoplasm segmentation, we stress on using only nucleus-based biologically motivated characteristics. Our classification strategy, not only is simple and efficient in terms of features, but also yields very high classification accuracy. Hence, we can avoid cytoplasm features and in turn segmentation of cytoplasm (further elaborated in Section II A). (B) Our main motivation lies in hierarchical classification, considering first, the classification of normal v/s abnormal classes and finally, the classification among different gradations of abnormal cell classes. Considering the fact that the problem involves less number of classes and few features as compared to traditional pattern recognition tasks, we pose our classification approach as a decision-tree strategy [13]. While decision-tree classifiers have been used for various problems, to our knowledge, their application in this domain is novel. (C) In the decision-tree based approach, the entire classification problem is decomposed into few stages, where we employ a 2-class classification problem at each stage. (D) One important benefit is that the strategy provides the flexibility of using different features for identification of all stages of cervical cancer. Due to the less number of classes, we can afford to hand pick the features, best suited to each stage. Though this is a drawback for general pattern recognition tasks, yet we have opted so, due to the less number of classes. The decision-tree based approach is traditional and extensively used in other pattern recognition and classification tasks but it is quite differently used in our study. To our knowledge, such a study for PAP smear based cell classification, considering the above aspects, has not yet been reported. We have used a publicly available dataset (Herlev dataset) [5], consisting of 917 images, with 242 images as normal and remaining as abnormal cell types. Normal classes consists of superficial, intermediate squamous and columnar cell types.
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Fig. 1. Cervical cells in Herlev’s PAP smear dataset. Row 1 : Normal cell types (a) Superficial Squamous (nsup) original cell, (b) Ground truth of (a), (c) Intermediate Squamous (nint) original cell, (d) Ground truth of (c), (e) Columnar (ncol) original cell, (f) Ground truth of (e). Row 2 : Abnormal cell types (g) Light Dysplasia (lightdys) original cell, (h) Ground truth of (g), (i) Moderate Dysplasia (moddys) original cell, (j) Ground truth of (i), (k) Severe Dysplasia (sdys) original cell, (l) Ground truth of (k), (m) Carcinoma-in-Situ (cis) . original cell, (n) Ground truth of (m).



Cell-type



Name & abbreviation



Number of samples



Normal (N)



Superficial Squamous (nsup) Intermediate Squamous (nint) Columnar (ncol)



74 70 98



Light Dysplasia (lightdys) Moderate Dysplasia (moddys) Severe Dysplasia (sdys) Carcinoma-in-Situ (cis)



182 146 197 150



Abnormal (Ab)



TABLE I D ETAILS OF H ERLEV DATASET.



Similarly, abnormal cell types includes light, moderate, severe and carcinoma-in situ (cis) classes. The abnormality of cells increases from Light Dysplasia to carcinoma-in situ (cis) types. The cis type shows the maximum abnormal characteristics. The dataset consists of already segmented nuclei and cytoplasmic regions. As we focus on only nucleus-based characteristics, so we consider only pre-segmented nuclei regions. In Fig 1, all the normal and abnormal cell types are shown, along with their ground truth segmentation. Table I shows the statistics of Herlev dataset. From now on, we will use the shown abbreviations to address the classes. II. P ROPOSED APPROACH Our proposed approach focuses on the employment of nucleus-based features with decision-tree based classification strategy, whereas existing work has been done with nucleusbased features but with some conventional classifiers [5], [8], [9]. The approach has been applied on the single image dataset. However, the same strategy can be applied on multiple cell images, if nucleus is segmented well. We are considering already segmented ground truth, given along with the images. A. Nucleus-based features As mentioned earlier, it is worth noticing that the cytoplasm segmentation is a non-trivial task and more difficult and errorprone than nucleus segmentation, due to overlapped, occluded and clouded cells and lack of staining differentiability between nucleus and cytoplasm. This may likely result in more



classification errors due to features from incorrect cytoplasm segments, in spite of the more reliable features from better segmented nuclei. Realizing these facts, the work is entirely based on nucleus-based characteristics. This is also corroborated very recently, but using more sophisticated features, as compared to ours [14]. The present study focuses on using simple, biologically motivated features from nucleus region of cells. In cytology literature, the discrimination between different types of cells are based on cell morphology traits. This knowledge is either gathered from pathology studies or directly from pathologists. Such expert knowledge is translated into feature design for automated classification [5]. In this current cervical cancer problem, it is known that nucleus size and chromatin pattern are important discriminating factors, thus resulting in our use of size and appearance features. To capture the discrimination of chromatin pattern, we use texture features. Similarly, nucleus size also increases with the cancerous behavior in cells, so included related shape features from nucleus [15]. The definition of features employed in the proposed work, is as follows: 1) Texture-based features: Texture features are used to observe mainly the variability in chromatin pattern in different degradations of abnormal cell types. These features are as below: • Mean intensity of nucleus Mn : It refers to the mean of the pixel intensities, present inside the nuclear region of cells. • Homogeneity of nucleus Hn : Homogeneity refers to the coarseness of the nucleus [5]. It can be defined as : Hn =



N X N X i=1 j=1



P (i, j) 1 + |i j|



(1)



Here, P (i, j) is the probability of occurrence of a pair of pixel values (i, j). This value is computed from the Gray-Level Co-occurrence Matrix (GLCM) in the nuclear region. N refers to the number of gray levels in the region.



small number of classes, we can easily pose our problem as a decision tree classification. Such type of framework provides us the liberty to use some selected features at each level which work best for that stage. This is because the same set of features may/may not be effective to discriminate the two classes at all classification stages. In this way, given a training and a validation set, we can train select the suitable feature set which yield the best classification at each stage. While the feature selection involves some validation experiments at each node, we can afford this for the present problem, which involves only 7 classes and 5 features. The features used at each stage are specified in Fig. 2, within each block. Fig. 2. Proposed decision-tree based approach of classification of PAP smear images. .



Fig. 3. A subtree of proposed decision-tree based approach of normal cell type classification of PAP smear images. .



2) Shape-based features: Shape and size of nucleus is one of the important perceptual feature, employed by the cytotechnicians. It can be characterized by the following features: • Area of nucleus An : This feature considers the total number of pixels, present inside the nucleus. Based on cervical cancer literature, we can infer that the nucleus size is considerably larger in abnormal cells. That is why, we have extracted area of nucleus to show the size difference between normal and abnormal cells [5]. • Perimeter of nucleus Pn : Pn defines the total number of pixels present in periphery of nuclear region. • Anti-circularity of nucleus Ac : Anti-circularity is used to measure the contour-based nuclear irregularity in degraded cell types. According to literature, this feature better defines the nuclear-boundary irregularity in abnormal cell types [16]. Ac =



(Pn )2 4⇡(An )



(2)



Computation of the above features to characterize the shape, requires that all the images must be captured at same magnification. In addition, the shape-based features are more sensitive of nucleus segmentation as compared to texture based features. B. Classification framework Following the feature-extraction part, we elaborate on our decision-tree based hierarchical framework. Though this technique is well defined yet we emphasize on some salient features in this context. First, we re-emphasize that we have only 3 normal and 4 abnormal cell types. Hence, given the



At the first stage of the decision-tree, we classify each sample among two categories, i.e. normal v/s abnormal. In cell classification, one is often interested in ’Normal v/s Abnormal’, before a finer-grained classification. This justifies the first stage of the decision tree [5]. From a practical perspective, such a coarse devision at the first level is important, as most of the cases in screening are normal. Hence, having a first stage classifying just normal v/s abnormal types, rather than also considering the abnormality grading, would lead to a more efficient mass screening system. In second stage of the tree, the input test sample is classified between the cis class of abnormality and rest of the abnormal types. Here, we clarify that the reason behind building this stage as the second stage is that, as the class cis is highly cancerous, it is clinically considered different from the other pre-cancerous classes. Hence, our classification system first separates the cis test samples from the other abnormal classes (pre-cancerous). Here, note that the selected features (Mn and Ac ) are well suited for classification of normal and abnormal cell types (please refer to the scatter plot of Fig 4(a)). Similarly the features (Pn and Ac ) are best suited at next stage as they are distinct for the cis class. As in Fig. 4(a), we can observe a good level of separability of these features in the example scatter plot of Fig. 4(b). We similarly observe a small overlap with suitable features at the other stages. The third stage of the tree includes the classification between class lightdys v/s remaining classes, with best fitting features here. Similarly the last stage carries out the classification between remaining 2 classes moddys and sdys. In this way, the input test samples will be classified as one of the classes. This type of classification via hierarchical strategy often leads to less overlap between the classes, as it decomposes the overall classification problem into smaller stages, with only the most suitable features being used at each stage. Hence, it leads to a more accurate and reliable classification. For the purpose of classification in this work, we apply the kernel-based Support-Vector-Machine (SVM) [17], [18] at each stage in above mentioned hierarchy. The parameters of kernel are chosen empirically to achieve the best performance.



(a)
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Fig. 4. Scatter plot showing the impact of selected features for (a) Normal v/s Abnormal classes, (b) cis v/s (lightdys+moddys+cis).



Stages Overall Accuracy (%) Worst-case Accuracy (%)



N v/s Ab (Mn & An ) 99.29 99.29



.



cis v/s (lightdys+moddys+sdys) (Pn & Ac ) 99.87 99.16



lightdys v/s (moddys+sdys) (Pn & Ac ) 100 99.16



moddys v/s sdys (Mn & Hn ) 100 99.16



TABLE II OVERALL CLASSIFICATION PERFORMANCE FOR H ERLEV DATASET.



Stage I N v/s Ab



N N 99.34 (120) Ab 0.76 (3) Stage III lightdys v/s (moddys+sdys) lightdys lightdys 100 (91) moddys+sdys 0 (0)



Ab 0.66 (1) 99.24 (334)



(moddys+sdys) 0 (0) 100 (105)



Stage II cis v/s (lightdys+moddys+sdys) cis cis 99.73 (74) (lightdys+moddys+sdys) 0 (0) Stage IV moddys v/s sdys moddys moddys 100 (73) sdys 0 (0)



(lightdys+moddys+sdys) 0.27 (1) 100 (90)



sdys 0 (0) 100 (90)



TABLE III C ONFUSION MATRIX OF THE OVERALL CLASSIFICATION PERFORMANCE OF ALL STAGES . H ERE NUMBERS WITHOUT BRACKETS INDICATE THE % OF CLASSIFIED SAMPLES IN CORRESPONDING STAGES , AND THE NUMBERS IN BRACKETS DENOTE THE ABSOLUTE NUMBER OF CLASSIFIED SAMPLES . A BBREVIATIONS FOR THE CELL CLASSES ARE SHOWN IN TABLE I.



III. E XPERIMENTS AND RESULTS We validate our approach using Herlev dataset. We used only 50% samples from all the classes as training and remaining 50% as the validation set. These are randomized over 10 trials and an average result is reported. As the novelty of our work lies in the decision-tree based classification approach, a comparison with a standard non-hierarchical multiclass classification is also given using the same features and the SVM classifier. The non-hierarchical approaches are already used in the existing works [5], [9], but with different features. Note that such features can also be incorporated in our hierarchical



approach, but we emphasize on using nucleus-based features being sufficient for good classification performance. A. Classification performance of the proposed decision tree method First, we demonstrate the classification accuracy over all data samples using the decision tree based approach. The performance of the decision tree method is demonstrated in Table II for each of the 4 stages. The second row shows the overall accuracy at each stage. Note that the overall accuracies (averaging over true-positives and true-negatives) are quite high (close to 100 %) at all stages.



Classes Non-hierarchical approach Decision-tree based approach (Worst-case Accuracy)



nsup 87.57 99.34



nint 84.29 99.34



ncol 64.9 99.34



lightdys 74.84 99.34



moddys 29.73 99.34



sdys 53.27 99.34



cis 61.60 99.21



TABLE IV C OMPARISON OF CLASSIFICATION ACCURACIES BETWEEN DECISION - TREE BASED AND CONVENTIONAL ( NON - HIERARCHICAL ) APPROACH (7- CLASS CLASSIFICATION APPROACH ).H ERE ALL VALUES ARE IN %.



Classes Non-hierarchical approach Decision-tree based approach (Worst-case Accuracy)



Normal 75.04 99.34



lightdys 70 99.34



moddys 23.43 99.34



sdys 58.16 99.34



cis 45.95 99.21



TABLE V C OMPARISON OF CLASSIFICATION ACCURACIES BETWEEN DECISION - TREE BASED AND CONVENTIONAL ( NON - HIERARCHICAL ) APPROACH (5- CLASS CLASSIFICATION APPROACH ). H ERE ALL VALUES ARE IN %.



The last row in Table II shows the worst-case accuracy, which considers the error propagation in the decision tree. The approach and its reasoning for computing the worst case accuracy is as follows. At the first stage of classification, if some samples are falsely classified then those samples would not be considered in the second stage. In such a case, in the worst case, all of those samples may be the ones belonging to the one of the classes in the next stage. Hence, the true (worst case) classification accuracy of each stage is computed as the cumulative multiplication accuracy of that stage and its previous stages. Note that as the stage wise classification accuracy is very high, the worst case classification is, similarly, high. Table III shows the confusion matrix at all stages separately, to provide a more detailed view. We again note the use of different features at each stage in the tree. Here, we also note that the time of each of the binary classification (particularly for stages 1-3), there is difference between the number of samples in both the classes. To avoid bias, we have used same number of training samples from both the classes. In the earlier analysis, the classification of normal class into its subclasses was not shown, as such a decomposition is not clinically important. However, for completeness, to show a full decision tree for this dataset, a subtree of proposed decision tree (Fig. 2) for the normal class is also shown in Fig. 3, wherein The normal sub-classes are also classified with best suitable features. Here, selected features Mn & Ac are used at both stages of the subtree. The results of all the stages of this nucleus-based subtree are also reported in last row, column 2-4 in Table IV. Thus, Table IV shows the complete overall accuracy (Worst-case accuracy) for all 7 classes. Here, note that the classification accuracy in last two stages is 100 % i.e. all given test samples are correctly classified to the corresponding classes. This indicates that the features used are best efficient to classify each test sample correctly.



Stages Mean Variance



I 99.29 4.12



II 99.87 0.32



III 100 0



IV 100 0



TABLE VI M EAN AND VARIANCE AT ALL STAGES .



B. Comparison with the conventional non-hierarchical strategy Now, we address the advantages of decision-tree based approach over the conventional non-hierarchical strategy (standard SVM strategy for multi-class classification [17]). For the non-hierarchical case, we have used all the features together for all the classes (which is typically done when using a multiclass SVM). In non-hierarchical approach, to solve the Kclass classification problem, the default SVM approach first builds K(K-1)/2 one-vs-one SVM models using the training data. Following this, a voting scheme is applied, where each binary classification cast votes for all the test images. Finally, a test image is designated to be in a class with the maximum number of votes. The comparison with such a conventional strategy with the proposed decision tree method (worst-case scenario) is shown in Table IV for the 7-class classification. Clearly, for the non-hierarchical strategy, the classification accuracy is significantly low 65.17 %, indicating that the classification problem is indeed difficult, and just using the given features in a traditional manner is not very useful. In comparison, the overall accuracy by the proposed decision-tree based approach (99.79 %). As stated above, that the above experimentations have been performed over 10 random trails and an average result is reported. We also calculate the variance over all trails for each of the 4 stages (Table VI). We note that the variance of all stages is very low. This demonstrates that the approach is very reliable. Similarly, we perform another experiment for the nonhierarchical case considering all three normal cell types nsup,



nint and ncol as single class (Table V). In this case, our problem will be posed as 5-classes classification problem. we notice that the classification accuracy in this scenario is also low, i.e. 54.52 % for the conventional approach. This infers that the proposed strategy is far better than non-hierarchical approaches. Importantly, this clearly suggests the usefulness of the proposed strategy, for classification using only the nucleus features. C. Comparison with a prior approach We only know of the work of [5], which uses the same dataset as ours. Below, we compare our results with those in [5], which were obtained using only nucleus features. However, the comparison is not strictly fair due to the following reasons: a) In [5], authors report classification based on their own segmentation results. We have used the ground-truth segmentation provided with the dataset, as we focus only on classification. b) The training data, used in [5] (leave-one-out), is more than in our case, wherein we use only 50% training data. However, given that the segmentation accuracies in [1] are significantly high, we believe that the increase in the performance of our approach (especially for the 7-class case), may not be completely ignored. Bayes LDA KNN ANN Proposed



2-class classification 79.98 83.27 94.63 94.75 99.29



7-class classification 68.48 71.43 70.56 83.32 99.79



TABLE VII C OMPARISON OF CLASSIFICATION ACCURACIES BETWEEN PRIOR APPROACHES AND PROPOSED APPROACH (2- CLASS AND 5 CLASS CLASSIFICATION APPROACH ). H ERE ALL VALUES ARE IN %.



IV. C ONCLUSION We proposed a novel framework for classification of cervical cells, using decision-tree. The contributions of our work include signifying the use of only nucleus features, suggesting simple but useful features, and a decision-tree based classifier which uses these features cleverly. Our approach clearly shows a superior performance of proposed approach over the conventional strategy. We believe that our relatively simple nucleusbased feature set is itself, sufficient for given dataset with this strategy. In future, we plan to extend this framework for other larger datasets, and using our own segmentation results. R EFERENCES [1] J. Walboomers, M. Jacobs, M. Manos, F. Bosch, J. Kummer, K. Shah, P. Snijders, J. Peto, C. Meijer, and N. Munoz, “Human papillomavirus is a necessary cause of invasive cervical cancer worldwide,” The Journal of pathology, vol. 189, no. 1, pp. 12–9, Sep 1999. [2] Y. Fan and H. Ying, “Research status of screening methods for cervical carcinoma and its precancerous lesions [j],” Chinese Journal of Woman and Child Health Research, vol. 3, p. 036, 2008.
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Abstract—A large fraction of the Electronic Health Records consists of clinical multivariate time series. Building models for extracting information from these is important for improving the understanding of diseases, patient care and treatment. Such time series are oftentimes particularly challenging since they are characterized by multiple, possibly dependent variables, length variability and irregular samples. To deal with these issues when such data are processed we propose a probabilistic approach for learning pairwise similarities between the time series. These similarities constitute a kernel matrix that can be used for many different purposes. In this work it is used for clustering and data characterization. We consider two different multivariate time series datasets, one of them consisting of physiological measurements from the Department of Gastrointestinal Surgery at The University Hospital of North Norway and we show the proposed method’s robustness and ability of dealing with missing data. Finally we give a clinical interpretation of the clustering results.



I. I NTRODUCTION AND BACKGROUND The digitalization of the healthcare systems has lead to enormous opportunities for developing data-driven systems for extracting useful information from Electronic Health Records (EHRs) that can be used to improve the daily care and treatment of the patients. However, the fact that the very nature of the data is uniquely complex, has forced researchers to not merely re-use methods that have been shown to work well in other application domains, but to develop novel approaches specially designed for this particular kind of data [1]. A large fraction of the data in the EHRs consists of measurements over time such as blood tests and other physiological variables. The blood tests are important for understanding the patients’ health status and the dynamics of their disease. Even small deviations over time can be indicators of serious underlying complications or diseases. To manually identify such changes is both a cumbersome and time consuming task that can be very difficult as well. Therefore, a reliable system that automatically discovers irregularities will benefit both the patients and the care givers, since complications could be identified at an earlier stage, and human resources could be allocated more efficiently. The task of interpreting data relative to blood measurements could be thought of as comparing how similar or dissimilar patients are to each other. If the clinician identifies a pattern



deviating from nominal conditions, an action is immediately taken. In the machine learning field, many methods require to evaluate a suitable similarity metric on the data. In the time series domain, by providing a dissimilarity measure that is meaningful for the application at hand, one can, in theory, apply several kinds of classical clustering procedures, such as e.g. k-means, hierarchical clustering or spectral clustering [2]. To compare time series, Dynamic time warping (DTW) [3] is one of the most famous methods and it has become the stateof-the-art dissimilarity measure in most applications. Many other approaches have been proposed in the literature, which, however, are limited to deal with univariate time series, where the values are regularly sampled and have no missing data. However, the time series from the are often more complex. They can be characterized by multiple possibly interdependent variables, length variability (patients are monitored for different time periods), short time duration, and the time series are usually irregularly sampled over time [4], [5]. The DTW is designed to deal with the issues of length variability and different sampling rates, since one simply can compute the dissimilarity between time series of different length. There also exist several formulations for extending the DTW to the multidimensional setting [6]. However, in the case of multivariate time series with missing data no solution that works well in every circumstance has been proposed [7]. There have been some other attempts to deal with the aforementioned issues. Cruz et al. introduced a method based on fuzzy clustering where first order derivatives are accounted as features and imputation is used to deal with missing data in univariate time series [8]. Ghassemi et al. proposed to transform the irregularly sampled time series into a new latent space using multi-task Gaussian processes (MTGP) models to learn a similarity metric [9]. However, this was done in a supervised setting. Lasko et al. proposed a method for phenotype discovery using Gaussian process regression and deep learning [10]. Marlin et al. introduced a probabilistic approach to deal with the problem of missing data [11]. Specifically, they modeled the data using a mixture of diagonal covariance normal distributions. Under a missing at random (MAR) assumption [12], this method can effectively deal with missing data. Furthermore, to create robustness against



sparsely-sampled data they put priors on the parameters and used a maximum a posteriori (MAP) algorithm to estimate the model. This yields estimates of the mean, which are smoother than ordinary maximum likelihood expectation maximization (EM) estimation [13]. They showed that even though the MAR assumption could be violated, the method still works and manages to discover interesting patterns in EHR data. However, a downside is the selection of three different hyper-parameters, whose tuning is not obvious. In particular, modeling the covariance in time is difficult; choosing a too small hyper-parameter leads to a degenerate covariance matrix, which cannot be inverted. On the other hand, a too large choice will basically remove the covariance such that the prior knowledge is not incorporated. In addition to the problem of choosing hyper-parameters, the method does not provide an obvious way of determining the number of clusters, which has to be set a-priori. The recently proposed probabilistic cluster kernel (PCK) [14] is a promising approach that tackles the hyperparameter dependency problems by introducing consensus clustering [15] into the Gaussian mixture model (GMM) framework for learning a parameter–free kernel. This kernel is supposed to account for probabilistic similarities at different resolutions. Furthermore, one obtains a similarity measure, embedded into a kernel matrix, that can be employed by kernel methods for e.g. feature extraction, classification or regression. So far, the PCK framework has been applied in the classical case of regular multivariate time-independent data [14]. In this work, we introduce a kernel approach that captures similarities between time series and is able to deal with the aforementioned real-data issues. The idea is to fuse the best from two approaches by using the probabilistic approach introduced by Marlin as a basis in the PCK framework. More specifically, we perform the MAP-EM for the diagonal covariance GMMs multiple times with different hyperparameter choices and varying number of Gaussians. By doing so, we learn a probabilistic cluster kernel, which is a robust similarity measure for irregularly sampled multivariate time series. After having learned the kernel, we apply standard spectral clustering. We evaluate the proposed method both to simulated time series, with and without missing data, and to real-world medical data. In order to assess the effectiveness of the novel method in a comparative study, we propose several extensions of the DTW framework and to compare the performance of these approaches with the proposed method and the MAP-EM diagonal covariance GMM. II. M ETHODS This section consists of two different parts that can be read separately. First, we explain the diagonal covariance Gaussian mixture model framework. Thereafter, the PCK framework is described. Due to space limitations we do not describe the DTW framework here, but for the interested reader we refer to [3], [6].



A. MAP-EM diagonal covariance GMM augmented with empirical prior. 1) Notations and model description: Assume that there are N multivariate time series, each of them consisting of V variables that are observed over T time intervals. We define a tensor X consisting of the entries xnvt , which are the realizations of the stochastic variable Xnvt relative to variable v at time t in the n-th time series. We let R be the tensor with entries rnvt = 0 if the realization xnvt is missing and rnvt = 1 if observed. In the following, if nothing else is specified, letters that appear with and without indices refer to tensors and their entries, respectively. Given a multivariate time series n, described by the matrix xn , we want to assign it to one of the G Gaussian distributions. With Zn = g, we denote the assignment of xn to cluster g and let ✓g be the parameter of the discrete prior distribution over the clusters. The density for the g-th cluster is completely 2 described by the first two moments, µgvt and gv , with the assumption that the variance is assumed to be time independent. The basic model is described by the equations (1)



P (Zn = g) = ✓g , P (Xnvt = xnvt | µgvt ,



gv )



= N (xnvt ; µgvt ,



2 gv ).



(2)



Under the MAR assumption, the missing data can be ignored in the likelihood computation [11], [12] and the posterior can be evaluated as ⇡ng ⌘ P (Zn = g | xn , rn , ✓, µ, ) QV QT 2 rnvt ✓g v=1 t=1 N (xnvt ; µgvt , gv ) = PG QV QT 2 rnvt k=1 ✓k v=1 t=1 N (xnvt ; µkvt , kv )



(3)



2) Parameter estimation using MAP-EM: To be able to deal with large amounts of missing data one can introduce informative priors for the parameters and estimate them using MAP-EM. This will ensure that it is possible to obtain a smooth mean over time in each cluster and that in clusters containing few time series their parameters are similar to the overall mean and covariance. A kernel based Gaussian prior on the mean enforces smoothness, P (µgv | mv , Sv ) = N (µgv ; mv , Sv ),



(4)



where mv is the empirical mean and the prior covariance matrix, Sv , is defined via the kernel, Ktt0 = b0 exp( a0 (t



t0 )2 ),



(5)



and the empirical standard deviation sv as Sv = sv Ktt0 ,



(6)



where a0 , b0 are user-defined hyper-parameters. On the standard deviation gv we put an inverse Gamma distribution prior, ✓ ◆ 1 N0 s v , (7) P ( gv | N0 , sv ) / N0 exp 2 2 gv gv



Algorithm 1 MAP-EM diagonal covariance GMM 1: for i = 1 to I do 2: for n = 1 to N , g = 1 to G do 3: ⇡ng P (Zn = g | xn , rn , ✓, µ, ) 4: end for 5: for g = 1 to G, v = 1 to V do PN 6: ✓g N 1 n=1 ⇡ng 7:



2 gv



8:



µgv



N0 s2v +



PN



Sv 1 +



PT



t=1 rnvt ⇡ng (xnvt PN N0 + n=1 rnvt ⇡ng



n=1



2 gv



PN



· S v 1 mv +



µgvt )2



1 n=1 ⇡ng diag(rnv ) P N 2 gv n=1 ⇡ng diag(rnv )



xn



end for end for Output {✓, 2 , µ} and ⇡n (q, G) = (⇡n1 , . . . , ⇡nG )T for n = 1 : N , where q represent the initialization. 9: 10:



where N0 is a user-defined hyper-parameter. The parameters are now estimated using MAP EM as shown in Algorithm 1. The E-step is exactly the same as for maximum-likelihood EM, however the M-step differs because of the priors on the mean and variance. The speed of convergence depends on the initial cluster assignments. Here, we propose to kick-start by initially performing a single round of k-means where missing data are replaced by mean values. B. Probabilistic cluster kernel MAP EM outcome heavily depends on the initial choices that have to be made; hyper-parameters a0 , b0 , N0 , number of clusters K, initial mean vectors (and standard deviation) µkvt 2 and kv . To address this problem we propose to exploit a more robust consensus framework, i.e. the probabilistic cluster kernel. In this work, the framework is applied for the first time to time series containing missing data. The PCK similarity matrix, K, is built by fitting diagonal covariance Gaussian mixture models to the multivariate time series for a range of number of mixture components. By generating partitions at different resolutions, one can capture both the local and global structure of the data. For each resolution (number of components) the model is estimated using MAP-EM over a range of random initializations and randomly chosen hyper-parameters. The posterior distribution relative to the cluster assignment, that is computed for every time series, is then used to build the PCK matrix following a consensus clustering strategy, where one adds up the contribution from every hyper-parameter configuration and initialization [15]. Algorithm 2 delivers the details of the method. After having learned the probabilistic cluster kernel K, we apply spectral clustering [2]. Note that we perform clustering twice, first to learn K, thereafter to generate the final partition according to K. A justification for this is given in [14].



Algorithm 2 PCK Input Dataset X, Q initializations, C number of clusters. 1: for q = 1 to Q, c = 2 to C do 2: MAP-EM diagonal covariance GMM with c clusters and initialization q over X ! ⇡n (q, c). 3: for n = 1 : N , m = 1 : N do 4: Knm Knm + ⇡n (q, c)T ⇡m (q, c) 5: end for 6: end for Output K PCK kernel matrix, MAP-EM diagonal covariance GMM clustering parameters. III. E XPERIMENTS AND RESULTS In this section we apply the proposed method to two different datasets. First, we test our method on a synthetic two-variate time series. Then, we present a real-world dataset consisting of blood tests of patients at the University Hospital of North-Norway (UNN) and we discuss the results obtained. A. Simulated two-variate time series generated from a vector autoregressive model We generate a two-variate time series dataset from a firstorder vector autoregressive model [16], VAR(1), given by ✓ ◆ ✓ ◆ ✓ ◆✓ ◆ ✓ ◆ Xt ↵1 ⇢x 0 Xt 1 ut = + + (8) Yt ↵2 0 ⇢y Yt 1 vt It is easily shown that, if the noise (ut , vt )T has zero mean, the ↵-constants and the mean of the process are related by ✓ ◆ ✓ ◆ ✓ ◆ ↵1 1 ⇢x 0 Xt = E . (9) ↵2 0 1 ⇢y Yt To make Xt and Yt correlated with corr(Xt , Yt ) = ⇢ it can also be shown that we must choose the noise term such that corr(ut , vt ) = ⇢ (1



⇢x ⇢y ) [(1



⇢2x )(1



⇢2y )]



1



(10)



We simulate 100 two-variate time series of length 50 from the VAR(1)-model with parameters ⇢ = ⇢x = ⇢y = 0.8, E[(Xt , Yt )T ] = (0.5, 0.5)T . Furthermore, we simulate 100 time series using the parameters ⇢ = 0.8, ⇢x = ⇢y = 0.6, E[(Xt , Yt )T ] = (0, 0)T . Hence, the dataset consists of two clusters. We apply the MAP EM and the PCK to the simulated VAR(1) dataset with different fractions of missing data. To ensure the MAR assumption is satisfied, we sample uniformly the time intervals and the features that are removed. We choose to discard 0, 10, 20, 30, 40, 50 and 60 % of the values in the dataset. In our experience the most sensitive hyper-parameter is the bandwidth of the time-kernel Ktt0 . For the MAP EM we use three different choices for a0 : 0.01, 0.1 and 1. We let b0 = 0.1 and n0 = 0.01. We run maximally 50 iterations of the E- and M -steps and report the mean accuracy of 100 runs of the algorithm. For the PCK we use g = 2, . . . , 30 number of clusters and 30 different, randomly chosen, initializations and sets of
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The 6 last rows in Table I shows the accuracy obtained using the different variants of DTW for the different fractions of missing data. The first thing to notice is that the 6 approaches behave quite differently. Hence, it will be difficult to choose the best approach for a new dataset. We also notice that the independent DTW provides unstable results. Dependent DTW with linear interpolation gives the best results and a stable accuracy as function of missing ratio. However, compared to PCK and diagonal covariance GMM, we see that this method gives the worst results. The accuracies obtained using diagonal covariance GMM MAP EM remain stable as the fraction of missing data increase and are, in general, better than the results for DTW. However, the table also reveals a problem with the MAP EM. If the bandwidth for the time-kernel is chosen to small the (reciprocal) condition number of covariance matrix becomes very small. On the other hand, if the bandwidth is chosen to large there will not be any covariance in time. The results obtained using the PCK are shown in the first row in Table I and are much better than the other two methods. The accuracy is also pretty stable as the fraction of missing data increases. Figure 1 shows the mean in the two different clusters for both variates in the simulated VAR(1) dataset with
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Fig. 1. Mean of the two variables (first variable in the upper plot) in the simulated VAR(1) dataset with 0 % missing data for the two clusters identified by the proposed method. The dashed red lines correspond to one randomly selected time series from the red cluster (non-zero mean and positive correlation) and the dashed black line represents one randomly chosen times series from the cluster generated from the VAR(1) model with zero mean and negative correlation.
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TABLE I ACCURACY ON SIMULATED VAR(1) DATASET OBTAINED USING THREE DIFFERENT METHODS ; PCK FOLLOWED BY SPECTRAL CLUSTERING , DIAGONAL COVARIANCE GMM S ESTIMATED USING MAP EM AND DTW FOLLOWED BY SPECTRAL CLUSTERING .
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hyper-parameters (a0 , b0 , N0 ). The initial cluster assignments are made by running one round of k-means on one randomly chosen variable. a0 is sampled with a uniform distribution from (0.001, 1), b0 from (0.005, 0.2) and n0 from (0.001, 0.2). We run 10 iterations of the MAP EM algorithm, varying each time initialization and hyper-parameter configuration. If the reciprocal condition number for Sv is lower than 10 15 we draw a new value for a0 . We compare the proposed similarity measure to different versions of DTW, which extend the basic formulation in order to account for multivariate time series and missing data: dependent (d) and independent (i) DTW with imputation of the mean (I), imputation using linear interpolation (II), and no imputation but instead using time series of different length (III). DTW returns a dissimilarity matrix, D, from which we compute K = exp( D2 / ). To guarantee that this procedure is not affected by a poorly chosen bandwidth, we select by performing a grid search and picking the one that yields the best accuracy. Finally, we apply spectral clustering to K.



Fig. 2. Top: Fraction of missing data from 10 days before surgery to 20 days after for each blood test. Bottom: Fraction of missing data from the day of surgery to 10 days after for each blood test.



no missing data obtained using the PCK. The figure also shows examples of one time series from each of the two clusters. B. Clinical dataset Through our close collaboration with UNN we have access to the EHR for patients at the department of Gastrointestinal Surgery from 2004 to 2012. In this work we consider physiological measurements and, in particular blood tests. Blood tests from the same database have earlier been used, either as the only source or as one of several sources, for predicting postoperative complications [17]. Here they are for the first time used for clustering. We have access to all blood tests for 1138 patients that have undergone a major abdominal surgery. The dataset contains all blood tests performed in the period from 10 days before the surgery to 20 days after the surgery. Table II shows the 18 different blood tests available.
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Fig. 3. Plots of the mean as function of days after surgery for the 6 different blood tests obtained running spectral clustering with two clusters using the learned PCK similarity. Black represents cluster 1 and red cluster 2. Top left: Hb, Top right: Leukocytes, middle left: Sodium. Middle right: Potassium. Bottom left: albumin. Bottom right: CRP.
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In each case, we see that the data have the usual characteristics of clinical time series [4], namely multiple variables (18 different blood tests), short sampling period, irregular samples and length variability. In fact, measurements span from 10 days before to 20 days after surgery, but for most patients there are measurements only for a few of these days and not all blood tests are reported. This is illustrated in Figure 2, where we have plotted the fraction of missing data for the different blood tests in two different time frames. We see that for 6 blood tests, hemoglobin, leukocytes, sodium, potassium, albumin and CRP, the missing ratio is approximately 50 percent in the time frame from the day of surgery to 10 days after. For the rest of the blood tests, the missing ratio is higher than 80 percent. If we consider a larger time frame from 10 days before surgery to 20 days after the ratio of missing data is even higher. For this reason, we consider only these 6 blood tests and exclude the rest of them. We restrict ourselves to all available measurements in the time frame of length 10 days, starting at the day of surgery. None of the patients have more than one measurement each day. To ensure that we consider patients where the ratio of missing data is not too high, we create a cohort that consists of those patients that have at least 5 measurements of each of the 6 blood tests after the surgery. Hence patients that leave the hospital within 5 days after the surgery are not considered. This results in a cohort consisting of 139 patients. We apply the PCK to this dataset and use exactly the same setup as we did for the simulated dataset. We run spectral clustering using the learned PCK similarity and report results for two and three clusters. Figure 3 and Figure 4 show the mean for each of the six blood tests hemoglobin, leukocytes, sodium, potassium, albumin and CRP in the 2 (or 3) clusters obtained using PCK followed by spectral clustering. Table III shows some characteristics of the clusters that are obtained. It seems like cluster 1 contains weaker patients, they are older (73 and 75 years), have a higher fraction of non-planned surgeries (76 and
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Blood test Hemoglobin Leukocytes Sodium Potassium Albumin C-Reactive Protein Creatinine Glucose Trombocytes potentia Hydrogenii Pressure of oxygen Pressure of carbon dioxide Alanine aminotransferase Aspartate aminotransferase Bilrubin total Gamma-glutamyl transferase Alkaline phosphatase Lactate
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TABLE II NAME OF THE 18 BLOOD MEASUREMENTS WE HAVE ACCESS TO .
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Fig. 4. Plots of the mean for the 6 different blood tests obtained running spectral clustering with three clusters. TABLE III C HARACTERISTICS ( MEAN AGE , FRACTION MEN , FRACTION ELECTIVE SURGERIES , FRACTION LAPAROSCOPIC SURGERIES , MEAN ASA- SCORE AND FRACTION DEAD AT DISCHARGE ) IN THE DIFFERENT CLUSTERS OBTAINED USING PCK ON THE BLOOD DATA . age 1 2
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frac. men elective lapa Two clusters of size 17 0.59 0.31 0.06 0.56 0.66 0.11 Three clusters of size 16, 0.56 0.31 0.06 0.74 0.74 0.16 0.48 0.62 0.09



stoma ASA and 122 0.59 2.75 0.28 2.58 38 and 85 0.63 2.73 0.32 2.57 0.26 2.59
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75 percent) where most of them are open (not laparoscopic) (94 %). Most of them have had a stoma surgery (59 and 63 %). They also have a slightly higher ASA score, which shows that their general health status is weaker than for the general population. This is confirmed by the fact that a larger fraction of the patients in cluster 1 are dead at discharge.
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robust and provides good results. The method managed to identify clinically interesting sub-cohorts in a blood dataset. Currently we are working on extensions that will include more detailed comparisons with existing methodologies and further applications to real world scenarios. ACKNOWLEDGEMENT This work (Robert Jenssen and Filippo Bianchi) is partially supported by the Research Council of Norway over FRIPRO grant no. 234498 on developing the Next Generation Learning Machines. Cristina Soguero-Ruiz is supported by FPU grant AP2012-4225 from Spanish Government. R EFERENCES
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Fig. 5. Plot of first eigenvector of the PCK matrix versus the second eigenvector. The colors indicate the cluster assignment, the size age and the symbol whether the patient is dead or alive at discharge.



By focusing on the two cluster case (Figure3) we can see that in general, even though the differences are not very clear everywhere, cluster 1 has lower hemoglobin levels, a leukocytes level that increases more than for cluster 2, a higher sodium level, a lower potassium level, a lower albumin level and a high CRP level immediately after the surgery. All these things (except the fact that the sodium level in cluster 1 is higher than in cluster 2) could be indicators of complications such as e.g. postoperative delirium. Figure 5 shows an embedding of the EHR time series data in the PCK space. The different colors represent the three different clusters. Triangles represent patients that died at the hospital after the surgery. We see that most of them are in cluster 1 (red) or in close proximity. The size of the symbols represents the age of the patients. The age distribution is not clear, but it seems like most of the younger patients are placed to the left in cluster 3 (blue). The results presented above suggest that the proposed method is able to identify sub-cohorts of patients in the data of different characteristics. In particular, it is interesting to see that one of the clusters contains patients that in general are weak and probably more exposed to severe postoperative complications. We are in the process of investigating these results via our close collaboration with the clinicians at UNN. However, due to time limitations a more thorough interpretation of the results is left for further work. IV. C ONCLUSION In this work we have introduced the probabilistic cluster kernel for (possibly) irregularly sampled multivariate time series. This kernel learns similarities at different scales and is robust in the sense that it is parameter-free. It can be used as the starting-point for all kinds of machine learning methods, not only clustering. By applying the PCK to simulated data and comparing to other methods we have shown that the proposed method is
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Abstract—In this paper, we show a head-mounted device consisting of a first person camera and an Interia Measument Unit (IMU), for evaluating face-to-face communication care skills for people with dementia. The head-mounted device is worn by a caregiver and measure important skill elements in care, namely, 1) the occurrence of eye contact, 2) the distance and pose between the caregiver’s and receiver’s faces, and 3) the caregiver’s facial pose with respect to the ground plane. The eye contact is detected by using a first person video of a caregiver. We use a Random Forest based recognition using 3D facial pose and eye images. Simultaneously, the head vertical orientation is obtained by using IMU for the purpose to evaluate the approaching posture to the care receivers. In experiments, we first evaluated the proposed eye contact detection algorithm. As a result, we confirmed the proposed method can produce as similar result as the existing approach. Second, we compared the analysis results of the first person videos of a novice and an expert caregivers. The result shows that there is significant difference in the occurrence of eye contact and mutual facial pose, namely, the expert caregiver makes eye contact eight times more and verbal communications two times more than the novice caregiver. These results indicate the proposed system have a potential to realize the automated evaluation of eye contacts while the dementia care and potential to be used for the self-training system to learn care skills for people with dementia. We found the are several frames where the patient’s face cannot be detected, thus are currently developing more robust face detection and eye contact recognition algorithms. In addition, we need to collect more examples to confirm the relation between the frequency of eye contacts and good dementia care.



Fig. 1. Example outputs of our system. Our automated analysis outputs the state of eye contact and mutual facial distance between caregiver and receiver through the first person video of the caregiver.



(c) Mutual facial pose (vertical) (a) Eye contact (b) Mutual face distance



(c) Mutual facial pose (horizontal)



Fig. 2. Quatification of skill of gaze. (a) Eye contact, (b) mutual facial distance and (c) mutial facial pose (Horizontal and vertical).



I. I NTRODUCTION Due to the advance of population aging, the number of people with dementia is growing, hence the care for them is becoming socially important [1]–[3]. Dementia is caused when the brain is damaged by diseases such as Alzheimer’s disease or Lewy bodies dementia, and produces a set of symptoms such as memory loss, difficulties with thinking, problem-solving or language. Dementia can be accompany with psychosis or agitation/aggression, therefore the care for the people with dementia is quite hard [4]. There are two points to relieve this problem by care. The first point is providing customized treatments to patients,



which can slow the progression of dementia and prevent side effects such as infections. The second point is reducing the load of caregivers and preventing burnout of them. This is particularly important since the number of leaving care staff is increasing due to its severe working conditions. Thus, improvement of the care skill is valuable to both caregivers and receivers. For this purpose, we develop a system that automatically visualize the care skills. However, there are several issues to overcome, namely, how to categorize the care skill and how/what to quantize the skill. Regarding the first point, we use the concept of Humanitude, which is the set
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Fig. 3. Our head mounted system



of care skills for vulnerable older adults patients and people with dementia developed by Gineste and Marescotti [5]. Humanitude basically categorize the skill into four (gaze, speak, touch, how to provide opportunities to stand on their feet) and prescribes how to approach, provide care and leave from patients. According to our previous efforts, the Humanitude is effective more than 80% people with dementia [6], as well as reduces the burnout of caregivers [4]. Regarding the second point, we try to quantize the skill of gaze by using head-mounted camera worn with a caregiver, since eye contact is vital skill to start communication with the people with dementia [7]. Namely, we develop an automated video analysis technique and obtain the 1) occurrence of eye contact, 2) distance and 3) pose between caregiver’s and receiver’s faces from the first person video (FPV) (Fig. 2, IV-C2). Although there were several efforts obtaining these information by using the third-person view video, the video analysis were conducted by video annotators therefore they need a lot of cost/time and have risks for biased results caused by subjectivity of annotators [8]. We conducted two experiments. The first experiment was to evaluate the performance of eye contact detection. The result shows the proposed algorithm performs as similar results as existing methods. The second experiment is conducted in an actual dementia care scene in a special nursing home for elderly in Japan. Namely, we obtained the first person videos of caregivers in eating care scenes performed by a novice and expert caregiver who learned Humanitude technique. Through manual and automated analysis, we confirmed there were significant difference between a novice and expert in 1) the duration of eye contact, 2) facial pose and 3) duration of speaking. For example, regarding the duration of eye contact, the expert was keeping eye contact up to 30.1% of the total care time while the novice was only making in 3.7%. II. H ARDWARE We designed and used a head-mounted system as shown in Figure 3. Pivothead KUDU camera [9] equips a frontalview camera in the middle of the eye glasses, which takes full HD (1920 ⇥ 1080 pixels) video in 30 fps. NinjaScan-Light IMU unit [10] is attached at the temple of the pivothead and measure the head orientations.
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Fig. 4. Overview of the skill quantization.



III. A LGORITHM Our skill quantization algorithm is illustrated in Figure 4. We obtain the eye contact, mutual facial distance and pose from a first person video, and facial pose with respect to the ground plane from IMU sensor. In the followings, we first describe the analysis algorithm of FPV, followed by facial pose estimation using IMU. A. Detecting eye contact bids In eye contact detection, we use the idea of eye contact bids introduced by Ye et.al [11]. They assume the situation when a subject wearing FPV camera is gazed by other subjects as “eye contact bids”. Since the definition of eye contact is making mutual eye gaze – two people looks at each other at the same time –, eye contact bids is not as the same as the eye contact. If we want to detect this accurate eye contact, two people must wear FPV cameras or a caregiver uses an eye gaze tracker (EGT) device that detect observer’s gaze information [12]. However, from the practical point of view, using two FPV cameras or EGT are difficult since 1) it is difficult to wear devices for the subject with dementia subjects, or 2) even for caregivers, eye tracker is difficult to use in actual care scenes due to its noticeable looks, requirement of calibration and headmount drift. Therefore, in spite of detecting accurate eye contact, we try to measure and use eye contact bids for evaluating care skills. We use facial pose and eye image for detecting eye contact bids, which consists of two steps: learning and recognition steps (Fig. 5). (1) Learning step: The learning step is conducted as follows. 1) Prepare ground-truth samples from elderly subjects. We prepare ground-truth eye contact sample videos from elderly subjects, where the state of eye contact is annotated for each frame. 2) Detecting 3D facial pose and parts. For inpuput videos, we first apply face detection and facial parts detection developed by Baltrusaitis et. al [13]
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Fig. 6. (Left) The result of facial direction and parts estimation and (Right) normalized eye regions. a
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Fig. 5. Learning and recognition of eye contact bids using Random Forests. ertical a le o



and obtain the boundaries of facial parts and 3D facial pose. The 3D facial pose is denoted by three rotation angles, rt = ('t , ✓t , t ) where 't , ✓t , t are the roll, pitch and yaw angles of the subjects face with respect to the FPV camera, as illustrated as Figure 6. 3) Normalize eye images. According to the output of facial parts detection, we obtain the boundaries of face, both eyes, nose and mouth (Figure 6 (left)). Then, we normalize the rotation and size of the eye region into 16⇥32 pixels for each eye (Figure 6 (right)). The intensity of each pixel is converted to 8 bit gray scale value (0–255) and assumed to be a dimension of the feature vector. In the end, we obtain 1024 dimensional vector from both eyes. 4) Whitening and learning Random Forests. We combine a 3D facial pose (three rotation parameters) and eye image feature vector, and obtain 1027 dimensional feature vectors. Afterward, we apply whitening for all positive and negative samples and learn Random Forests [14]. (2) Recognition step: In recognition step, we detects facial parts and 3D eye pose from an input image and obtain a feature vector, and estimate eye contact bids by using learned Random Forests. We assume the response of the Random Forests as the likelihood of eye contacting P (yt |rt , it ), where yt , rt and it denotes the state of eye contact, facial orientation and eye image feature at the frame t, and assume to be eye contact frame if P is more a threshold ⌧ . B. Facial pose detection As well as eye cotact, we obtain horizontal and vertical mutual facial pose (angles). In Humanitude, caregivers should approach to care receivers from the same or lower height of their faces, since ‘looking down’ posture may give mental stress to care receivers and harm for good communication. To
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Fig. 7. The relation between head pose and IMU sensor read, and mutual facial posture to a care receiver.



measure the vertical facial pose while approaching, we use an IMU attached at the temple of the pivothead. From IMU, we retrieve the vertical angle of the face w.r.t. the ground plane, which corresponds to the pitch angle, and use for evaluation (Fig. 7). C. Mutual facial distance Since the face detection algorithm [13] also output the 3D facial pose with respect to the camera, we convert these parameters to the mutual facial distance between the caregiver and receiver. We calibrate the camera using Zhang’s camera calibration algorithm [15], and obtain the camera parameter. Then, we compute the accurate 3D facial distance and orientation w.r.t. the camera through projection computation. IV. E XPERIMENTS We performed two experiments. The first experiment is to evaluate the performance of eye contact (bids) algorithms. We compared the proposed approach and an existing approach (Pose dependent Egocentric Eye Contact detection (PEEC)) developed by Ye et. al [11]. The second experiment is performed in an actual care scene in a special nursing home in Japan. We obtain the data from a novice caregiver and Humanitude care expert and compared the results through manual and automated analyses. A. Datasets We prepared two datasets for learning and evaluating the algorithms. 1) Eye contact dataset of elderly subjects The first dataset is for collecting the ground-truth sample



images of eye contact while care. We assume seven typical scenes in care, namely, several approaching actions, oral care and eating care of 11 elderly subjects ranging 66 to 90 years old (Figure 8). The number of clips is 64 and total length is 885 seconds. We manually annotate eye contact / non eye contact states for each frame and assume as the ground-truth data for learning. 2) Care scene dataset We took the data while eating care scenes with a novice and expert caregivers. The cares are provided to the same subject (woman, 92 years old) who is diagnosed to be dementia and taken care in a special nursing home in Japan. These sessions are conducted at the different days and the duration of the sessions are 2367 seconds (70583 frames) by the novice caregiver and 1786 seconds (53,258 frames) by the expert caregiver. For each clip, we manually add the ground-truth notations of eye contacting and speaking states. B. Experiment 1: Performance comparison of detecting eye contact bids First, we compared the performances of detecting eye contact bids using proposed method and PEEC. Differences between these methods are: 1) PEEC first cluster the facial pose into several postures and learn the eye images in each cluster. Our method does not take clustering approach but encode the 3D facial pose as a part of the feature vector, and 2) the proposed method apply whitening of feature vectors before learning by Random Forests. PEEC used several image features of eye images including Local Binary Pattern (LBP), Convolutional Neural Network (CNN) or Histograms of Oriented Gradients (HOG). In our experiment, we use HOG since it is reported to be the best performer. Random Forests used in these methods are learned by using the eye contact video dataset of elderly subject. In PEEC, the number of cluster of facial direction is set as three which is the same as the original paper, and the number of trees in Random Forests is set to 100 for each cluster. The cell size of HOG is set to 8 ⇥ 8 pixels, block size is set to 2 ⇥ 2 cells and number of direction is set to 9. In our method, the number of Random Forests is set to 300 which is the total number of trees in PEEC. Evaluations are performed by using the care scene dataset. We choose clip A (104 second (3,123 frames)) and clip B (25 second (779 frames)) from FPV of the expert, where the facial detection can successfully worked for most of the frames. The number of positive (eye contacting) and negative frames are 1309 and 1814 frames in clip A, and 332 and 447 frames in clip B, respectively. Figure 9 shows the ROC curve while changing the threshold ⌧ . According to the result, we set the ⌧ as 0.13 (proposed method, whitening), 0.24 (proposed method, HOG), 0.22 (PEEC, whitening) and 0.30 (PEEC, HOG). Results: Table I shows the experimental results. In the clip A, the proposed approach performed slightly better than



PEEC. In both approaches, we confirmed applying whitening for the feature vector are effective to increase precisions. In contrast, PEEC performed better in clip B in both precision and recall. In particular, the proposed method causes larger Type-1 error in the clip. According to the detailed analysis of the erroneous frames, all errors have happened when the angle of care receiver with respect to the caregiver’s face is large, in other words, the care receiver is facial direction is not directing to the caregiver. In these cases, PEEC works well since it uses different Random Forests according to the clustering result of mutual facial direction. TABLE I T HE RESULT OF EYE CONTACT BIDS DETECTION (C LIP A) Proposed (Whitening) Proposed (HOG) PEEC (Whitening) PEEC (HOG)



Recall 96.8% (1043 / 1077) 95.1% (1024 / 1077) 93.4% (1006 / 1077) 95.5% (1028 / 1077)



Precision 66.6% (1043 / 1567) 62.0% (1024 / 1652) 67.7% (1006 / 1486) 63.9% (1028 / 1610)



F-Value 78.9 75.1 78.5 76.5



TABLE II T HE RESULT OF EYE CONTACT BIDS DETECTION (C LIP B). Proposed (Whitening) Proposed (HOG) PEEC (Whitening) PEEC (HOG)



Recall 82.2% (226 / 275) 86.6% (238 / 275) 86.6% (238 / 275) 90.6% (249 / 275)



Precision 74.3% (226 / 304) 58.3% (238 / 408) 80.1% (238 / 297) 78.1% (249 / 319)



F-Value 78.1 69.7 83.3 83.8



C. Experiment 2: Comparison between a novice and skilled caregivers The second experiment is the comparison of the occurrence of Humanitude care skill between the novice and expert caregivers while caring a dementia subject. We obtain the number of eye contact frames, mutual facial distance and pose, and duration of speech from care scene dataset and compare the results. 1) Manual analysis: First, we manually obtain following information from the dataset: eye contact, mutual facial pose, the number of frames when both eyes of the care receiver are in the image, and duration of speech. Three student staff made these information while watching the video and took their consensus. Regarding the eye contact detection, we referred the interview from caregivers who joined the experiment. As for the duration of speech, we obtain the start and end time whether 1) the caregiver talk to the care receiver, and 2) the care receiver talk to the caregiver. The mutual facial posture is also estimated from the videos as shown in the Figure 10. When the caregiver and receiver are facing in frontal direction, both horizontal and vertical angle are 0 deg. The horizontal angle is defined as positive when the care receiver faces to the
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Fig. 8. Elderly eye contact dataset.
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TABLE III R ESULT OF MANUAL ANALYSIS
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Fig. 9. Recognition rate in the experiment 1.
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Eye contact frames Duration of speech (caregiver) Duration of speech (care receiver) Mutual face angle (horizontal / vertical) Both eyes of the care receiver in an image
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Fig. 10. Definitions of (a) horizontal and (b) vertical angles of mutual face. These angles are obtained through the face detection algorithm.



horizontally clockwise direction (looking left in the camera image), and vertical angle is defined as positive when the care receiver faces to the vertically lower direction (looking down in the camera image). Result: The result of the manual analysis is shown in Table III. The result showed that the expert caregiver makes eye contact eight times more and verbal communications two times more than the novice caregiver. The mutual facial posture is smaller in the expert, which indicates the expert caregiver faces in frontal position of the care receiver while care. In addition, according to the duration while both eyes of the care receiver in FPV, the facial direction of expert is more stable than the novice caregiver. 2) Automated analysis: We performed our automated analysis for the dataset. In addition to the result of manual analysis, this approach can obtain the mutual facial distance,



and vertical facial pose using IMU. Regarding eye contact, we used proposed method (whitening) for the images when the facial parts detection is succeed. Result: The result of the automated analysis is shown in Table IV, and example output is shown in Figure . We confirm that the automated analysis can produce similar trend as the manual analysis. Namely, the eye contact of the expert caregiver is 40.6% of total frames whereas that of the novice caregiver is only 0.171%. Regarding the FPV of a novice caregiver, there was few frames when the face detection is succeeded. As the result, the number of eye contact frames in the novice becomes quite small (0.113 %). This is because the Baltrusaitis’s face detection algorithm works successfully when the face is located in the frontal direction. In the novice case, the caregiver approaches from the sides of the care receiver, thus the facial detection algorithm could not find the face, and the care receiver did not notice the caregiver. On the other hand, the expert approached from the frontal direction of the care receiver, thus the ratio of facial detection and eye contact becomes much better than the novice. Regarding the distance between faces and vertical facial angles, there was no significant difference in the novice and expert (277 mm v.s 330 mm, -24.4 deg v.s -24.6 deg). V. C ONCLUSION AND FUTURE WORK In this paper, we show a head mounted system that consists of a first person camera and IMU and automated video analysis method, for the purpose to evaluate the care skill of the caregiver. Based on the concept of the Humanitude that



TABLE IV R ESULT OF AUTOMATED ANALYSIS



Total frames Face is detected Eye contact Average facial distance Average facial angle (vertical)



Novice caregiver 70583 frames (2367 sec) 121 frames (0.171%) 89 frames (0.113%) 277.7 mm -24.4



Expert caregiver 53258 frames (1786 sec) 21607 frames (40.6%) 20952 frames (39.3%) 330.7 mm -24.6



categorize the care skill of dementia patients, we develop the method to measure the duration of eye contact, mutual face direction and distance. We conducted the experiment in an actual care scene in a Japanese special nursing home. We took data from a novice and expert caregivers, performed manual and automated analysis, and compared the results. As the result, we found significant difference in eye contact, mutual facial pose and distance between the novice and expert caregivers. Also, we confirmed similar trends in the result of manual and automated analysis. These results indicate the proposed system have a large potential to enable the automated evaluation of care skills and application to the self-training system for dementia care. Future work: We found several limitations in the current system and results. The first problem is the robustness of face detection. The current algorithm cannot detect face / facial parts when the facial angle of the care receiver is large therefore need to develop more robust algorithm. In second, though the sound (speech) analysis seems to be quite important for evaluating care skills according to the results of manual analysis, we did not automated this portion therefore further development of speech analysis is necessary. In this paper, we compared only two examples of FPVs in care scenes performed by a novice and expert caregiver, but need to collect and analyze more examples and observe the result to make sure the effectiveness of our system. Ackowledgement: This work was supported by JSPS KAKENHI Grant Number 26280058, 26249029, 15H02738, 15K15990 and 16K12462. The experiment is approved by the ethics committee of Faculty of Informatics, Shizuoka University. R EFERENCES [1] World Health Organization et al., “Dementia: Fact sheet N 362,” 2012. [2] E. B. Larson, K. Yaffe, and K. M. Langa, “New insights into the dementia epidemic,” New England Journal of Medicine, vol. 369, no. 24, pp. 2275–2277, 2013. [3] S. Boseley, “Dementia research funding to more than double to £66m by 2015,” The Guardian, 2012. [4] S. Biquand and B. Zittel, “Care giving and nursing, work conditions and humanitude R ,” Work, vol. 41, no. Supplement 1, pp. 1828–1831, 2012. [5] Y. Gineste and J. Pellissier, Humanitude: comprendre la vieillesse, prendre soin des hommes vieux. A. Colin, 2007. [6] M. Ito, M. Honda, R. Marescotti, Y. Gineste, R. Hirayama, C. Shimada, and S. Obuchi, “An examination of the influence of humanitude caregiving on the behavior of older adults with dementia in japan,” in Proceedings of the 8th International Association of Gerontology and Geriatrics European Region Congress, 2015.
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Abstract—The cartilage loss during osteoarthritis is irreversible. Hence it is important to detect cartilage damage early for further preventive treatment. MRI can provide sensitive and specific measurements of the cartilage tissue damage. However, the cartilage measurements using these images are often done manually, which are coarse, time consuming, and can vary across radiologists. In this paper, we propose an unsupervised fully automated segmentation technique to localize the cartilage regions in knee Magnetic Resonance (MR) images. We employ the methods of Image Ray Transform (IRT) and Multi-Scale Line Tracking (MSLT) along with watershed segmentation algorithm, and then fuse the results of these algorithms. We use manually labeled cartilage in images, which serves as ground truth for performance evaluation of our approach. Standard performance parameters such as sensitivity and specificity have been computed using true/false and positive/negative values.



I. I NTRODUCTION Cartilage forms the connective tissues, mainly found between bones such as joints of knees, ankles and elbows, is important for the proper operation of these joints. Cartilage is different from the other tissues mainly because of the specialized cells they are made up of, called chondrocytes. Unlike various other tissues, there are no vessels to supply blood to chondrocytes. Hence, cartilage repairs and grows slower than other tissues. Osteoarthritis (OA) is a highly prevalent joint disease, especially in developing countries, where the cartilage around bone-joints degenerates, which can adversely limit the range of movement. As cartilage cannot be regenerated, it is imperative to gauge the cartilage damage early to further prevent the deterioration. MRI is commonly used to image cartilage around the bone-joints. The current approaches to measure cartilage volume are typically subjective involving mere inspection of MRI images, or at best their manual labeling using some interactive tool. Such labeling coarsely samples the cartilage (at discrete cross-sections of cartilage in the MR image), takes time, effort and varies with radiologists. Thus, an automated image analysis based tool to label cartilage regions in MRI images, would be very beneficial for reliable cartilage volume measurements. In this direction, some methods for automated or semiautomated cartilage segmentation for the knee region have been reported. Some of these are based on bone segmentation[9], [3], [6], binary classification techniques [7], [4],



tissue classification [17] and the frameworks of active contours or gradient vector flow (GVF) [9] models, and those based on Chan-Vese model [13]. In a few reported clinical studies some traditional image analysis methods such as intensity thresholded, texture analysis, and support vector machines have been utilized for labeling of the knee cartilage [2], [5], [14], [15]. The above approaches are either supervised, or require manual initialization in some cases, or use adhoc image processing ideas (e.g. thresholding). Unlike the above methods, we propose a unsupervised fully automated cartilage segmentation (UFACS) approach from MR images of the knee joint. Our approach employs a combination of three unsupervised methods, which have proven to work well in other domains, for performing the cartilage segmentation. The overall block diagram of our method is depicted in Figure 1. The primary unsupervised approaches that we employ are Image-Ray Transform (IRT) [1] and Multi Scale Line Tracking (MSLT) [16]. We apply these on an initial estimate obtained using watershed segmentation [18], and then fuse these two results to obtain the final segmentation. The rest of this paper is organized as follows. Section 2 briefly describes the sub-approaches, and the fusion. Section 3 focuses on the experiments and results, and we finally conclude the paper with section 4. II. P ROPOSED A PPROACH In the following subsections, we summarize each of our subapproaches used in our overall approach, and discuss them in context of our applications. A. Image Ray Transform The method of image ray transform is useful for extracting structurally tubular or curved objects [11], or close to circular regions [1]. We exploit this ability to extract cartilage lining from knee MR images. Based on the law of optics, this method uses the concept of tracing light rays through an image pixels, which helps highlighting the required structural features. 1) Brief background on the relevant optics principles: The path that a ray follows is altered when propagating from one medium to another of different refractive index. The refraction or reflection of light occurs at the boundary



Fig. 2. Ray tracing path depicting the working of IRT[1] on a 4x4 image.



Fig. 1. Flowchart of the proposed UFACS system



separating the two media, and is typically characterized by the angle of incidence denoted by ✓i , and angle of refraction ✓r . When light travels from a dense to a rare medium, if ✓i is more than a critical angle ✓c , then instead of refraction, the light gets internally reflected. ✓c is evaluated as: n2 ✓c = sin 1 ( ) (1) n1 2) Image Transform Mechanics: For an image, refractive index value for the ith pixel is computed as a function of its intensity t. This can be through a linear model or an exponential model [1] t ni = 1 + ( )(nmax 1) (2) 255 t ni = e k where nmax and k are free parameters. Following the computation of the refractive index for pixels,starting from each pixel in a large number of randomly selected pixels, the algorithm traces a path through the pixels by emulating refractions and total internal reflection. Figure 2 symbolically explains the working of this transform in a local image region [1]. At each pixel the direction of normal is vertical. The shaded blocks represent pixels with different refractive indices. The initial direction , to start the path tracing from each pixel, is randomly drawn from a uniform distribution. Starting from point A the ray starts to trace along a direction, passes B (with no deviation). At the boundary of points B and C, as nB 6= nC refraction occurs. However, at point E, if there is dense to rare transition, and ✓i > ✓c the ray reflects back. The tracing is allowed to continue until d reflections or refractions



have undergone for each ray. Eventually, the ray exits at H. Here d is another free parameter. Here, at each pixel, the ✓i and ✓r are calculated as cos ✓r =
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where N is normal direction at each pixel, and V is a vector function of the initial direction vector at each pixel. Once the random rays from all the different points are casted (also in random directions), they start to trace in the whole image. The algorithm works in such a way that regions consisting of pixels with similar intensity values are emphasized. Since the similar intensity pixel values would also have similar refractive index values, the tracing path of all those rays will finally converge along the same lines or regions thus highlighting the cartilage lining from the rest of the image. For more details, please refer to [1]. 3) Salient aspects of IRT: Here, we will focus on some aspects of image ray transform, particularly those that we believe are important in this context. The IRT implementation is affected significantly by 3 main parameters. Whilst N, the number of possible rays, impacts the smoothness of the result, the parameter d is responsible for sharpness of the desired features extracted. Similarly, the parameter nmax , affects the number of segmented pixels. From a computational perspective, N and d affect the execution time of this algorithm more than nmax . Increasing N would produce a smoother (less noisy) result. But, if it is set too high, the computational time increases. With N being too low, the number of rays to be traced throughout the whole image is insufficient. The depth d limits the total number of refractions or reflections a ray is allowed before it ceases to trace, so it must be sufficiently large to extract the important features. Again, if it is too high, the approach is slower. If the nmax is kept low, then only the most dominant



intensities will be extracted. A higher nmax value would also help somewhat weaker features to be extracted, but it may also increase false positives. Figure. 3 depicts some results of the cartilage extraction for two sets of parameters.In Figure 3(b) it can be seen that while most of the weak background features have been removed and the cartilage lining is being highlighted quite significantly, there is still some noise in some parts of the image which cannot be neglected. Relatively, Figure 3(c) shows a somewhat better segmentation. Here, N is increased by 10 folds, d almost by 3 times, and we set nmax value to 100. Also another key feature was the index type used to perform the transform. We have used the linear type for Figure 3(b) and the exponential type for 3(c). It was observed that the latter produces better results, as it yields better contrast. B. Multi-Scale Line Tracking (MSLT) MSLT is a line tracking method, which starts with some seed points and tracks the direction considering similarity of points based on their neighbourhood [16]. The method can be decomposed into the following steps: Step 1: Initialization and selection of seed pixels Initially, the approach performs local brightness normalization [8]. following which, some salient points Vs are selected as seed points as follows: If I(x) denotes the pixel location on the image, the initial set of seed pixels are chosen as Vs = ((x) : TLOW < I((x)) < THIGH



(5)



where,I(x) is the pixel intensity at location (x), and TLOW and THIGH are the two thresholds evaluated from image histogram. Step 2: Multi-scale pixel labeling Following the seed point selection, the primary part of the approach involves, computing a cross-sectional parameter of each pixel. Starting from a seed pixel, the cross-section of adjacent pixels is checked with respect to that of the seed pixel, and a cross sectional parameter is computed. The cross-section essentially captures the neighbourhood information of the pixels. In the context of cartilage, the cross-section will show a particular pattern of neighbourhood structure. If structure of such adjacent pixels is similar, the value of this parameter is high, and the path is tracked in the direction of high parameter values. On the other hand, for pixels outside the cartilage lining, the value of this parameter is close to zero. This process is repeated at multiple scales, and the responses are amalgamated linearly for different scales to produce the final segmentation. Step 3: Post processing Median filtering and morphological filtering [10] is used as post-processing to remove noisy pixels. We use linear structuring elements for the morphological filtering. An example shown in Figure 4 depicts the segmentation results achieved by using the MSLT method. As depicted by Figure 4, MSLT produces good segmentation results on even low quality images. Relatively, the segmentation time is fast and thus the efficiency is reasonable [10].



C. Watershed segmentation and final fusion It is a traditional and widely used segmentation technique [12], [18]. The method emulates the principle of flooding of water in local regions of gradual surface variation (watersheds), until they reach a boundary. In this algorithm the intensity of pixel gradients represents the elevation of that point, and large gradients typically represent the watershed boundaries. The segmentation is performed emulating the water level rise in the watersheds, so that regions beginning to form which are divided from each other by the watershed boundaries not yet flooded (where the latter denotes merging of neighbouring segments). Being a traditional method, which can produce many false positives, we use watershed as to performing a conservative and raw segmentation in order to narrow down and expel most of the non-cartilage pixels. However, importantly, watershed does not miss many true positives, and helps in removing a large part of the background information, it substantially reduces the scope of errors made by IRT and MSLT. Furthermore, it also aids in reducing the computational burden on more sophisticated methods. An example of watershed segmentation is shown in Figure 5. We apply the IRT and the MSLT methods on the regions which are allowed through by the watershed algorithm. Once we get two separate binary maps from IRT and MSLT, we fuse these two into one final image to get our final segmentation. The fusing involves simply logically or-ing the two binary maps, where 1’s denote the cartilage pixels. III. E XPERIMENTAL RESULTS We validate the proposed fusion approach on 10 knee MR images across 4 subjects. The ground-truth labeling was generated manually on all images by more than a single human observer. Then, in consultation with a radiologist, we selected the best marked images across all the observers, as our final ground-truth images. Our validation involves visual subjective observation, as well as standard objective metrics such as sensitivity, specificity and accuracy. These metrics are defined as Sensitivity =



TP TP + TN



(6)



Specif icity =



TN TN + FP



(7)



Accuracy =



TP + TN Tp + Tn



(8)



Here Tp and Tn are the total number of positive(cartilage) and negative (non-cartilage) pixels, T P , T N and F P % of true-positives, true-negatives, and false-positives. Fig. 6 shows an example of one case with results at each step of our approach. One can note that the the final fused results is more informative in terms of TP as compared to IRT and MSLT, and has almost no FPs, as compared to watershed. In Fig. 7, we show the final segmentation results on some



(a) Original MR image



(b) N=10000, d=256, nmax =40



(c) N=100000, d=750, nmax =100



Fig. 3. Ray transform on a slice of knee MR image. (a) Input image. (b,c) Results for different parameters. For (b) the refractive index computation is linear while for (c) it is exponential



(a) Original MR image



(b) Inverted image



(c) Detected cartilage lining



(d) Overlaid on original



Fig. 4. Processing stages of knee MR image using MSLT



(a) Original MR image



(b) Morphed image



(c) Otsu binarized



(d) Canny edge detected



(e) Segmented image



Fig. 5. Processing stages of coronal knee MR image using Watershed Segmentation



Watershed with IRT Sensitivity Specificity Accuracy 0.2975 0.9977 0.9670 0.4189 0.9884 0.9746 0.5273 0.9891 0.9792 0.4033 0.9920 0.9848 0.2599 0.9917 0.9530 0.0898 0.9966 0.9487 0.0571 0.9991 0.9344 0.1946 0.9980 0.9492 0.1895 0.9979 0.9409 0.2779 0.9966 0.9445



Watershed with MSLT Fused (UFACS) Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy 0.4430 0.9864 0.9627 0.5714 0.9861 0.9636 0.4989 0.9794 0.9672 0.5178 0.9787 0.9676 0.5320 0.9862 0.9765 0.5820 0.9948 0.9761 0.7100 0.9841 0.9808 0.7311 0.9795 0.9765 0.5362 0.9678 0.9450 0.5423 0.9674 0.9450 0.3594 0.9707 0.9384 0.3590 0.9706 0.9383 0.2293 0.9936 0.9411 0.2345 0.9933 0.9408 0.1140 0.9979 0.9442 0.2625 0.9960 0.9516 0.1208 0.9979 0.9360 0.2916 0.9959 0.9462 0.2104 0.9959 0.9389 0.4130 0.9930 0.9511 TABLE I F INAL VALUES OF METRICS CALCULATED FOR 10 DIFFERENT KNEE MR IMAGES



Fig. 6. Processing stages during segmentation using UFACS



(a)



(b)



(c)



(d)



Fig. 7. Final color-labelled segmented results of our fused UFACS system.



more cases, where we have labeled our results with distinct hues so that interpreting the segmentation becomes visually suggestive. Here, magenta denotes the pixels from watershed (which are rejected), and cyan and yellow denotes IRT and MSLT segmentations. The fusion finally takes the combination of cyan and yellow segments. Table 1 summarizes the quantitative performance of the fused method in comparison to the individual approaches. It is observed that the specificity values of the proposed approach are similar to the individual methods, and are quite high. This implies that the false positives in all the methods are quite low (which is also observed above). Low false positive rates will ensure that there is less ambiguity in identifying the growth or deterioration of cartilage pixels. We note that sensitivity values are rather average in our fused approach. However, they are much higher as compared to that of the individual techniques. This indicates that the



proposed approach captures a large true area of the cartilage. This has an important implication. Note that, as mentioned in the introduction, the manual approach for cartilage measurements is by measuring thickness at discrete points, and taking an average, max, or min of the same. However, this is very coarse, and the goal of automated segmentation is to provide a more reliable estimate of the cartilage area. Thus, the fact that the sensitivity values are relatively much more, indicates that our approach can yield a more reliable estimate of the cartilage area than the individual methods, which lose much of the true cartilage points. Hence, pharmacokinetics and preventive treatments for osteoarthritis can be monitored more accurately. IV. C ONCLUSIONS In this paper, an unsupervised fully automated cartilage segmentation (UFACS) is proposed, which involves fusing
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Texture Features for Classification of Vascular Ultrasound Jordan P. Smith1 , Mohamed S. Shehata1 , Peter F. McGuire2 , Andrew J Smith3



Abstract—Information regarding a patient’s health status can be extracted from ultrasound imagery of the arterial and venous vasculature. This paper investigates the use of Haralick features and edge features to distinguish euvolemia from hypovolemia. Transverse ultrasound videos of the internal jugular vein were collected from a set of healthy subjects using a simulation to generate different volume states. Features were extracted from each frame and assessed using common feature selection methods. These features provided a reasonable classification accuracy of 88.6% and worked best when considering texture on a small scale. Index Terms—internal jugular vein, volume status, classification, ultrasound, Haralick features



I. I NTRODUCTION Ultrasound is becoming an increasingly affordable and compact imaging modality capable of providing rapid and repeatable diagnostics immediately at the patients bedside [10]. With increased use, more data may become available for the development of diagnostic support systems which automatically process images in the attempt to provide additional information to the operator. As a preliminary step, this paper focuses on the use of textural information contained within ultrasound imagery in the prediction of volume status. Intravascular volume status is an estimate of the volume of fluid within a subject’s circulatory system. Hypovolemia (deficit) or hypervolemia (excess) results in increased morbidity, mortality and hospital length of stay [20] whereas euvolemia (normal) represents an idealized goal. Changes in central venous pressure (CVP) and circulating blood volume are known to correlate with changes in blood vessels such as the internal jugular vein (IJV)[1], [15]. These vessels change in size, shape and acutance as they become distended or collapse depending on volume status of the patient. In cross section, as in a transverse ultrasound of the neck, the IJV will appear as a contiguous hypoechoic (dark) region surrounded by more hyperechoic (bright) material containing a variety of different textures as shown in figure 1. The appearance of tissues around the vessel, the vessel walls, the lumen and ultrasound artifact change with volume status. For example, as the target vessel collapses, the interior boundary of the vessel becomes indistinct and may be easily lost. However, the vessel walls are still present in the region of interest and the combination of anechoic vessel lumen, wall and surrounding tissue may present a distinct feature when segmentation is difficult. 1 Computer Engineering Department, Memorial University, St.John’s, Canada {jp.smith , mshehata}@mun.ca 2 C-CORE, St.John’s, Canada 3 Discipline of Family Medicine, Memorial University, St.John’s, Canada



Figure 1. Transverse ultrasound of the neck depicting the internal jugular vein (marked) beside the internal carotid artery and surrounding soft tissues.



II. DATASET A simulation was used in this study to mimic changes in a subject’s circulating blood volume. Subject’s position were varied from recumbent to sitting upright using a standard hospital stretcher with the supine position reflecting hypervolemia or euvolemia and sitting reflecting relative hypovolemia [12], [14]. Ultrasound video clips were recorded in the transverse plane using a linear array transducer (6-15 MHz) and the Sonosite M-Turbo Ultrasound (Sonosite, Bothell, USA). Illustration of the simulation is shown in figure 2. Two ultrasound videos were recorded for each of 29 healthy subjects to account for some of the diverse inter-subject anatomical and blood volume variability. Also 3 additional subjects were scanned repeatedly over 10 sessions in order to capture intra-subject variability of the circulating blood volume. It is anticipated that error resulting from slight differences in transducer location and applied pressure would be present however efforts to consistently image the same anatomical location on the neck and minimize transducer pressure were taken. Research protocol was reviewed and approved by the Health Research Ethics Authority. After collection, the region of interest (ROI) was defined for the first frame of each video by an expert segmentation of the IJV. The remaining frames were segmented by an active contours algorithm initialized between frames with optical flow in a method similar to Qian [17] and the results were reviewed by an expert for correctness. Feature selection
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Figure 2. Angles of inclination simulating changes in volume status.



correlation, C = and classification was completed using each frame as an individual sample as vessel motion creates significant change in appearance even within a single video. The training set for feature selection consists of all the frames of both videos for the first 29 subjects for a total of 26100 samples. The training set used the remaining 3 subjects recorded over 10 days for 27000 samples. Figure shows the arrangement of the testing and training data.
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where Pi,j is the value of the GLCM matrix at index (i, j) and levels refers to the range of the intensity histogram. Additional measures include[7]: entropy =



N X1



(7)



Pij ln(Pij )



i,j=0



mean, µ =



N X1



(8)



iPij



i,j=0



variance,



2



=



N X1



Pij (i



µ)2



(9)



i,j=0



shade = sign(A) |A| where A =



Figure 3. Description of testing and training data.
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III. T EXTURE F EATURES Grey Level Co-occurrence Matrices (GLCM) have been used for texture identification in many ultrasound applications [22], [23], [25], [11]. Originally devised by Haralick et. al. GLCM displays the spatial relationship between pixels of a given value using a two-dimensional histogram. The nature of the spatial relationship is defined by pixel distance and angle. The angles used for texture description were 0, 45, 90 and 135 degrees. Given the size of speckle noise in the dataset pixel distances which were considered in texture analysis are 1, 2, 3, 5 and 10px. The GLCM matrix can be computed for any given region and summarized with a single number in a variety of ways[6]. Referring to the formulations used by Scikit-image [21], [13] these are: contrast =
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A. Grey Level Co-occurrence Matrices
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Given the variety of options, the number of features under consideration is the product of 6 summary techniques, 5 distances and 4 angles for a total of 120 features per frame. B. Edge texture descriptors Ultrasound image quality is tissue, location and depth dependant. When ultrasound is used to image tissue at great depth, sound waves are absorbed and get weaker than at the surface. The resulting loss of energy produces a less defined image unless a lower frequency or higher energy transducer is used. A similar effect on image quality is seen when an abundance of sound absorbing tissue (such as fat) occludes or surrounds a target. As the target vessels change in size and location their edges may change in a measurable way. Three measures of contour acutance (the sharpness across the boundary) can be produced using the image gradient, the image entropy and mean intensity along the boundary [19]. To compute the local entropy, mean and gradient, a small 5 pixel structuring element was applied at all points along the contour and a sum produced from the results.
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C. Classifier performance The embedded feature selection previously described trains a model during the process. The utility of the selected features given in figure 4 is reflected in the accuracy of a classifier which uses them. Table III shows the results of testing the CART classifier on 3 unseen datasets.
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homogeneity, 90 degrees, 3 px dissimilarity, 135 degrees, 5 px ASM, 45 degrees, 10 px homogeneity, 135 degrees, 3 px homogeneity, 135 degrees, 2 px dissimilarity, 0 degrees, 1 px edge intensity ASM, 0 degrees, 2 px ASM, 45 degrees, 5 px dissimilarity, 45 degrees, 3 px dissimilarity, 135 degrees, 10 px correlation, 90 degrees, 10 px edge entropy correlation, 45 degrees, 10 px correlation, 135 degrees, 10 px dissimilarity, 90 degrees, 2 px dissimilarity, 90 degrees, 5 px
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Table II S UBSET SELECTION USING DATASET 3: FEATURES EXTRACTED FROM ROI + EDGE FEATURES . CIFE



B. Feature selection Filter methods of feature selection pre-screen data and select features before they are passed to a classifier. They are usually based on the statistical properties of the data and work by either ranking features, or suggesting an optimal subset. If a variety of selection methods are used to produce an optimal subset, features which are repeatedly selected are likely to be good features. The resulting selections from several algorithms are shown in Table II. The algorithms used were Correlation-based Feature Selection (CFS)[5], Conditional Infomax Feature Extraction (CIFE)[9], Conditional Mutual Information Maximization (CMIM) [4], Fast Correlation-Based Filter (FCBF) [24], Interaction Capping (ICAP)[8], Mutual Information Feature Selection (MIFS) [2], and Max-Relevance Min-Redundancy (MRMR) [16]. Embedded methods are those which include feature selection as part of training their models. Models built using decision trees include a form of feature selection during training by choosing features which best divide the input data into groups based on variance [3] or entropy reduction [18]. These features and thresholds form the decision nodes of the tree. ’Classification And Regression Trees’ can be used to find an optimal number of features as eventually additional branches are found to add no additional information. These features are given weights approaching zero. Features selected with this technique are plotted by their Gini impurities in figure 4.



Table I S UBSET SELECTION USING DATASET 1: FEATURES EXTRACTED FROM ENTIRE ACTIVE REGION OF THE ULTRASOUND .



CFS



IV. A NALYSIS A. Region of Interest A key consideration in analyzing texture is the size and resolution of the region which is being considered. Three different regions of interest were used in this analysis: • A naive approach would be to assess the entire active region of the 640x480px ultrasound frame. This active region of 485x375px is considered as a baseline. • Given that the vessel was identified with an outline in first frame of each video, this region of interest averaging approximately 120x80px may be more appropriate. • In addition, the actual edge of the vessel can be found using an active contour initialized with the expert outline for the first frame and reinitialized in subsequent frames with the previous frame’s contour. This edge is used to compute the 3 edge texture descriptors. The first analysis included 120 GLCM features computed over the entire 485x375px active region of the frame. The second analysis included 120 GLCM features computed over only the region of interest given by the bounding box of the active contour. The final analysis was identical to the second, but also included 3 edge features along the segmented contour.
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Table III CART CLASSIFICATION ACCURACIES USING EACH DATASET 1) Entire frame GLCM test set 1 68.67% test set 2 51.86% test set 3 61.92%



2) ROI GLCM test set 1 64.5% test set 2 61.78% test set 3 73.35%



3) ROI + edge test set 1 88.6% test set 2 80.10% test set 3 81.79%
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Feature Importances



VI. C ONCLUSIONS
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A preliminary analysis of GLCM texture features in vascular ultrasound was conducted. Texture features may be a reasonable approach to the classification of vessel state using ultrasound. Classification of subject status may be possible without human pre-processing. A small subset of available texture features were considered and other techniques such as local binary pattern analysis, gabor filter banks or advances in deep learning may produce a much richer feature set allowing high classification rates though the analysis of texture. R EFERENCES
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Figure 4. Gini impurities from a CART model trained on the entire frame (dataset 1) Feature Importances
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Figure 5. Gini impurities from a CART model trained on only the region of interest around the vessel (dataset 3).



V. D ISCUSSION There is a notable difference in texture between samples of each class even without pre-processing the frame. As focus shifted to the ROI around the vessel, this distinction increased. By processing texture along the edge itself accuracy of a simple decision tree classifier increased by 20% to 28% beyond the baseline. It is difficult to conclude that any particular distance, angle, or summary formula could be selected over another as the observed gini impurities are quite low in the CART model and there is disagreement between feature selection methods. However it appears smaller distances and the angles ±45 are preferable. Mutual information based methods such as CMIM and ICAP roughly agree with each other, but disagree with the merit scores produced by correlation based method CFS. This may mean that classification tasks will prefer different features than regression tasks and that few texture features will be appropriate for both goals.
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