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A wireless sensor network consists of spatially distributed autonomous sensors to monitor physical or environmental conditions, such as temperature, sound, pressure, etc. and to cooperatively pass their data through the network to a main location. There are certain constraints in wireless sensor networks like Power saving which is the most important and others are the end-to-end transmission, security in data transmission etc. There are many protocols which have significant contributions in energy conservation. However, these protocols do not concentrate on reducing the end-to-end packet delay while at the same time retaining the energy-saving capability. Since a long delay can be harmful for either large or small wireless sensor networks, this paper proposes a TDMA-based scheduling scheme that balances energy-saving and end-to-end delay. This balance is achieved by an appropriate scheduling of the wakeup intervals, to allow data packets to be delayed by only one sleep interval for the end-toend transmission from the sensors to the gateway. The proposed scheme achieves the reduction of the end-to-end delay caused by the sleep mode operation while at the same time it maximizes the energy savings. It also implements security while exchanging data. Index Terms— Energy conservation, End to end delay, security, Wakeup schemes, wakeup latency.



1. Introduction Due to recent technological advances, the manufacturing of small and low cost sensors became technically and economically feasible. The sensing electronics measure ambient condition related to the environment surrounding the sensor and transforms them into an electric signal. Processing such a signal reveals some properties
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about objects located and/or events happening in the vicinity of the sensor. A large number of these disposable sensors can be networked in many applications that require unattended operations. A Wireless Sensor Network (WSN) contains hundreds or thousands of these sensor nodes. These sensors have the ability to communicate either among each other or directly to an external base-station (BS). A greater number of sensors allows for sensing over larger geographical regions with greater accuracy. Figure 1 shows the schematic diagram of sensor node components. Basically, each sensor node comprises sensing, processing, transmission, mobilizer, position rounding system, and power units (some of these components are optional like the mobilizer). The same figure shows the communication architecture of a WSN.



Fig1: Communication Architecture of WSN Wireless sensor network are of two types: structured and unstructured. If we talk about unstructured WSN, it is a collection of sensor nodes which are deployed in adhoc manner into a region. Once deployed, the network remains unattended and performs monitoring and reporting functions. In structured wireless sensor network, all sensor nodes are deployed in predesigned manner. The benefit of the structure of wireless sensor network is that some nodes can be deployed with lower network maintenance and management cost. Sensor nodes are usually scattered in a sensor field, which is an area where the sensor nodes are deployed. Sensor nodes coordinate among themselves to produce high-quality information about the physical environment. The rest of the paper is organised as follows: Section II includes the applications of the WSN, its types, the tasks performed by WSNs, its workings, strengths and drawbacks. Section III delineates the different routing protocols of WSN briefly. Section IV narrates the pavement to mobile WSNs and its energy conservation schemes. Section V concludes the paper



2. Applications of Sensor Network Wireless sensor networks depend on a simple equation: Sensing + CPU + Radio = Thousands of possible applications. Sensor networks have a variety of applications. Examples include environmental monitoring – which involves monitoring air, soil and water, condition based maintenance, habitat monitoring (determining the plant and animal species population and behaviour), seismic detection, military surveillance, inventory tracking, smart spaces etc. In fact, due to the pervasive nature of microsensors, sensor networks have the potential to revolutionize the very way we understand and construct complex physical system.
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Fig2: Other Various Applications of WSN



2.1 Types Of Sensor Networks Wireless sensor networks are deployed on land , underground, and underwater. A sensor network faces different challenges and constraints according to the environment in the sensor network deployed. There are basically five types of the wireless sensor network: 1. Terrestrial Wireless sensor network. 2. Underground Wireless sensor network. 3. Underwater Wireless sensor network. 4. Multi-media Wireless sensor network. 5. Mobile Wireless sensor network.



2.2 Tasks Performed by Sensor Nodes 1. Sampling a physical quantity from surrounding environment. 2.



Processing and possibly storing the acquired data.



3. Transferring the data through wireless communications to a data collection point called Sink node or Base station.
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2.3 How Wireless Sensor Networks Works Wireless sensor networks is collection of the small tiny device called sensor nodes. It may be small and large. That’s why construct the wireless sensor network is based on sensor nodes. So entire working of sensor network is depending on sensor nodes. These nodes are varying in size and totally depend on this because different sizes of sensor nodes work efficiently in different fields. Wireless sensor networking have such sensor nodes which are especially designed in such a typical way that they have a microcontroller which controls the monitoring, a radio transceiver for generating radio waves, different type of wireless communicating devices and also ready with an energy source like battery. The entire network worked simultaneously by using different dimensions of sensors and worked on the phenomenon of multi routing algorithm which is also termed as wireless ad hoc networking.



2.4 Importance of Wireless Sensor Network The major advantages of WSN can be summarized as follows: 1. It avoid s hell lot of wiring 2. It can accommodate new devices at any time 3. It’s flexible to go through physical partitions 4. It can be accessed through a centralized monitor 2.5 Drawbacks of Wireless Sensor Network WSN suffers from the below mentioned problems: 1. 2. 3.



Its damn easy for hackers to hack it as we can’t control propagation of waves Comparatively low speed of communication Gets distracted by various elements like Bluetooth still Costly at large



3. Different Routing Techniques of WSN Overall WSN routing techniques are classified into three categories based on the underlying network structure: flat, hierarchical and location based routing. Further, these protocols can be classified into multipath-based, querybased, negotiation-based, QoS-based, and coherent-based depending on the protocol operation. 3.1 (a) Flat Routing- The first category of routing protocols are the multihop flat routing protocols. In flat networks, each node typically plays the same role and sensor nodes collaborate together to perform the sensing task. Due to the large number of such nodes, it is not feasible to assign a global identifier to each node. This consideration has led to data centric routing, where the BS sends queries to certain regions and waits for data from the sensors located in the selected regions. Since data is being requested through queries, attribute-based naming is necessary to specify the properties of data. Early works on data centric routing, e.g., SPIN and Directed diffusion were shown to save energy through data negotiation and elimination of redundant data. Another variation of Directed Diffusion is Rumour routing and is mainly used where geographic routing is not feasible.
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Routing Protocol in WSN



Network Structure Flat n/w routing



SPIN, Directed Defusion, Rumor, MCFA, GBR, IDSQ, CADR, TOUVAR, ACQUIRE



Hierarchical n/w routing



Protocol operation Location based routing



Negotiation based routing



Multipath based routing



Query based routing



QoS based routing



Coherent based routing



LEACH PROTOCOL, TEGASIH, TEEN, APTEEN, MECN, SOP, Sensor Aggregate Routing, VGA, HPAR



GAF, GEAR, MFR, DIR, GEDIR, GOAFR, SPAN



Other variations of Directed Diffusions are Minimum Cost Forwarding Algorithm (MCFA), Gradient Based Routing (GBR), Information-driven sensor querying (IDSQ) and constrained anisotropic diffusion routing (CADR) etc. (b) Hierarchical Routing- Hierarchical or cluster-based routing, originally proposed in wire line is (TEEN and APTEEN) protocol, Small Minimum Energy Communication Network (MECN), Self-Organizing Protocol (SOP), Virtual Grid Architecture routing (VGA), Hierarchical Power-aware Routing (HPAR) and Two-Tier Data Dissemination (TTDD) protocol. (c) Location based routing protocols- In this kind of routing, sensor nodes are addressed by means of their locations. The distance between neighbouring nodes can be estimated on the basis of incoming signal strengths. Relative coordinates of neighbouring nodes can be obtained by exchanging such information between neighbours. To save energy, some location based schemes demand that nodes should go to sleep if there is no activity. More energy savings can be obtained by having as many sleeping nodes in the network as possible. Some of the geographical or location based routing protocols are Geographic Adaptive Fidelity (GAF), Geographic and Energy Aware Routing (GEAR), MFR (Most Forward within Radius), GEDIR (The Geographic Distance Routing), The Greedy Other Adaptive Face Routing (GOAFR) and SPAN. 3.2 Routing Protocols based on Protocol Operation a) b) c) d) e)



Multipath routing protocols Query based routing Negotiation based routing protocols QoS-based routing Coherent and non-coherent processing
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4. A Way To Mobile WSN (A) Static/Early WSN Sensor network whose nodes are static and densely deployed over a sensing area are commonly termed as static WSN. (B) Dynamic/Modern WSN? Mobile wireless sensor networks (MWSNs) can simply be defined as a wireless sensor network (WSN) in which the sensor nodes are mobile. MWSNs are a smaller, emerging field of research in contrast to their well-established predecessor. MWSNs are much more versatile than static sensor networks as they can be deployed in any scenario and cope with rapid topology changes. However, many of their applications are similar, such as environment monitoring or surveillance. Commonly the nodes consist of a radio transceiver and a microcontroller powered by a battery. Some kind of sensor is used for detecting light, heat, humidity, temperature, etc. (C) Why Dynamic from Static?



Challenges in Mobility compared to Static WSNs: 1.



Contact detection- Communications acquire only when nodes are in transmission range of each other, it is necessary to detect the presence of a mobile node correctly and efficiently. This is especially true when the duration of contacts is short. 2. Mobility-aware power management. In some cases, it is possible to exploit the knowledge on the mobility pattern to further optimize the detection of mobile elements. In fact, if visiting times are known or can be predicted with certain accuracy, sensor nodes can be awake only when they expect the mobile element to be in their transmission range. 3. Reliable data transfer- As available contacts might be scarce and short, there is a need to maximize the number of messages correctly transferred to the sink. In addition, since nodes move during data transfer, message exchange must be mobility aware. 4. Mobility control- When the motion of mobile elements can be controlled, a policy for visiting nodes in the network has to be defined. To this end, the path and the speed or sojourn time of mobile nodes have to be defined in order to improve (maximize) the network performance.



5. Conservation in WSN One of the important parameter determining efficiency of a WSN is energy saving, as the energy supply is limited. In addition, it could be impossible or inconvenient to recharge the battery, because nodes may be deployed in a hostile or unpractical environment. At first we will briefly describe the architecture of a typical wireless sensor node as shown in Fig 4 It consists of four main components: (i) a sensing subsystem including one or more sensors (with associated analogto-digital converters) for data acquisition; (ii) a processing subsystem including a micro-controller and memory for local data processing; (iii) a radio subsystem for wireless data communication; and (iv) a power supply unit.
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Depending on the specific application, sensor nodes may also include additional components such as a location finding system to determine their position, a mobilizer to change their location or configuration (e.g., antenna’s orientation), and so on. Obviously, the power breakdown heavily depends on the specific node since the power characteristics of a Mote-class node are completely different from those of a Star gate node. The radio should be put to sleep (or turned off) whenever possible since in ideal state of node even energy get consumed. Depending on the specific application, the sensing subsystem might be another significant source of energy consumption, so its power consumption has to be reduced as well. Based on the above architecture and power breakdown, several approaches have to be exploited, even simultaneously, to reduce power consumption in wireless sensor networks. At a very general level, we identify three main enabling techniques, namely, duty cycling, data-driven approaches, and mobility. Duty cycling is mainly focused on the networking subsystem. The most effective energy-conserving operation is putting the radio transceiver in the (low-power) sleep mode whenever communication is not required. Ideally, the radio should be switched off as soon as there is no more data to send/receive, and should be resumed as soon as a new data packet becomes ready. In this way nodes alternate between active and sleep periods depending on network activity. This behavior is usually referred to as duty cycling, and duty cycle is defined as the fraction of time nodes are active during their lifetime. As sensor nodes perform a cooperative task, they need to coordinate their sleep/wakeup times. A sleep/wakeup scheduling algorithm thus accompanies any duty cycling scheme. It is typically a distributed algorithm based on which sensor nodes decide when to transition from active to sleep, and back. It allows neighboring nodes to be active at the same time, thus making packet exchange feasible even when nodes operate with a low duty cycle (i.e., they sleep for most of the time). Duty-cycling schemes are typically oblivious to data that are sampled by sensor nodes. Hence, data-driven approaches can be used to improve the energy efficiency even more. In fact, data sensing impacts on sensor nodes’ energy consumption in two ways: • Unneeded samples. Sampled data generally has strong spatial and/or temporal correlation, so there is no need to Communicate the redundant information to the sink. • Power consumption of the sensing subsystem. Reducing communication is not enough when the sensor itself is power hungry. In the first case unneeded samples result in useless energy consumption, even if the cost of sampling is negligible, because they result in unneeded communications. The second issue arises whenever the consumption of the sensing subsystem is not negligible. Data driven techniques presented in the following are designed to reduce the amount of sampled data by keeping the sensing accuracy within an acceptable level for the application. In some case of the sensor nodes are mobile. Mobility can finally be used as a tool for reducing energy consumption (beyond duty cycling and data-driven techniques). In a static sensor network packets coming from sensor nodes follow a multi-hop path towards the sink(s). Thus, a few paths can be more loaded than others, and nodes closer to the sink have to relay more packets so that they are more subject to premature energy depletion (funneling effect). If some of the nodes (including, possibly, the sink) are mobile, the traffic flow can be altered if mobile devices are responsible for data collection directly from static nodes. Ordinary nodes wait for the passage of the mobile device and route messages towards it, so that the communications take place in proximity (directly or at most with a limited multi-hop traversal). As a consequence, ordinary nodes can save energy because path length, contention and forwarding overheads are reduced as well. In addition, the mobile device can visit the network in order to spread more uniformly the energy consumption due to communications. When the cost of mobilizing sensor nodes is prohibitive, the usual approach is to “attach” sensor nodes to entities that will be roaming in the sensing field anyway, such as buses or animals. All of the schemes we will describe in the following fall under one of the three general approaches we
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FIG. 4: Architecture of a typical wireless sensor node
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have presented. Specifically, we provide the complete taxonomy of the schemes we describe hereafter in FIG. 5. Now let’s discuss about some wakeup scheme have been proposed that helps to achieve the balance between energy saving and end-to-end delay. As we know deployment of large scale sensor networks is the effect of the rapid development in microelectronics and wireless communication technologies. There are some protocols in the following subsections we only review only few Location-driven proposals for topology control in wireless sensor networks according to the above classification. One of which is GAF (Geographical Adaptive Fidelity) is a location-driven protocol that reduces energy consumption while keeping a constant level of routing fidelity. The sensing area where nodes are distributed is divided into small virtual grids. Each virtual grid is defined such that, for any two adjacent grids A and B, all nodes in A are able to communicate with nodes in B, and vice-versa (see Figure FIG. 8). All nodes within the same virtual grid are equivalent for routing, and just one node at time need to be active. Therefore, nodes have to coordinate with each other to decide which one can sleep and how long. Initially a node starts in the discovery state where it exchanges discovery messages with other nodes. After broadcasting the message, the node enters the active state. While active, it periodically re-broadcasts its discovery message. A node in the discovery or active state can change its state to sleeping when it detects that some other equivalent node will handle routing. Nodes in the sleeping state wake up after a sleeping time and go back to the discovery state. In GAF load balancing is achieved through a periodic re-election of the leader, i.e., the node that will remain active to manage routing in the virtual grid. The leader is chosen through a rank-based election algorithm which considers the nodes’ residual energy, thus allowing the network lifetime to increase in proportion to node density . GAF is independent of the routing protocol, so that it can be used along with any existing solution of that kind. In addition, GAF does not significantly affect the performance of the routing protocol in terms of packet loss and message latency. However, the structure imposed over the network may lead to an underutilization of the radio coverage areas. In fact, as all nodes within a virtual grid must be able to reach any node in an adjacent virtual grid, actually nodes are forced to cover less than half the distance allowed by the radio range.



FIG. 6. Virtual grids in GAF. Although being defined as a geographic routing protocol, GeRaF (Geographic Random Forwarding) actually presents features which are in the direction of location-driven duty-cycled operations, which make use of both nodes position and redundancy. Nodes follow a given duty cycle to switch between awake (active) and sleep (inactive) states. Nodes periodically switch to the active state, starting with a listening time, so that they can participate to routing if needed. Data forwarding starts as soon as a node has a packet to send. In this case, the node becomes active and broadcasts a packet containing its own location and the location of the intended receiver. Then a receiverinitiated forwarding phase takes place. As a result, one of the active neighbors of the sender will be selected to relay the packet towards the destination. To this end, the main idea is that each active node has a priority which depends on its closeness to the intended destination of the packet. In addition to priority, a distributed randomization scheme is also used, in order to reduce the probability that many neighboring nodes are simultaneously sleeping. Specifically, the portion of the coverage area of the sender which is closer to the intended destination is split into a number of regions. Each region has its associated priority, and regions are chosen so that all nodes within a region are closer to the destination than any other node in a region with a lower priority (FIG. 9).
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After the broadcast, nodes in the region with the higher priority contend for forwarding. If only one node gets the channel, it simply forwards the packet and the process ends. Otherwise, multiple nodes may transmit simultaneously, resulting in a collision. In this case, a resolution technique (i.e. a back off) is applied in order to select a single forwarder. There may also be the case in which no node can forward the packet, because all nodes in the region are sleeping. To this end, in the next transmission attempt, the forwarder will be chosen among nodes in the second highest-priority region and so on. Every time the relay selection phase will be repeated until a maximum number of retries will be reached. Eventually, after a hop-by-hop forwarding, the packet will reach the intended destination. Note that, as the relay selection is done a posteriori, GeRaF merely requires position information, thus it does not need topological knowledge nor routing tables.



FIG. 7. Priority regions in GeRaF (with increasing priority from A4 to A1) .



6. Mobility-Based Energy Conservation Schemes In this Section we complete the survey by introducing the last energy conservation scheme, which is represented by mobility (FIG. 8). Actually, most of the literature about wireless sensor networks, especially in the early stages of the research in this field, has assumed the reference architecture of FIG. 6 (see Section I for details). In this scenario, nodes are assumed to be static, and their density is expected to be large enough to allow communication between any two nodes, eventually by using a multi-hop path. More recently, however, mobility has been considered as an alternative solution for energy-efficient data collection in wireless sensor networks. Mobility of sensor nodes is actually feasible, and it can be accomplished in different ways [2]. For example, sensors can be equipped with mobilizes for changing their location. As mobilizes are generally quite expensive from the energy consumption standpoint, adding mobility to sensor nodes may be not convenient. In fact, the resulting energy consumption may be greater than the energy gain due to mobility itself. So, instead of making each sensor node mobile, mobility can be limited to special nodes which are less energy constrained than the ordinary ones. In this case, mobility is strictly tied to the heterogeneity of sensor nodes. On the other side, instead of providing mobilizes, sensors can be placed on elements which are mobile of their own (e.g. animals, cars and so on). There are two different options in this case. First, all sensors are put onto mobile elements, so that all nodes in the network are mobile. Alternatively, only a limited number of special nodes can be placed on mobile elements, while the other sensors are stationary. Anyway, in both cases there is no additional energy consumption overhead due to mobility, but the mobility pattern of mobile elements has to be taken into account during the network design phase (more details are provided below). By introducing mobility in wireless sensor networks, several issues regarding connectivity can be afforded. First, during sensor network design, a sparse architecture may be considered as an option, when the application requirements may be satisfied all the same. In this case, it is not required to deploy a large number of nodes, as the
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constraint of connectivity is relaxed because mobile elements can reach eventual isolated nodes in the network. A different situation happens when a network, assumed to be dense by design, actually turns out to be sparse after the deployment. For example, nodes involved in a random deployment might be not sufficient to cover a given area as expected, due to physical obstacles or damages during placement. In this context, solutions exploiting Unmanned Aircrafts as mobile collectors can be successfully used. In addition, an initially connected network can turn into a set of disconnected subnet works due to hardware failures or energy depletion. In these cases, nodes can exploit mobility in order to remove partitions and re42 organize the network so that all nodes are connected again. In this case, the sensor network lifetime can be extended as well.



FIG. 8: Classification of data reduction techniques to energy conservation. Mobility is also useful for reducing energy consumption. Packets coming from sensor nodes traverse the network towards the sink by following a multi-hop path. When the sink is static, a few paths can be more loaded than others, depending on the network topology and packet generation rates at sources. Generally, nodes closer to the sink also have to relay more packets so that they are subject to premature energy depletion, even when techniques for energy conservation are applied. On the other hand, the traffic flow can be altered if a designated mobile device makes itself responsible for data collection (mobile data collector). Ordinary nodes wait for the passage of the mobile device and route messages towards it, so that the communication with mobile data collector takes place in proximity (directly or at most with a limited multi-hop traversal). As a consequence, ordinary nodes can save energy thanks to reduced link errors, contention overhead and forwarding. In addition, the mobile device can visit the network in order to spread more uniformly the energy consumption due to data communication. As mentioned in Section III (and illustrated in FIG. 22), mobility-based energy conservation schemes can be classified depending on the nature of the mobile element, i.e. a mobile sink (MS) or a mobile relay (MR). 6.1 Mobile-Sink-based Approaches Many approaches proposed in the literature about sensor networks with mobile sinks (MSs) rely on a Linear Programming (LP) formulation which is exploited in order to optimize parameters such the network lifetime and so on. For example, in the authors propose a model consisting of a MS which can move to a limited number of locations (sink sites) to visit a given sensor and communicate with it (sensors are supposed to be arranged in a square grid within the sensing area). During visits to nodes, the sink stays at the node location for a period of time
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(sojourn). Nodes not in the coverage area of the sink can send messages along multi-hop paths ending at the MS and obtained using shortest path routing. The authors derive a LP formulation in order to obtain the optimal sojourn times at each sink site. The provided solution maximizes the network lifetime while enforcing balanced energy expenditure, but do not consider the costs due to sink relocation. A similar approach, exploiting multiple MSs, is proposed. Simulation results show that the multiple sink approach of and can achieve a network lifetime which is five/ten times longer than with the static sink approach. The model of has been extended, where no specific assumption is made on the way sensors are arranged in the sensing area. In addition, also considers the residual energy at sensors and the routing policy, so that it obtains a network lifetime two times longer than the one achieved. While considering centralized approaches, propose a distributed protocol to approximate the optimal scheme. To this end, the Greedy Maximum Residual Energy (GMRE) scheme is introduced. According to GRME, the MS selects as the new location (among feasible sites) the one which is surrounded by nodes with the higher residual energy. In order to obtain information about the residual energy, a special sentinel node is selected around each feasible site. Sentinels get the energy information from the surrounding nodes and answer the query coming from the MS. The MS uses this information to decide whether or not it should move. Another heuristic-based relocation scheme is considered, where the MS selects its new location in proximity to the nodes with the higher traffic generation rates. A different class of solutions joint considers mobility and routing. For example, an analytical model is developed in order to characterize the network lifetime. Sensors are assumed to be distributed in a circular area. For simplicity, they first address the mobility problem assuming a shortest path routing protocol. Then, the routing strategy is revisited so as to obtain a better result. As a result, the optimal mobility strategy is obtained when the MS moves along the periphery of the sensed area (i.e. the perimeter of the circle). With the optimal strategy, nodes near to the border are less loaded than the nodes at the center of the sensed area. The energy surplus of these nodes can be thus exploited to improve the routing strategy. The MS can move on a circle with a radius less than the sensed areas. The circle described by the MS splits the sensed area in two portions: an inner circle and an outer annulus. Nodes in the annulus perform round routing, while nodes in the inner circle apply shortest path routing. Finally, some researchers have focused on the definition of a data collection/dissemination scheme suitable to sensor networks with MSs. For instance, in the authors evaluate by simulations the joint impact of MS mobility and data collection strategy. Several scenarios are analyzed by varying the mobility pattern (various kinds of random and deterministic walks) and the different data collection paradigm (MS-initiated, partial and complete multi-hop). In addition to this study, a number of data dissemination schemes targeted to MSs derives from the well-known Directed Diffusion. For example, Two-Tier Data Dissemination (TTDD) is a low-power protocol for efficient data delivery to multiple MSs. Instead of passively waiting for queries coming from sinks, sensor nodes can proactively build a structure to set up forwarding. To this end, the sensing field is represented as a set of grid points. The nodes closest to the grid points (dissemination nodes) are in charge of acquiring forwarding information. Dissemination nodes are the higher tier of the forwarding structure. The lower tier is composed by sensor nodes within the local grid square of the MS current location (cell). As soon as a node has data available, it builds the grid structure by recursive propagation of data announcement messages. As a result of this grid construction phase, dissemination nodes are elected. Then, the MS sends a query by flooding a message within its current cell. The dissemination node closest to the MS will propagate the query along the grid towards the data source. As a result of the query forwarding process, the path from the data source to the sink is obtained so that the requested data can traverse the network in the opposite direction. TTDD assumes that nodes locations are known and a geographic routing protocol is used. An improvement over TTDD, where Scalable Energy-efficient
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Asynchronous Dissemination protocol (SEAD) is introduced. SEAD builds and maintains a dissemination tree (dtree for short) in which stationary nodes are used as end-points on behalf of the MS. The adopted scheme caches sensed data in the d-tree in such a way to reduce the energy consumption due to data collection. 6.2 Mobile-Relay-based Approaches The Mobile Relay (MR) model for data collection in multi-hop ad hoc networks has already been explored in the context of opportunistic networks .One of the most well-known approaches is given by the message ferrying scheme. Message ferries are special mobile nodes which are introduced into a sparse mobile ad hoc network to offer the service of message relaying. Message ferries move around in the network area and collect data from source nodes. They carry stored data and forward them towards the destination node. Thus, message ferries can be seen as a moving communication infrastructure which accommodates data transfer in sparse wireless networks. A similar scheme has also been proposed in the context of sparse wireless sensor networks through the data-MULE System. In detail, the data-MULE system consists of three-tier architecture.



FIG. 9: System architecture of a wireless sensor network with mobile relays. (i) The lower level is occupied by the sensor nodes that periodically perform data sampling from and about the surrounding environment. (ii) The middle level consists of mobile agents named Mobile Ubiquitous LAN Extensions, or MULEs for short. MULEs move around in the area covered by sensors to gather their data, which have previously been collected and temporarily stored in local buffers. Data MULEs can be for example people, animals, or vehicles too. Generally, they move independently from each other and from the sensor positions by following unpredictable routes. Whenever they get within reach of a sensor they gather information from it. (iii) The upper level consists of a set of Access Points (APs) which receive information from the MULEs. They are connected to a sink node where the data received is synchronized and stored, multiple copies are identified, and acknowledgments are managed. Sensor nodes – which are supposed to be static – wait for a MULE to pass by and send data to it. Sensor-toMULE transmissions make use of short-range radio signals and hence energy consumption is low. While moving around, the MULE eventually passes by any AP and transmits the collected sensors’ data to it. Let assume the MR
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moves along a pre-determined path which is fixed. In fact, changing the trajectory of the MR is not always possible in case of sensor networks because sensors may be deployed in places with obstacles, on rough terrain, or generally where unmanned vehicles can move only in certain directions. Sensor nodes which are located in proximity of the MR path send their data directly to the MR when passing by. Nodes which are far apart from the path followed by the MR send their data over a multi-hop path towards the MR when it passes by or alternatively to one of the nodes which are positioned near to the path of the MR. These nodes act as data caches until the MR passes and finally collects all the pieces of data stored. Energy saving is addressed in that a large number of nodes is visited by the MR and can thus transmit data over a single hop connection using short range radio. The other nodes which are not in proximity of the path followed by the MR send their data over a multi-hop path which is however shorter, and thus cheaper, with respect to the path established towards a fixed sink node in a classical dense wireless sensor network. To manage this kind of data collection, nodes self-organize into clusters where cluster heads are the nodes which are nearer to the path of the MR whereas the other nodes of the cluster send their data to the cluster head for storage until the next visit of the MR. Data from the sensor nodes of the cluster travels towards the cluster heads according to the directed diffusion protocol. Election of the cluster heads is kept after the first traversal of the MR. During this traversal the MR does not collect any data. Transmissions from cluster heads to the MR occur only when the MR is in proximity so as not to waste energy in useless transmissions. As the trajectory of the MR is assumed to be fixed, it can be controlled only in time. The MR can move at a constant speed worked out, for example, depending on the buffer constraints of the cluster heads. Each cluster head is thus visited before its buffer runs out of space. However, better performance is experienced when the MR alternates between two states: moving at a certain constant speed or stopping. So MR moves fast in places with no, or only a few, sensors and stops in proximity of cluster heads where sensor deployment is denser. The determination of places where sensor deployment is denser (congested regions) is done at each traversal of the MR. Thanks to the short-range radio exchanges, the Data MULEs architecture is an energy-efficient solution for data gathering in sparse sensor networks. It also guarantees scalability and flexibility against the network size. Unfortunately, this solution has a couple of limits, both depending on the randomness of the MULEs’ motion. First, the latency for data arrival at the sink may be considerable, because (possibly) long time intervals elapse from the sampling instant to the moment the MULE takes the data, and then till the time the MULE actually reaches the AP and delivers the data to it. The second drawback is the fact that sensors have to continuously wait for any MULE to pass and cannot sleep. This leads to energy wastage. Finally, energy-efficient approaches based on a single data mule have limited scalability. To this end the previous work is extended by considering multiple mobile elements. An example application of this model in the context of underwater sensor networks [3] is given by [135], where Underwater Autonomous Vehicles are exploited to monitor and model the behavior of the underwater ecosystems. The architecture of systems described so far assumes a heterogeneous network composed by MRs and static nodes. There are also examples of sensor networks where all nodes are placed on mobile elements. An example of this kind is Zebranet, a system for wildlife tracking focused on the monitoring of zebras. A system similar to Zebranet, SWIM, is presented in the context of a wildlife telemetry application for monitoring of whales. We present the more interesting aspects of Zebranet in detail below. The animals are equipped with special collars embedding sensor nodes, each including a GPS unit and a dual radio. One of the radios is used for short-range communication, e.g. it is used when zebras gather around water sources. The other radio is used to reach the access point and the animals which are far away from the others. The access point is a vehicle which sometimes traverses the monitored area to gather data. It’s worth noting that in this kind of system all nodes are mobile, i.e. both the sink and the sensor nodes, and zebras act as Mrs. Zebras act as peers, so that they exchange data during encounters. As zebras are mobile, it is likely that after some time the animals will find other contacts and exchange data again. When, a zebra reaches the area covered by the access point, it uploads the data it is carrying – i.e. its own data and data collected from the encountered peers. A possible solution for data exchange consists in a simple flooding protocol, so that data are
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pushed to neighbors as soon as they are discovered. Even though this approach can lead to a high success rate (in terms of the number of data collected by the access point), it has excessive bandwidth, capacity and energy demands. In order to save energy, a history-based data collection and dissemination protocol is proposed. Each node is assigned to a hierarchy level, where the level expresses the likelihood of a node being close to the access point. In detail, a level of a node depends on its ability to have successfully transmitted data to the access point in the past. In fact, nodes which have recently been in the range of the access point are likely to relay messages directly or, at most, through a limited number of other nodes. When a node encounters other peers, it first asks their hierarchy level, then it sends data to the one with the highest level. The hierarchy level of a node is increased when it comes in the range of the access point. Conversely, the level is decreased as nodes remain far from the access point. The history-based data dissemination protocol is proved to be efficient in terms of energy and success rate by simulation. 6.2.1 Discussion about wakeup schemes Now the communication among sensors is typically driven by events and sensors spend a considerable fraction of lifetime to monitor the environment, during which little communication is needed and sensors are said to be in the “monitoring state”. Once events are detected, sensors may need to leave the “monitoring state” and actively communicate with each other. In general energy consumes mostly during data transmission compare to sensing, processing or storage. From here we can state the radio transceiver consumes significant amount of energy even in the idle state, it is thus generally desired to turn off a sensor’s radio when communication is not required. While allowing sensors’ radio to be turned off, two directions of research have been taken to preserve the communication capability of a sensor network. One direction exploits the spatial redundancy by turning off radios that may not be needed for maintaining network connectivity, as there are different topology management schemes proposed for this purpose. The other direction exploits the temporal potential in energy saving by turning off radios when not needed and providing some mechanisms to wake the radio up when communication is necessary, as there are different the wakeup schemes proposed for this purpose. One of the approach is these two directions are orthogonal to each other in the design space and can be combined together to obtain the aggregate energy saving. Wakeup schemes have great potential in energy saving for sensor networks where events occur infrequently. However, existing wakeup schemes have some limitations. There are many proposed wakeup schemes, encounter critical tradeoffs between energy saving and wakeup delay. We argue that a long delay can be detrimental for large sensor networks, in which it is not uncommon that a message needs to be forwarded dozens of hops to reach the destination. 6.2.2 Similar work on Energy Conservation Wakeup schemes can be categorized as synchronous or asynchronous schemes. The power saving mechanism defined in IEEE 802.11 is one example of synchronous wakeup. There exist several proposals for asynchronous wakeup. The ultimate objective is to arrange the wakeup schedule so that any two neighboring nodes are guaranteed to detect each other in finite time. The power saving capability and wakeup delay can be improved by using an additional wakeup channel. Let us assume there is a low power wakeup radio in addition to the usual high power data radio. Since the power consumption of the wakeup radio is assumed to be extremely low, it can stay awake for the entire time, consuming little energy. The major drawback encountered by such schemes is that the low power wakeup radio usually has a smaller transmission range than the high power data radio, which brings limitations to the communication between two nodes that are within each other’s data radio transmission range but are out of the wakeup radio transmission range. STEM (Sparse Topology and Energy Management) [7] also uses two radios, one functions as wakeup radio and the other is used for data transmissions. In STEM each node periodically turns on their wakeup radio for Tdstem every T duration, where T/Tdstem is defined as the duty cycle ratio.
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STEM achieves low power consumption of wakeup radio by using a large duty cycle ratio, instead of assuming a low power wakeup radio, thus, avoids the issue mentioned above. Whenever necessary, a source node sends a beacon on the wakeup radio to explicitly wake up the target node. The wakeup beacon will be repeated up to a maximum time period, unless a wakeup acknowledgment is received. If collisions happen on the wakeup channel, any node that senses such collisions turns on its data radio up to certain timeout duration. Since nodes are not synchronized to each other, the receiver may start its duty time in the middle of a wakeup packet transmission. Let Tw , Twack represent the transmission duration of the wakeup packet and the wakeup acknowledgment packet, respectively. The duty time of STEM, Tdstem , should at least be 2Tw + Twack to ensure the correct reception of the wakeup packet, as shown in Figure 1. Lower bounded by 2Tw + Twack , the duty time Tdstem could be quite large when the wakeup radio bit rate is low. In such Tw
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Figure 10. Minimum duty time of STEM cases, T has to be large enough to achieve the desired energy saving, resulting in a large wakeup delay. The simulation results in [7] show that to achieve a ten-fold decrease of energy consumption, the wakeup latency is about 1.3 s per hop, using a wakeup radio with bit rate of 2.4 Kbps. STEM-T, presented as a variation of STEM, discusses the possibility of using a wakeup tone to reduce the duty time. Sometimes even its found that using a wakeup tone could be less energy efficient in general. One of the important wake-up schemes is using Pipelined Toned. As describe in [9]. (A)Using the Wakeup Tone (B) Using Pipelined Toned Wakeup. In the above discussed paper we can see a Pipelined Tone Wakeup (PTW) scheme for sensor networks, which helps to achieve the balance between energy saving and end-to-end delay. PTW constructs an asynchronous wakeup pipeline to overlap the wakeup procedures with the packet transmissions. The use of wakeup tone enables a large duty cycle ratio without causing a large wakeup delay at each hop. It helps the pipeline to hide most of the wakeup delay while achieving a major energy saving. Both the analysis and simulation results show that, if the elapsed time in the “monitoring state” for a sensor network lasts for more than several minutes, the improvement of PTW over existing schemes can be quite significant in terms of both energy saving and end-to-end delay, especially for sensor net- works with low channel bit rate.



7. Conclusion In this paper we have surveyed the various aspects of WSN - static and dynamic. Here we have briefly included various applications of WSN, its types, various tasks performed, WSN working, its importance, major drawbacks etc. Special attention has been devoted to a systematic and comprehensive classification of different routing techniques of WSN, its energy conservation schemes and end-to-end delay protocols. We did not limit our discussion to topics that have
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received wide interest but we have also stressed the importance of other different approaches of WSN. We came across the different approaches to energy management. As far as “traditional” techniques to energy saving is concerned, an important aspect which has to be investigated more deeply is the integration of the different approaches into a simple summarized study, which involves characterizing the interactions between different protocols. Routing in sensor networks is a new area of research, with a limited, but rapidly growing set of research results. In this paper, we have also presented a comprehensive survey of routing techniques in wireless sensor networks which have been presented in this survey. They have the common objective of trying to extend the lifetime of the sensor network by conserving its energy without end to end delay, while not compromising data delivery. Although many of these routing techniques look promising, there are still many challenges that need to be solved in the sensor networks. We highlighted those challenges and pinpointed future research directions in this regard. Another interesting point is that the energy consumption of the radio is much higher than the energy consumption due to data sampling or data processing. So here we have discussed different aspect and technique of energy conservation as well as we must reduce the end to end delay. In future a solution can be proposed that can be a tradeoff between energy saving, wake up latency that reduces end to end delay as well as it can deliver data packet in a secured manner.



8. References



[1] Robert Berger, “Introduction to Wireless Sensor Networks,” 2009 NI Technical Symposium [2] Jamal N. Al-Karaki and Ahmed E. Kamal, “Routing Techniques in Wireless Sensor Networks: A Survey,” in the ICUBE initiative of Iowa State University, Ames, IA 50011. [3] W. Heinzelman, A. Chandrakasan and H. Balakrishnan, ”Energy-Efficient Communication Protocol for Wireless Mi- crosensor Networks,” Proceedings of the 33rd Hawaii International Conference on System Sciences (HICSS ’00), January 2000. [4] I. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, ”A survey on sensor networks,” IEEE Communications Magazine, Volume: 40 Issue: 8, pp.102-114, August 2002.. [5] Gajendra Singh Chandel1, Rakesh Shrivastava2, “Wireless Sensor Network Cuts: A Survey International Journal of Emerging Technology and Advanced Engineering Website: www.ijetae.com (ISSN 2250-2459, ISO 9001:2008 Certified Journal, Volume 3, Issue 3, March 2013). [6] [6] MARIO DI FRANCESCO and SAJAL K. DAS, Data Collection in Wireless Sensor Networks with Mobile Elements:A Survey. [7] C. Schurgers, V. Tsiatsis, S. Ganeriwal, and M. Srivastava.Topology Management for Sensor Networks: Exploiting La- tency and Density. In MobiHoc’02, 2002. [8] Xue Yang, Nitin H.Vaidya, A Wakeup Scheme for Sensor Networks: Achieving Balance between Energy Saving and End-to-end Delay. [9] F. A. Tobagi and L. Kleinrock. Packet Switching in Radio Channels: Part II - The Hidden Terminal Problem in Carrier Sense Multiple-Access and the Busy-Tone Solution. IEEE Trans. on Communications, COM-23(12), December 1975.



Sinthia Roy, IJRIT



279



[10] Giuseppe Anastasi*, Marco Conti#, Mario Di Francesco*, Andrea Passarella#, Energy Conservation in Wireless Sensor Networks: a Survey. [11] A. Perrig, R. Szewzyk, J.D. Tygar, V. Wen, and D. E. Culler, ”SPINS: security protocols for sensor networks”. Wireless Networks Volume: 8, pp. 521-534, 2000. [12] AKYILDIZ, I. F., SU, W., SANKARASUBRAMANIAM, Y., AND CAYIRCI, E. 2002. Wireless sensor networks: A survey. Comp. Netw. 38, 4, 393–422. [13] W. Ye, J. Heidemann, “Medium Access Control in Wireless Sensor Networks”, Chapter 4 in Wireless Sensor Networks (C. Raghavendra, K. Sivalingam, T. Znati, Editors), Kluwer Academic Publishers, 2004. [14] W. Ye, J. Heidemann and D. Estrin, “Medium Access Control With Coordinated Adaptive Sleeping for Wireless Sensor Networks”, IEEE/ACM Transactions on Networking, Volume: 12, Issue: 3, Pages: 493-506, June 2004. [15] C. Alippi, G. Anastasi, C. Galperti, F. Mancini, M. Roveri, “Adaptive Sampling for Energy Conservation in Wireless Sensor Networks for Snow Monitoring Applications”, Proc. of IEEE International Workshop on Mobile Ad-hoc and Sensor Systems for Global and Homeland Security (MASS-GHS 2007), Pisa (Italy), October 8, 2007. [16] I. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, ”A survey on sensor networks,” Communications Magazine, Volume: 40 Issue: 8, pp.102-114, August 2002.



IEEE



[17] A. Perrig, R. Szewzyk, J.D. Tygar, V. Wen, and D. E. Culler, ”SPINS: security protocols for sensor networks”. Wireless Networks Volume: 8, pp. 521-534, 2000. [18] S. Hedetniemi and A. Liestman, “A survey of gossiping and broadcasting in communication networks”, IEEE Networks, Vol. 18, No. 4, pp. 319-349, 1988. [19] A. Manjeshwar and D. P. Agarwal, ”TEEN: a routing protocol for enhanced efficiency in wireless sensor networks,” In 1st International Workshop on Parallel and Distributed Computing Issues in Wireless Networks and Mobile Computing, April 2001. [20] W. Heinzelman, A. Chandrakasan and H. Balakrishnan, ”Energy-Efficient Communication Protocol for Wireless Mi- crosensor Networks,” Proceedings of the 33rd Hawaii International Conference on System Sciences (HICSS ’00), January 2000.



Sinthia Roy, IJRIT



280



























[image: Wireless sensor network: A survey]
Wireless sensor network: A survey












[image: Wireless sensor network: A survey]
Wireless sensor network: A survey












[image: Wireless sensor network: A survey]
Wireless sensor network: A survey












[image: Design of a Wireless Sensor Network with Nanosecond ...]
Design of a Wireless Sensor Network with Nanosecond ...












[image: â€œWireless Sensor Network: Modelling & Simulationâ€�]
â€œWireless Sensor Network: Modelling & Simulationâ€�












[image: wireless sensor network architecture pdf]
wireless sensor network architecture pdf












[image: â€œWireless Sensor Network: Modelling & Simulationâ€�]
â€œWireless Sensor Network: Modelling & Simulationâ€�












[image: Wireless sensor Network Simulation Tools: A Survey - IJRIT]
Wireless sensor Network Simulation Tools: A Survey - IJRIT












[image: TWIN Node, A Flexible Wireless Sensor Network Testbed - EWSN]
TWIN Node, A Flexible Wireless Sensor Network Testbed - EWSN












[image: a service oriented wireless sensor network for power metering]
a service oriented wireless sensor network for power metering












[image: Wireless sensor Network Simulation Tools: A Survey - IJRIT]
Wireless sensor Network Simulation Tools: A Survey - IJRIT












[image: Implementing a Self-organizing Wireless Sensor Network]
Implementing a Self-organizing Wireless Sensor Network












[image: Packet Loss Behavior in a Wireless Broadcast Sensor Network]
Packet Loss Behavior in a Wireless Broadcast Sensor Network












[image: Area Throughput of an IEEE 802.15.4 Based Wireless Sensor Network]
Area Throughput of an IEEE 802.15.4 Based Wireless Sensor Network












[image: Network Coding for Wireless Applications: A Brief Tutorial]
Network Coding for Wireless Applications: A Brief Tutorial












[image: Traffic Based Clustering in Wireless Sensor Network]
Traffic Based Clustering in Wireless Sensor Network












[image: Wireless Sensor Network for Machine Condition ... - Semantic Scholar]
Wireless Sensor Network for Machine Condition ... - Semantic Scholar












[image: Energy-Efficient Wireless Sensor Network Design and ...]
Energy-Efficient Wireless Sensor Network Design and ...












[image: Wireless Sensor Network for Machine Condition Based ...]
Wireless Sensor Network for Machine Condition Based ...















A Brief Overview of Wireless Sensor Network: Concise ...






multi-hop traversal). As a consequence, ordinary nodes can save energy because path length, contention and forwarding overheads are reduced as well. In addition, the mobile device can visit the network in order to spread more uniformly the energy consumption due to communications. When the cost of mobilizing sensor ... 






 Download PDF 



















 1MB Sizes
 1 Downloads
 305 Views








 Report























Recommend Documents







[image: alt]





Wireless sensor network: A survey 

International Journal of Research in Information Technology (IJRIT) www.ijrit.com. ISSN 2001-5569. Wireless sensor network: A survey. Chirag C. Gami1, Ketan ...














[image: alt]





Wireless sensor network: A survey 

[email protected] 1, [email protected] 2. Abstract. This paper Describe the concept of Wireless Sensor Networks which has.














[image: alt]





Wireless sensor network: A survey 

Wireless sensor network has been a new and well growing technology. In ..... OPNET Modeler is a discrete event, object oriented, general purpose network ...














[image: alt]





Design of a Wireless Sensor Network with Nanosecond ... 

Apr 8, 2010 - A central server receives timestamped, digitized ... A number of programs are underway to increase exposure of cosmic ray .... far, we have only implemented a few simple server functions to monitor node status using virtual terminal ses














[image: alt]





â€œWireless Sensor Network: Modelling & Simulationâ€� 

Aug 9, 2014 - ABOUT THE INSTITUTE. Sinhgad Technical Education Society was established in the year 1993 by Prof. M. N.. Navale with the aim of ...














[image: alt]





wireless sensor network architecture pdf 

wireless sensor network architecture pdf. wireless sensor network architecture pdf. Open. Extract. Open with. Sign In. Main menu. Displaying wireless sensor ...














[image: alt]





â€œWireless Sensor Network: Modelling & Simulationâ€� 

Aug 9, 2014 - The college offers bachelor degree programs in ... Programs offered by Institute have been ... Registration can be done online by sending DD.














[image: alt]





Wireless sensor Network Simulation Tools: A Survey - IJRIT 

simulation tool for a particular application is a challenging task. It requires good ... The NS-3 project, started in 2006, is an open-source project developing NS-3. NS-3 is free ..... Mobile Applications, Services and Technologies, 2009. NGMAST ...














[image: alt]





TWIN Node, A Flexible Wireless Sensor Network Testbed - EWSN 

node via a Raspberry Pi. â€¢ WiFi based back channel that replaces active USB ca- bles. â€¢ Performance evaluation of battery and USB powered wireless sensor nodes. â€¢ Remote programming and monitoring of wireless sen- sor nodes. 237. International 














[image: alt]





a service oriented wireless sensor network for power metering 

basic functionalities for delivering data collected by the sensors. The sensor ... oriented implementation of a WSN platform for monitoring power meters. The next ...














[image: alt]





Wireless sensor Network Simulation Tools: A Survey - IJRIT 

This simulator is open source and provides online document [4]. NS2 has ... TOSSIM is a bit-level discrete event network emulator .... [6] P. Levis, N. Lee, â€œTOSSIM: A Simulator for TinyOS Networksâ€�, Computer Science Division, University of.














[image: alt]





Implementing a Self-organizing Wireless Sensor Network 

routing message path may not always mean that the data path. (actual route) is available. Figure 2 ... Besides the TinyOS [4], there are few OSs that meet our.














[image: alt]





Packet Loss Behavior in a Wireless Broadcast Sensor Network 

... building block for various sensor network services such as network-wide reprogram- ... [5] observes that the packet loss probability of a link in a sensor network ... Consider a simple wireless network shown in Fig.1 that uses retransmission to.














[image: alt]





Area Throughput of an IEEE 802.15.4 Based Wireless Sensor Network 

Abstract. In this paper we present a mathematical model to evaluate the performance of an IEEE 802.15.4 based multi-sink Wireless Sen- sor Network (WSN). ... Performance is evaluated by varying the traffic offered to the network (i.e. .... determine 














[image: alt]





Network Coding for Wireless Applications: A Brief Tutorial 

Laboratory for Information and Decision Systems, Massachusetts Institute of ... Computer Science and Artificial Intelligence Laboratory, Massachusetts Institute of ...














[image: alt]





Traffic Based Clustering in Wireless Sensor Network 

Traffic Based Clustering in Wireless Sensor. Network ... Indian Institute of Information Technology ... Abstract- To increase the lifetime and scalability of a wireless.














[image: alt]





Wireless Sensor Network for Machine Condition ... - Semantic Scholar 

We develop a wireless sensor network for ... important with accelerating advances in technology. ... acquisition systems to a new era of distributed wireless.














[image: alt]





Energy-Efficient Wireless Sensor Network Design and ... 

A new application architecture is designed for continuous, real-time, distributed wireless sensor .... This labor-intensive method not only increases the cost of .... four MICA2 Processor/Radio Boards, four MICA2DOT Quarter-Sized Proces-.














[image: alt]





Wireless Sensor Network for Machine Condition Based ... 

is typically 9-volt battery. With recent ... the data to a PC [9]. This labour-intensive method ..... Base station was connected to laptop using a 9-pin RS-. 232 serial ...


























×
Report A Brief Overview of Wireless Sensor Network: Concise ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















