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Abstract—In Delay Tolerant Networks (DTNs) with resource constraints such as short contact durations and small buffers, message scheduling and drop prioritization is a critical issue as it affects the routing performance. Current solutions mainly focus on devising buffer management strategies by assuming that the contact rates between mobile nodes are exponentially distributed. While this assumption is suitable for vehicular mobility scenarios such as taxicabs in a city, it is often invalid for mobility traces that feature human-assisted devices. Recent studies have shown that human mobility traces follow a truncated power-law distribution. In this paper, we propose a new buffer management strategy based on power-law distributed contacts. The main objective is to minimize the average message delivery delay in DTN networks with resource constraints and heterogeneous node mobility. We focus on two key issues: (1) in which order should messages be replicated when contact duration and forwarding bandwidth are limited, and (2) which messages should be dropped first when the buffer is full. We develop a utility function using global network information to compute per-packet average delay utility. Messages are then scheduled and dropped according to their utility values. Extensive simulation results based on reallife human mobility traces show that our proposed scheme can deliver messages in up to 27% less time than existing schemes, while still achieving a high delivery ratio. Keywords—Delay Tolerant Networks; Power Law; Routing; Buffer Management; Delivery Delay Optimization



I. I NTRODUCTION Delay Tolerant Networks (DTNs) [1] are characterized as sparsely connected, highly partitioned, and intermittently connected ad-hoc networks. In these challenging environments, end-to-end communication paths between node pairs are rarely available. There are many practical applications of DTNs, including wildlife tracking sensor networks [2], peoplenet [3], ocean sensor networks [4], military networks [5], and vehicular ad-hoc networks [6]. To handle the sporadic connectivity of mobile nodes in DTNs, the store-carry-and-forward method is used. That is, messages are temporarily stored and carried by a node until an appropriate communication opportunity with the next relay hop arises. Since DTNs are resource-constrained networks, there are two key issues with DTN routing that must be addressed. First, due to short contact duration [7], [8] and finite bandwidth, not all messages can be exchanged between nodes in a single contact. Thus, it is important to determine which messages to transmit first in order to optimize a certain global message delivery metric such as the delay or delivery ratio. Second,



under the store-carry-and-forward method, messages may be buffered and carried by a node for a considerably long time. This long-term storage need, coupled with multi-copy routing, which is often used to improve the delivery ratio and the robustness of message delivery, impose a high storage overhead on mobile nodes. When a node’s buffer is full, message drop prioritization becomes a critical issue as it affects routing performance. Although works on buffer management have been proposed [9], [10], [11], [12], they lack practicability due to their simple network assumptions. Furthermore, they assume exponentially distributed inter-contact times between nodes, which is not applicable to all mobility traces. Recent studies reveal that VANET mobility traces follow an exponential distribution [13], [14], whereas human-carried mobile devices show a truncated power-law distribution [15], [16], [17], [18]. Due to the significant difference between the power law and exponential distribution, existing buffer management strategies are not optimal for human mobility traces. In this paper, we develop a novel utility function based on power-law distributed contacts to guide the scheduling and drop of messages. To achieve optimality, we utilize network-wide information such as the number of existing copies of each message in the network and the distribution of pair-wise inter-contact times between nodes. Furthermore, we assume additional constraints for realistic DTNs such as limited bandwidth and heterogeneous node mobility. Our main optimization metric is the average message delivery delay. Although long delays are permitted in DTNs, minimizing delay can be important for time-sensitive information such as control signals or service announcements. Lastly, note that the relay selection issue, which determines the next-hop relay node for message replication, is also an important issue in DTN multi-copy routing. In this work, since we are mainly concerned with buffer management, we will base our study on simple Epidemic message dissemination [19]. We leave the issue of relay selection as future work. The rest of the paper is organized as follows. Section II reviews the related work. Section III states our network assumptions. Section IV describes the design of the buffer management strategy. Section V outlines the estimation of power-law parameters. Section VI presents the experimental results. Section VII concludes the paper and describes the future work.
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II. R ELATED W ORK Several works have investigated the issues of buffer management and message scheduling in DTNs. Zhang et al. [9] evaluated simple buffer management policies for Epidemic routing such as Drop Head (drop the oldest packet in the buffer) and Drop Tail (drop the newly received packet). They showed that Drop Head outperforms Drop Tail in terms of both delivery ratio and delay. Lindgren et al. [10] proposed different combinations of message drop and scheduling policies for PROPHET routing [20]. They found that the best combination in terms of delivery and delay is to drop the message that has been forwarded/replicated the largest number of times, and to prioritize the transmission of the message with the highest delivery predictability. Erramilli et al. [21] designed a queuing policy for Delegation forwarding [22]. They proposed to drop the message that has been replicated the most (i.e., the message with the highest delegation number), and to prioritize the transmission of messages with a low delegation number. Similarly, Kim et al. [23] developed a method to compare the number of possible copies of a message. They then proposed to drop the message with the largest expected number of copies first to minimize the impact of buffer overflow. However, these works do not consider using global network information such as the number of existing copies of each message in the network and the distribution of pair-wise intercontact times between nodes. The first work that takes into account this information is RAPID [11]. RAPID handles DTN routing as a resource allocation problem that translates the routing metric into per-message utilities, which determine the order in which messages are replicated and dropped under resource constraints. However, RAPID’s utility formulation is suboptimal as it does not take into account nodes’ buffer state. Li et al. [24] introduced a buffer management policy similar to RAPID, but relaxed the assumption that messages have the same size. However, they neither addressed the message scheduling issue nor provided any experimental results to validate their scheme. Krifa et al. [12] proposed a message drop policy based on per-message utilities. However, the utility is computed under the assumption of homogeneous node mobility (node pairs have the same meeting rates), which is uncommon in practice. Wang et al. [25] considered limited network bandwidth and varied message sizes. However, they still assumed a homogeneous inter-meeting rate and contact duration rate. Overall, existing works have investigated the use of intercontact times (ICTs) to optimize buffer management strategies. However, to the best of our knowledge, they all assume exponentially distributed ICTs between mobile nodes, and validate their schemes using vehicular mobility traces such as Shanghai and San Francisco taxicab traces. In this work, we formulate a new buffer management strategy based on powerlaw distributed ICTs, while taking into account additional constraints for realistic DTNs. The scheme is validated with real-life human mobility traces.



III. A SSUMPTIONS We assume a DTN network with a finite forwarding bandwidth and storage at each mobile node. Nodes can transfer messages to each other when they are within communication range. We follow a multi-copy model (Epidemic message dissemination), in which messages are replicated during a transfer while a copy is retained. We assume destination nodes always have enough storage to accommodate messages that are intended for them. However, this capacity assumption does not apply to intermediate nodes of the message. In addition, we assume a short contact duration. This implies that not all messages can be exchanged between nodes within a single contact. Furthermore, messages are assumed to have the same size and be unfragmented. Once transmitted, a message will always successfully arrive at the encounter node in its entirety. Each message is also associated with a Time-ToLive (TTL) value. After the TTL expires, the message will be discarded by its source node and intermediate nodes. Lastly, regarding the inter-contact time distribution between nodes, recent studies suggest that VANET mobility traces follow an exponential distribution [13], [14], whereas human-carried mobile devices show a truncated power-law distribution [15], [16], [17], [18]. In this paper, we will assume a power-law distributed inter-contact time with shape 𝛼 and scale 𝑥𝑚𝑖𝑛 , and that different node pairs have different inter-contact rates under heterogeneous node mobility. The four real-life human mobility traces from the Cambridge Haggle data set [26] (Cambridge, Infocom, Infocom2006, and Content), which are used to evaluate our scheme, fit best with this assumption. IV. B UFFER M ANAGEMENT S TRATEGY In this section, we first describe the estimation of global network information. We then derive a utility function using global network state to compute a per-message utility value with respect to minimizing the average delivery delay. Lastly, we outline the message scheduling and drop policy. A. Global Network State Estimation To study the impact of scheduling and dropping a particular message 𝑖 with respect to the delivery delay, it is important to know the following global network state information: (1) 𝑛𝑖 (𝑇𝑖 ) - the number of copies of message 𝑖 after the elapsed time 𝑇𝑖 since its creation, (2) {𝐻1,𝑖 , 𝐻2,𝑖 , ⋅ ⋅ ⋅ , 𝐻𝑛,𝑖 } - the times when replicas of message 𝑖 (since its creation) are received and stored at 𝑛𝑖 (𝑇𝑖 ) nodes, (3) {𝛼1,𝑑𝑖 , 𝛼2,𝑑𝑖 , ⋅ ⋅ ⋅ , 𝛼𝑛,𝑑𝑖 } - the shape parameters of the power-law ICT distribution between nodes that possess replicas of message 𝑖 and the destination of message 𝑖, and (4) 2,𝑑𝑖 𝑛,𝑑𝑖 𝑖 {𝑥1,𝑑 𝑚𝑖𝑛 , 𝑥𝑚𝑖𝑛 , ⋅ ⋅ ⋅ , 𝑥𝑚𝑖𝑛 } - the scale parameters of the powerlaw ICT distribution between nodes that possess replicas of message 𝑖 and the destination of message 𝑖. For convenience, we summarize the notations used in this section in Table I. These parameters are used as inputs to compute the permessage utility. Nodes gather the global network state as follows. Each node maintains a list of network nodes that are learned through



TABLE I. Notations Symbol



Description



𝐶(𝑡)



Number of unique messages in the network at time 𝑡



𝑇 𝑇 𝐿𝑖



Initial Time To Live of message 𝑖



𝑇𝑖



Elapsed time since the creation of message 𝑖



𝑅𝑖



Remaining lifetime of message 𝑖, (𝑅𝑖 𝑇 𝑇 𝐿𝑖 − 𝑇 𝑖 )



𝑛𝑖 (𝑇𝑖 )



Number of copies of message 𝑖 after elapsed time 𝑇𝑖



{𝐻1,𝑖 , ⋅ ⋅ ⋅ , 𝐻𝑛,𝑖 }



Times when replicas of message 𝑖 (since its creation) are received and stored at 𝑛𝑖 (𝑇𝑖 ) nodes



{𝛼1,𝑑𝑖 , ⋅ ⋅ ⋅ , 𝛼𝑛,𝑑𝑖 }



Shape parameters of the power-law ICT distribution between nodes that possess replicas of message 𝑖 and its destination



1,𝑑



𝑛,𝑑



𝑖 {𝑥𝑚𝑖𝑛 , ⋅ ⋅ ⋅ , 𝑥𝑚𝑖𝑛𝑖 }



=



Scale parameters of the power-law ICT distribution between nodes that possess replicas of message 𝑖 and its destination



either direct contacts or contact exchanges with other nodes. Each node also maintains the following metadata information for each network node 𝑘: ∙ Node 𝑘 ID. ∙ List of messages that are in the buffer of node 𝑘. ∙ Last updated time of the message list. In addition, the following metadata per message 𝑖 is maintained: ∙ Message 𝑖 ID. ∙ Status bit: DELIVERED ∣ BUFFERED (where DELIVERED indicates that message 𝑖 has been delivered and thus dropped from node 𝑘’s buffer; BUFFERED suggests that message 𝑖 is still in node 𝑘’s buffer and its delivery status is unknown). ∙ Elapsed time: 𝑇𝑖 . ∙ Initial Time to Live: 𝑇 𝑇 𝐿𝑖 . ∙ Message receipt time: 𝐻𝑖 . ∙ Shape parameter of the power-law ICT distribution between node 𝑘 and the destination of message 𝑖: 𝛼𝑘,𝑑𝑖 . ∙ Scale parameter of the power-law ICT distribution be𝑖 tween node 𝑘 and the destination of message 𝑖: 𝑥𝑘,𝑑 𝑚𝑖𝑛 . Fig. 1 summarizes the data structure used to maintain the metadata information. When nodes encounter each other, they record their partner’s node ID and the message list. They also exchange and merge the list of metadata information of other nodes (owned by their partner) and their message records. Nodes keep the message list with the most recent “last updated time” and discard the older one. Through this process, nodes will obtain global knowledge of the network state. Global parameters 𝑛𝑖 (𝑇𝑖 ) can then be computed by examining the status bit of each message metadata maintained by each known network node. Note that if the DELIVERED bit is observed, message 𝑖 is discarded from the current node’s buffer. However, its metadata information is retained and propagated to other nodes during the encounter. This helps remove no-longer-needed copies of an already delivered



Fig. 1. Data structure to keep track of nodes and messages.



message. Similarly, {𝐻1,𝑖 , ⋅ ⋅ ⋅ , 𝐻𝑛,𝑖 }, {𝛼1,𝑑𝑖 , ⋅ ⋅ ⋅ , 𝛼𝑛,𝑑𝑖 }, and 𝑛,𝑑𝑖 𝑖 {𝑥1,𝑑 𝑚𝑖𝑛 , ⋅ ⋅ ⋅ , 𝑥𝑚𝑖𝑛 } can be extracted from these message lists. Due to propagation delay, global network information collected through node encounters may become obsolete by the time it is used to compute the delay utility. However, as noted by [11], which also uses imperfect network-wide information (e.g. the encounter rates between nodes that possess replicas of the message and the destination of the message) collected through node encounters to compute per-message utilities, this inaccurate information is sufficient to enhance the routing performance with respect to a given optimization metric. Furthermore, it outperforms existing schemes that do not use any extra network information. Our experimental results in Section VI further confirm these observations. B. Delay Utility Computation We aim to derive a per-message utility function that leverages global information to compute the marginal utility value of a copy of message 𝑖 with respect to minimizing the average delivery delay. Let random variable 𝑋𝑖 represent the delivery delay of message 𝑖. Then, the expected delivery delay of message 𝑖 can be computed as: [ ] 𝐸[𝑋�� ] = Pr 𝑚𝑠𝑔𝑖 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 ∗ 𝐸[𝑋𝑖 ∣𝑋𝑖 ≤ 𝑇𝑖 ] [ ] + Pr 𝑚𝑠𝑔𝑖 𝑛𝑜𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑦𝑒𝑡 ∗ 𝐸[𝑋𝑖 ∣𝑋𝑖 > 𝑇𝑖 ]



(1)



Next, we show how to compute each component of 𝐸[𝑋𝑖 ]. We assume that after 𝑇𝑖 , the message is delivered directly to the destination, ignoring the effects of further replication and message drop within 𝑅𝑖 . 1) Pr[𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑] and Pr[𝑛𝑜𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑦𝑒𝑡]: Suppose node 𝑘 receives a copy of message 𝑖 at time 𝐻𝑘,𝑖 since the message creation. For message 𝑖 not to be delivered by node 𝑘, node 𝑘 must not encounter destination 𝑑𝑖 by time 𝑇𝑖 . That is, the following expression holds: 𝐻𝑘,𝑖 + 𝐼𝑘,𝑑𝑖 > 𝑇𝑖 , where 𝐼𝑘,𝑑𝑖 is a power-law random variable representing the inter-contact time between node 𝑘 and destination node 𝑑𝑖 . Since we need to consider all copies of message 𝑖, the probability that message 𝑖 has not been delivered by time 𝑇𝑖 is:



[



[



]



Pr 𝑛𝑜𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑦𝑒𝑡 = Pr



min {𝐻𝑘,𝑖 + 𝐼𝑘,𝑑𝑖 } > 𝑇𝑖 [ ] ∏ Pr 𝐻𝑘,𝑖 + 𝐼𝑘,𝑑𝑖 > 𝑇𝑖



=



𝐸[𝕏] =



𝑘∈𝑛𝑖 (𝑇𝑖 )



𝑘∈𝑛𝑖 (𝑇𝑖 )



∏



=



∫



]



[



∫ (2)



=



]



∞ 0



Pr[𝕏 > 𝑥]𝑑𝑥



1,𝑑



𝑖 𝑥𝑚𝑖𝑛



0



1𝑑𝑥 +



)−𝛼𝑗,𝑑 +1 𝑘 ( ∏ 𝑖 𝑥 𝑑𝑥 𝑗,𝑑𝑖 𝑘,𝑑𝑖 𝑥𝑚𝑖𝑛 𝑥𝑚𝑖𝑛 𝑗=1 )−𝛼𝑗,𝑑 +1 ∫ ∞ ∏ 𝑛 ( 𝑖 𝑥 𝑑𝑥 + 𝑗,𝑑𝑖 𝑛,𝑑𝑖 𝑥𝑚𝑖𝑛 𝑥𝑚𝑖𝑛 𝑗=1



𝑘+1,𝑑 𝑛−1 ∑ ∫ 𝑥𝑚𝑖𝑛 𝑖



𝑘=1



Pr 𝐼𝑘,𝑑𝑖 > 𝑇𝑖 − 𝐻𝑘,𝑖



𝑘∈𝑛𝑖 (𝑇𝑖 )



Note that in Eq. 2, we assume that 𝐼’s are independent for any pair of nodes. Since 𝐼𝑘,𝑑𝑖 is power-law distributed, its complimentary cumulative distribution function (CCDF) has the following form:



=



𝑖 𝑥1,𝑑 𝑚𝑖𝑛



+



𝑛−1 ∑



[



𝑘=1



( ⋅



𝑘 ∏



𝑖 𝛼𝑗,𝑑𝑖 −1 (𝑥𝑗,𝑑 𝑚𝑖𝑛 )



𝑗=1



𝑖 (𝑥𝑘+1,𝑑 ) 𝑚𝑖𝑛



𝑘+1−



𝑘 ∑



𝛼𝑗,𝑑



𝑖



𝑖 − (𝑥𝑘,𝑑 𝑚𝑖𝑛 ) 𝑘 ∑ 𝑘+1− 𝛼𝑗,𝑑𝑖 𝑗=1



𝑘+1−



𝑘 ∑ 𝑗=1



𝛼𝑗,𝑑



𝑖



)]



𝑗=1



[



]



Pr 𝐼𝑘,𝑑𝑖 > 𝑥 =



⎧ 1 ⎨( ⎩



)−𝛼𝑘,𝑑



𝑥



𝑖



𝑖 if 0 < 𝑥 < 𝑥𝑘,𝑑 𝑚𝑖𝑛



+1



(3)



𝑖 if 𝑥 ≥ 𝑥𝑘,𝑑 𝑚𝑖𝑛



𝑘,𝑑



𝑖 𝑥𝑚𝑖𝑛



𝑖 Assume ∀𝑘 ∈ 𝑛𝑖 (𝑇𝑖 ) : 𝑥 > 𝑥𝑘,𝑑 𝑚𝑖𝑛 , then Eq. 2 is solved as:



(



∏



[ ] Pr 𝑛𝑜𝑡 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑦𝑒𝑡 =



𝑘∈𝑛𝑖 (𝑇𝑖 )







𝑇𝑖 − 𝐻𝑘,𝑖 𝑖 𝑥𝑘,𝑑 𝑚𝑖𝑛 



)−𝛼𝑘,𝑑



𝑖



(4) 



𝐴



Pr 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 = 1 − 



(



∏



]



𝑘∈𝑛𝑖 (𝑇𝑖 )



𝑇𝑖 − 𝐻𝑘,𝑖 𝑖 𝑥𝑘,𝑑 𝑚𝑖𝑛 



)−𝛼𝑘,𝑑



𝑖



(5)



min {𝐼𝑘,𝑑𝑖 }



] (6)



𝑘∈𝑛𝑖 (𝑇𝑖 )



Pr[𝕏 > 𝑥] =



𝑥



𝑥



𝑗,𝑑𝑖



)−𝛼𝑗,𝑑



𝑖



+1



𝑗=1 ( 𝑚𝑖𝑛 )−𝛼𝑗,𝑑 +1   𝑛 𝑖  ∏  𝑥  ⎩ 𝑗,𝑑𝑖 𝑥 𝑗=1



𝑚𝑖𝑛



𝑖 if 0 < 𝑥 < 𝑥1,𝑑 𝑚𝑖𝑛



if



𝑖 𝑥𝑘,𝑑 𝑚𝑖𝑛



∫ 𝐸[𝐷𝑘,𝑖 ∣𝐷𝑘,𝑖 ≤ 𝑇𝑖 ] = =



𝑇𝑖 𝐻𝑘,𝑖 𝑇𝑖 𝐻𝑘,𝑖



Pr[𝑚𝑠𝑔𝑖 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑥] ⋅ 𝑥𝑑𝑥 [ ] Pr 𝐼𝑘,𝑑𝑖 = 𝑥 ⋅ 𝑥𝑑𝑥 (9)



The probability density function (PDF) of a power-law random variable 𝐼𝑘,𝑑𝑖 is given by: [ ] 𝛼𝑘,𝑑𝑖 − 1 Pr 𝐼𝑘,𝑑𝑖 = 𝑥 = 𝑖 𝑥𝑘,𝑑 𝑚𝑖𝑛



(



𝑥



)−𝛼𝑘,𝑑



𝑖



𝑖 𝑥𝑘,𝑑 𝑚𝑖𝑛



(10)



Plugging Eq. 10 into Eq. 9 and solving the integral, we obtain: 𝛼𝑘,𝑑𝑖 − 1 ( 𝑘,𝑑𝑖 )𝛼𝑘,𝑑𝑖 −1 𝐸[𝐷𝑘,𝑖 ∣𝐷𝑘,𝑖 ≤ 𝑇𝑖 ] = ⋅ 𝑥𝑚𝑖𝑛 −𝛼 𝑘,𝑑𝑖 + 2 ] [ −𝛼𝑘,𝑑 +2 𝑖 ⋅ (𝑇𝑖 ) − (𝐻𝑘,𝑖 )−𝛼𝑘,𝑑𝑖 +2   



(11)



𝐶𝑘



Let 𝕏 = min𝑘∈𝑛𝑖 (𝑇𝑖 ) {𝐼𝑘,𝑑𝑖 }. Without loss of generality, we 2,𝑑𝑖 𝑛,𝑑𝑖 𝑖 assume that 0 < 𝑥1,𝑑 𝑚𝑖𝑛 ≤ 𝑥𝑚𝑖𝑛 ≤ ⋅ ⋅ ⋅ ≤ 𝑥𝑚𝑖𝑛 . The CCDF of 𝕏 can then be expressed as: ⎧ 1   (   𝑘  ⎨∏



(8)



3) 𝐸[𝑋𝑖 ∣𝑋𝑖 ≤ 𝑇𝑖 ]: Consider node 𝑘 with a copy of message 𝑖 received at time 𝐻𝑘,𝑖 . The expected delivery delay 𝐷𝑘,𝑖 of message 𝑖 from node 𝑘 to destination 𝑑𝑖 , conditioned on 𝐷𝑘,𝑖 ≤ 𝑇𝑖 is:



+1



2) 𝐸[𝑋𝑖 ∣𝑋𝑖 > 𝑇𝑖 ]: Intuitively, it is the sum of the elapsed time and the time (from now) until when the first copy of message 𝑖 reaches the destination. That is, [



𝑗=1



∫







𝐵



𝐸[𝑋𝑖 ∣𝑋𝑖 > 𝑇𝑖 ] = 𝑇𝑖 + 𝐸



𝑖 𝛼𝑗,𝑑𝑖 −1 (𝑥𝑗,𝑑 ⋅ 𝑚𝑖𝑛 )



∑ 𝑖 𝑛𝑖 (𝑇𝑖 )+1 − 𝑛 (𝑥𝑛,𝑑 𝑚𝑖𝑛 ) 𝑗=1 𝛼𝑗,𝑑𝑖 ( ∑𝑛 ) − 𝑛 𝛼 (𝑇 𝑖 𝑖) − 1 𝑗,𝑑 𝑖 𝑗=1



+1



Based on Eq. 4, the probability that message 𝑖 has already been delivered is: [



+



𝑛 ∏







𝑖 𝑥𝑘+1,𝑑 𝑚𝑖𝑛



𝑖 if 𝑥𝑛,𝑑 𝑚𝑖𝑛 < 𝑥 < ∞



(7)



Then, by the definition of expectation, we can obtain a closed-form expression for 𝐸[𝕏] as follows:



Then, 𝐸[𝑋𝑖 ∣𝑋𝑖 ≤ 𝑇𝑖 ] can be approximated as: ∑ 𝐸[𝑋𝑖 ∣𝑋𝑖 ≤ 𝑇𝑖 ] ≈



𝑘∈𝑛𝑖 (𝑇𝑖 )



𝐸[𝐷𝑘,𝑖 ∣𝐷𝑘,𝑖 ≤ 𝑇𝑖 ] 𝑛𝑖 (𝑇𝑖 )



(12)



Note that it is difficult to obtain an exact solution for 𝐸[𝑋𝑖 ∣𝑋𝑖 ≤ 𝑇𝑖 ] as we cannot ignore the effects of continuous message replication during the interval [0, 𝑇𝑖 ]. Utility function: Having learned how to compute 𝐸[𝑋𝑖 ], we can now derive a utility function for the average delivery delay. To identify the local optimal policy that maximizes the improvement in 𝐸[𝑋𝑖 ], we differentiate 𝐸[𝑋𝑖 ] with respect to 𝑛𝑖 (𝑇𝑖 ).



− ∂𝐸[𝑋𝑖 ] =𝐵⋅ ∂𝑛𝑖 (𝑇𝑖 )



V. E STIMATING P OWER -L AW PARAMETERS



∑ 𝑘∈𝑛𝑖 (𝑇𝑖 ) 𝑛𝑖 (𝑇𝑖 )2



𝐶𝑘



1 ) 𝑗=1 𝛼𝑗,𝑑𝑖 − 𝑛𝑖 (𝑇𝑖 ) − 1



⋅ [( ∑ 𝑛 ⋅



𝑛 [( ∑







𝑛 ∏



( 𝑗,𝑑𝑖 )𝛼𝑗,𝑑 −1 𝑖 𝑥𝑚𝑖𝑛 +𝐴⋅ { 𝑗=1 ) ( 𝑛,𝑑 )𝑛𝑖 (𝑇𝑖 )+1 ( 𝑖 ⋅ ln 𝑥𝑛,𝑑 ]2 ⋅ 𝑥𝑚𝑖𝑛𝑖 𝑚𝑖𝑛



𝑛 ] ] [( ∑ ) ) 𝑖 𝑛𝑖 (𝑇𝑖 )+1 𝛼𝑗,𝑑𝑖 − 𝑛𝑖 (𝑇𝑖 ) − 1 + 𝑥𝑛,𝑑 − 𝛼𝑗,𝑑𝑖 𝑚𝑖𝑛



𝑗=1







}



𝑗=1



𝐷



 (13)



Then, we discretize ∂𝐸[𝑋𝑖 ] and replace it with Δ𝐸[𝑋𝑖 ]: Δ𝐸[𝑋𝑖 ] = 𝐷 ⋅ Δ𝑛𝑖 (𝑇𝑖 ) = −𝑈𝑖 ⋅ Δ𝑛𝑖 (𝑇𝑖 )



(14)



Let 𝔼𝔻 denote the total expected delivery delay for all messages. Then, Δ𝔼𝔻 =



Δ𝐸[𝑋𝑖 ]



(15)



𝑖=1



where 𝐶(𝑡) is the number of unique messages in the network at time 𝑡. A forwarding or drop decision should aim to maximize the improvement in 𝔼𝔻, that is to maximize the decrease of Δ𝔼𝔻. In Eq. 14, Δ𝑛𝑖 (𝑇𝑖 ) takes on the following values: ⎧  ⎨−1 Δ𝑛𝑖 (𝑇𝑖 ) = 0  ⎩+1



[ 𝛼=1+𝑛



𝐶(𝑡)



∑



In this section, we show how to estimate power-law parameters 𝑥𝑚𝑖𝑛 and 𝛼 using the Kolmogorov-Smirnov (KS) statistic [27] and the Maximum Likelihood Estimator (MLE), respectively. Each node 𝑘 independently collects and maintains inter𝑘,𝑖 contact time samples 𝑥 = {𝑠𝑘,𝑖 1 , 𝑠2 , ⋅ ⋅ ⋅ } for each encounter node 𝑖. Fig. 2 presents steps (written in R code [28]) to 𝑖 estimate 𝑥𝑘,𝑑 𝑚𝑖𝑛 and 𝛼𝑘,𝑑𝑖 of the power-law ICT between the current node 𝑘 and destination 𝑑𝑖 of message 𝑖. The input 𝑥 to function EstimateParams is a vector of empirical observations of inter-contact time samples. Line 7 iterates over the ICT data set and uses each unique data as 𝑥𝑚𝑖𝑛 . Line 9 truncates the data set to include only data greater than or equal to the chosen 𝑥𝑚𝑖𝑛 . Line 11 estimates 𝛼 based on the chosen 𝑥𝑚𝑖𝑛 , using the direct MLE:



if drop message 𝑖 from the buffer if not drop message 𝑖 from the buffer if store the newly-received message 𝑖



(16)



If a node drops an already existing message 𝑖 from its buffer, then Δ𝐸[𝑋𝑖 ] = 𝑈𝑖 . Thus, to maximize the decrease of Δ𝔼𝔻, we should drop the one with the smallest value of 𝑈𝑖 . Similarly, if a node accepts and stores the newly-received message 𝑖 from its encounter node (i.e., if the encounter node replicates message 𝑖 to the current node), then Δ𝐸[𝑋𝑖 ] = −𝑈𝑖 . Thus, to maximize the decrease of Δ𝔼𝔻, we should choose the one with the largest value of 𝑈𝑖 . Therefore, 𝑈𝑖 represents the permessage utility value with respect to minimizing the average delivery delay. From Eq. 14, we have 𝑈𝑖 = −𝐷. C. Scheduling and Drop Policy Suppose that node A and B encounter each other, and node A has a set of messages 𝑀𝐴 (in BUFFERED state) for which B is the next relay node. In addition, suppose that the buffer at node B is full. Then, the best scheduling policy for node A is to replicate messages in 𝑀𝐴 in decreasing order of their utilities. On the other hand, the best drop policy for node B is to drop messages (among newly-received messages and messages already in the buffer) in increasing order of their utilities, subject to the constraint that node B should never discard its own source messages. This ensures that at least one copy of each message stays in the network until a message’s TTL expires. This optimization aims to improve the delivery ratio.



𝑛 ∑ 𝑖=1



ln



𝑥𝑖



]−1



𝑥𝑚𝑖𝑛



(17)



The derivation detail of Eq. 17 is given in the Appendix section. Note that the 𝛼 value on line 11 is not yet the final 𝛼 value for our fitted power-law model. Line 12 computes the empirical CCDF, which is a step function 𝑆(𝑥), defined as the fraction of the full data set that are greater than or equal to some value 𝑥. If the data is sorted in ascending order 𝑥1 ≤ 𝑥2 ≤ ⋅ ⋅ ⋅ ≤ 𝑥𝑛 as on line 4, then the corresponding values for the empirical CCDF, in order, 1 13 computes the fitted are 𝑆(𝑥) = {1, 𝑛−1 𝑛 , ⋅ ⋅ ⋅ , 𝑛(}. Line )−𝛼+1 𝑥 theoretical CCDF: 𝑃 (𝑥) = 𝑥𝑚𝑖𝑛 . Line 14 computes the KS statistic, which is the maximum distance between the CCDFs of the data and the fitted model: 𝐷 = max ∣𝑆(𝑥) − 𝑃 (𝑥)∣ 𝑥≥𝑥𝑚𝑖𝑛



(18)



Line 19 estimates the final fitted 𝑥 ˆ𝑚𝑖𝑛 as the value of 𝑥𝑚𝑖𝑛 from the data set that minimizes 𝐷. Line 20 then truncates the data set based on 𝑥 ˆ𝑚𝑖𝑛 . Line 23 finds the corresponding fitted 𝛼 ˆ using Eq. 17. VI. P ERFORMANCE E VALUATION In this section, we conduct extensive simulations using reallife human mobility traces to evaluate the performance of our proposed buffer management strategy. The simulation setup, performance metrics, and the evaluation results are presented as follows. A. Simulation Setup We implement the proposed buffer management strategy using the opportunistic network simulator ONE 1.5.1 [29]. To obtain meaningful results, we use real-life mobility traces from the Cambridge Haggle data set [26], which contains a total of five traces of Bluetooth device connections by people carrying mobile devices (iMotes) for a number of days. The traces are Intel, Cambridge, Infocom, Infocom2006, and Content. However, we do not include the Intel trace in the evaluation because it has a very small number of mobile iMotes (only



1: EstimateParams ← function(x) { 2: xmins = unique(x) 3: dat = numeric(length(xmins)) 4: sdat = sort(x) 5: 6: # Compute dist between empirical and theoretical CCDF 7: for (i in 1:length(xmins)) { 8: xmin = xmins[i] 9: tdat = sdat[sdat >= xmin] 10: n = length(tdat) 11: alpha = 1 + n * (sum(log(tdat/xmin))) ˆ (-1) 12: sx = (n:1)/n 13: px = (tdat/xmin) ˆ (-alpha+1) 14: dat[i] = max(abs(sx-px)) 15: } 16: 17: # Estimate final value of 𝑥𝑚𝑖𝑛 and 𝛼 18: D = min(dat[dat>0], na.rm=TRUE) 19: xmin = xmins[which(dat==D)] 20: sdat = x[x >= xmin] 21: sdat = sort(sdat) 22: n = length(sdat) 23: alpha = 1 + n * (sum(log(sdat/xmin))) ˆ (-1) 24: 25: return(list(“xmin”=xmin, “alpha”=alpha)) 26: }



# Obtain a vector of all unique values of x # Create a vector to store KS statistics # Sort values of x in ascending order



# Choose next xmin candidate # Truncate data below this xmin value # # # #



Estimate alpha using direct MLE Construct a vector of empirical CCDF values Construct a vector of fitted theoretical CCDF values Compute the KS statistic



# # # #



Find the smallest D value Find the corresponding xmin value that minimizes D Truncate data below this xmin value Sort values of x in ascending order



# Estimate alpha based on the fitted xmin



Fig. 2. Estimating parameters 𝑥𝑚𝑖𝑛 and 𝛼 of a power-law ICT distribution. TABLE II. Characteristics of four Cambridge Haggle traces Trace



Contacts



Length(D) (d.h:m.s)



iMotes



NoniMotes



Cambridge



6,732



6.1:34.2



12



211



Infocom



28,216



2.22:52.56



41



233



Infocom2006



227,657



3.21:43.39



98



4,519



Content



41,587



23.19:50.18



54



11,418



8 iMotes). These traces are collected by different groups of people in office environments, conference environments, and city environments, respectively. Bluetooth contacts are classified into two groups: (1) internal contacts - iMotes’ sightings of other iMotes, and (2) external contacts - iMotes’ sightings of other types of Bluetooth devices (non-iMotes). Note that these traces contain no record of contact between non-iMotes. Furthermore, the ICTs in these traces follow a power-law distribution [15], [30]. Table II shows the statistics of the four traces that we use. We assume nodes have a homogeneous buffer capacity of 30MB. Each node initially has five source messages in its buffer. Each message is of the same size of 1MB, and is intended for a random destination node in the network. Furthermore, we assume that messages have a homogeneous TTL value, which is varied for different simulations. For statistical convergence, the results reported in this section are averaged from 20 simulation runs. As mentioned earlier, we use the Epidemic routing protocol [19] to forward messages. Since Epidemic routing floods the network, it causes a higher number of drop decisions than



other multi-copy routing schemes. We evaluate the performance of the following buffer management policies: ∙ FIFO-DropTail replicates buffered messages in First-InFirst-Out order of arrival, and drops the newly received message. ∙ GRTRSort-MOFO [10] combines GRTRSort forwarding strategy with MOFO (Most Forwarded) drop policy. GRTRSort replicates messages in descending order of the delivery predictability difference to the destination between the encounter node and the current carrier of the message. MOFO drops the message that has been replicated the largest number of times first. ∙ Utility (our proposed metric) replicates messages in decreasing order of their utilities, and drops messages (among the buffered messages and newly arrived messages) in increasing order of their utilities. B. Evaluation Metrics We use the following metrics for evaluation: ∙ Delivery ratio: the proportion of messages that have been delivered out of the total messages created. ∙ Average delay: the average interval of time for each message to be delivered from the source to destination. C. Comparative Results Fig. 3 compares the delivery ratio among the schemes. Utility has the highest delivery ratio, followed by GRTRSortMOFO and FIFO-DropTail. The improvements of Utility are more significant in environments with more regular mobility patterns such as a campus environment (Fig. 3a) and city environment (Fig. 3d), and less significant in environments
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Fig. 3. Delivery ratio vs message time-to-live in Cambridge Haggle traces. 6
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In this paper, we addressed the issue of buffer management under power-law distributed contacts and resource constraints to optimize the message delivery delay. We derived a utility function using global network information to compute the marginal value of a message copy with respect to minimizing the average delay. Messages are then scheduled and dropped according to their utility values. Experimental results using Cambridge Haggle traces show that our proposed scheme can deliver messages in up to 27% less time than existing schemes, while still achieving a high delivery ratio. In future work, we plan to tackle the relay selection issue in networks with power-law distributed ICTs. We also plan to refine buffer management policies by considering heterogeneous message sizes. R EFERENCES
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simulations. The assumption of homogeneous buffer capacity still holds for all nodes. Similar to the case of delivery ratio, Fig. 4 shows that although Utility outperforms other schemes in all scenarios, the improvements are more profound in Cambridge and Content traces (which feature more regular mobility patterns). Furthermore, the performance gap between Utility and other schemes is bigger at low buffer sizes, where a higher number of drop decisions is taken. Recall that we forward messages using the Epidemic routing protocol, which generates a high amount of network traffic. This demonstrates the effectiveness of our scheme, particularly in networks with high load and high congestion.
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Fig. 4. Delivery delay vs buffer size in Cambridge Haggle traces.



with relatively random mobility such as conference environments (Fig. 3b and 3c). Note that FIFO-DropTail has very poor performance in all scenarios. To study the delivery delay, we set messages’ TTL to be equal to the simulation duration (column three of Table II). This ensures that each scheme achieves its highest delivery rate. Furthermore, to achieve a fair comparison, we use the average delay of FIFO-DropTail (obtained at the end of the simulation) as a baseline. We then compute the average delay of the other schemes by running and stopping the simulations as soon as they reach the same delivery ratio as FIFO-DropTail. We plot the delivery delay against the buffer size, which is increased from 10MB to 35MB for different



[1] K. Fall, “A delay-tolerant network architecture for challenged internets,” in Proceedings of the 2003 conference on Applications, technologies, architectures, and protocols for computer communications. ACM, 2003, pp. 27–34. [2] P. Juang, H. Oki, Y. Wang, M. Martonosi, L. S. Peh, and D. Rubenstein, “Energy-efficient computing for wildlife tracking: Design tradeoffs and early experiences with zebranet,” in ACM Sigplan Notices, vol. 37, no. 10. ACM, 2002, pp. 96–107. [3] M. Motani, V. Srinivasan, and P. S. Nuggehalli, “Peoplenet: engineering a wireless virtual social network,” in Proceedings of the 11th annual international conference on Mobile computing and networking. ACM, 2005, pp. 243–257. [4] J. Partan, J. Kurose, and B. N. Levine, “A survey of practical issues in underwater networks,” ACM SIGMOBILE Mobile Computing and Communications Review, vol. 11, no. 4, pp. 23–33, 2007. [5] Z. Lu and J. Fan, “Delay/disruption tolerant network and its application in military communications,” in Computer Design and Applications (ICCDA), 2010 International Conference on, vol. 5. IEEE, 2010, pp. V5–231. [6] J. Ott and D. Kutscher, “A disconnection-tolerant transport for drivethru internet environments,” in INFOCOM 2005. 24th Annual Joint Conference of the IEEE Computer and Communications Societies. Proceedings IEEE, vol. 3. IEEE, 2005, pp. 1849–1862. [7] X. Zhuo, Q. Li, W. Gao, G. Cao, and Y. Dai, “Contact duration aware data replication in delay tolerant networks,” in Network Protocols (ICNP), 2011 19th IEEE International Conference on. IEEE, 2011, pp. 236–245. [8] J. Burgess, B. Gallagher, D. Jensen, and B. N. Levine, “Maxprop: Routing for vehicle-based disruption-tolerant networks.” in INFOCOM, vol. 6, 2006, pp. 1–11. [9] X. Zhang, G. Neglia, J. Kurose, and D. Towsley, “Performance modeling of epidemic routing,” Computer Networks, vol. 51, no. 10, pp. 2867– 2891, 2007.



[10] A. Lindgren and K. S. Phanse, “Evaluation of queueing policies and forwarding strategies for routing in intermittently connected networks,” in Communication System Software and Middleware, 2006. Comsware 2006. First International Conference on. IEEE, 2006, pp. 1–10. [11] A. Balasubramanian, B. Levine, and A. Venkataramani, “Dtn routing as a resource allocation problem,” ACM SIGCOMM Computer Communication Review, vol. 37, no. 4, pp. 373–384, 2007. [12] A. Krifa, C. Barakat, and T. Spyropoulos, “Optimal buffer management policies for delay tolerant networks,” in Sensor, Mesh and Ad Hoc Communications and Networks, 2008. SECON’08. 5th Annual IEEE Communications Society Conference on. IEEE, 2008, pp. 260–268. [13] H. Zhu, L. Fu, G. Xue, Y. Zhu, M. Li, and L. M. Ni, “Recognizing exponential inter-contact time in vanets,” in INFOCOM, 2010 Proceedings IEEE. IEEE, 2010, pp. 1–5. [14] K. Lee, Y. Yi, J. Jeong, H. Won, I. Rhee, and S. Chong, “Maxcontribution: On optimal resource allocation in delay tolerant networks,” in INFOCOM, 2010 Proceedings IEEE. IEEE, 2010, pp. 1–9. [15] A. Chaintreau, P. Hui, J. Crowcroft, C. Diot, R. Gass, and J. Scott, “Impact of human mobility on opportunistic forwarding algorithms,” Mobile Computing, IEEE Transactions on, vol. 6, no. 6, pp. 606–620, 2007. [16] I. Rhee, M. Shin, S. Hong, K. Lee, S. J. Kim, and S. Chong, “On the levy-walk nature of human mobility,” IEEE/ACM Transactions on Networking (TON), vol. 19, no. 3, pp. 630–643, 2011. [17] T. Karagiannis, J.-Y. Le Boudec, and M. Vojnovi´c, “Power law and exponential decay of intercontact times between mobile devices,” Mobile Computing, IEEE Transactions on, vol. 9, no. 10, pp. 1377–1390, 2010. [18] J. Leguay, T. Friedman, and V. Conan, “Dtn routing in a mobility pattern space,” in Proceedings of the 2005 ACM SIGCOMM workshop on Delaytolerant networking. ACM, 2005, pp. 276–283. [19] A. Vahdat, D. Becker et al., “Epidemic routing for partially connected ad hoc networks,” Technical Report CS-200006, Duke University, Tech. Rep., 2000. [20] A. Lindgren, A. Doria, and O. Schelen, “Probabilistic routing in intermittently connected networks,” in Service Assurance with Partial and Intermittent Resources. Springer, 2004, pp. 239–254. [21] V. Erramilli and M. Crovella, “Forwarding in opportunistic networks with resource constraints,” in Proceedings of the third ACM workshop on Challenged networks. ACM, 2008, pp. 41–48. [22] V. Erramilli, M. Crovella, A. Chaintreau, and C. Diot, “Delegation forwarding,” in Proceedings of the 9th ACM international symposium on Mobile ad hoc networking and computing. ACM, 2008, pp. 251–260. [23] H. D. Kim and I. Yeom, “Minimizing the impact of buffer overflow in dtn,” in Proceedings International Conference on Future Internet Technologies (CFI). Citeseer, 2008, p. 20. [24] Y. Li, M. Qian, D. Jin, L. Su, and L. Zeng, “Adaptive optimal buffer management policies for realistic dtn,” in Global Telecommunications Conference, 2009. GLOBECOM 2009. IEEE. IEEE, 2009, pp. 1–5. [25] E. Wang, Y. Yang, and J. Wu, “A knapsack-based message scheduling and drop strategy for delay-tolerant networks,” in Wireless Sensor Networks. Springer, 2015, pp. 120–134. [26] J. Scott, R. Gass, J. Crowcroft, P. Hui, C. Diot, and A. Chaintreau, “CRAWDAD dataset cambridge/haggle (v. 2006-09-15),” Downloaded from http://crawdad.org/cambridge/haggle/20060915, Sep. 2006. [27] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, “Numerical recipes: The art of scientific computing (cambridge,” 1992. [28] R. C. Team, “R language definition,” 2000. [29] A. Ker¨anen, J. Ott, and T. K¨arkk¨ainen, “The ONE Simulator for DTN Protocol Evaluation,” in SIMUTools ’09: Proceedings of the 2nd International Conference on Simulation Tools and Techniques. New York, NY, USA: ICST, 2009. [30] J. Leguay, A. Lindgren, J. Scott, T. Friedman, and J. Crowcroft, “Opportunistic content distribution in an urban setting,” in Proceedings of the 2006 SIGCOMM workshop on Challenged networks. ACM, 2006, pp. 205–212.



A PPENDIX In this section, we derive the Maximum Likelihood Estimator (MLE) for 𝛼. Consider a power-law distribution described by a probability density function 𝑝(𝑥): 𝑝(𝑥) =



𝛼−1 𝑥𝑚𝑖𝑛



(



𝑥𝑖 𝑥𝑚𝑖𝑛



)−𝛼



(19)



Assume that we already know the lower bound 𝑥𝑚𝑖𝑛 at which power-law behavior holds. Given a data set containing 𝑛 observations 𝑥𝑖 ≥ 𝑥𝑚𝑖𝑛 , the probability that the data were drawn from the model (i.e., the likelihood of the data given the model) is: 𝑝(𝑥∣𝛼) =



( )−𝛼 𝑛 ∏ 𝑥𝑖 𝛼−1 𝑥𝑚𝑖𝑛 𝑥𝑚𝑖𝑛 𝑖=1



(20)



Taking the logarithm of the likelihood function, we obtain: ℒ = ln 𝑝(𝑥∣𝛼) = ln =



𝑛 [ ∑



( )−𝛼 𝑛 ∏ 𝑥𝑖 𝛼−1 𝑥𝑚𝑖𝑛 𝑥𝑚𝑖𝑛 𝑖=1



ln(𝛼 − 1) − ln 𝑥𝑚𝑖𝑛 − 𝛼 ln
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= 𝑛 ln(𝛼 − 1) − 𝑛 ln 𝑥𝑚𝑖𝑛 − 𝛼
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𝑥𝑚𝑖𝑛 ln



(21)



𝑥𝑖 𝑥𝑚𝑖𝑛



Then, we differentiate the log likelihood with respect to 𝛼 and equate to 0: ∂ℒ =0 ∂𝛼 𝑛 ∑ 𝑥𝑖 𝑛 ln =0 ⇔ − 𝛼 − 1 𝑖=1 𝑥𝑚𝑖𝑛



(22)



Solving for 𝛼, we obtain the MLE for the shape parameter: [



𝛼=1+𝑛



𝑛 ∑ 𝑖=1



ln



𝑥𝑖 𝑥𝑚𝑖𝑛



]−1
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