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A comparison of Stefan and Phase Field modeling techniques for the simulation of melting nuclear fuel M.J. Welland, B.J. Lewis*, and W.T. Thompson Department of Chemistry and Chemical Engineering Royal Military College of Canada P.O. 17000 Station Forces Kingston, Ontario, K7K 7B4 *Tel: (613) 541-6000 x 6611, Fax: (613) 542-9489, Email: [email protected]



Abstract Simulations of heat transfer in UO2 at very high temperatures incorporating the effects of phase transitions are being conducted to help support the design and analysis of experimental work being conducted as part of nuclear safety research. This work includes the interpretation of the behaviour of nuclear fuel under conditions where centreline melting may occur. Models based on the Stefan formulation and Phase Field approach are derived from fundamental principles and implemented using recently published material properties. Both simulations compare well with laser flash experiments in recently published literature. The Phase Field model is recommended for further development due to its versatility in handling heat sources and robustness in simulating the evolution of the solid-liquid interface. These points are demonstrated with an example simulation of centerline melting resultant from fission heating for fuel performance analysis.



Classifications: 65C20 Models, numerical methods; 80A22 Stefan problems, phase changes, etc.; 80-08 Computational methods; 80A20 Heat and mass transfer, heat flow



1. Introduction Under upset or very high power conditions, it is possible that local fuel melting may result. A number of mechanistic codes have been developed for reactor safety analysis to predict the thermal mechanical behaviour of nuclear fuel elements under upset or severe reactor accident conditions, where fuel melting phenomena can occur. [1,2,3,4,5], In addition, even under normal operating conditions, fuel centerline melting may result with defective fuel operation at high linear power ratings, where the thermal performance of the element may be degraded with the possibility of fuel oxidation, which leads to a reduced thermal conductivity in the urania and a lower incipient melting temperature in the hyperstoichiometric fuel [6,7,8]. Recent experiments have been performed to better understand molten fuel phenomena, typically involving laser flash techniques [9] or a furnace as performed by Latta and Fryxell [10], i.e. specialized equipment is required to heat fuel samples to the melting temperature of 3147 K for unoxidized fuel. These experiments therefore provide a methodology to study the thermal properties of uranium dioxide fuel and hyperstoichiometric fuel at high temperature in both the solid and liquid state.
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In order to determine such properties, sophisticated models coupling the heat and mass transport are typically needed [11]. There is also a requirement to generalize these models so that they can be used in fuel performance and safety codes. For example, in these latter applications, a non-idealized geometry may be present where there is not just surface heating but rather volumetric source of heat due to decay, fission or chemical processes in fuel elements under various operating conditions and accident scenarios. The introduction of a phase transformation adds significant complexity to the fuel behaviour models due to sharply changing material properties. In particular, as a simplification to incorporate such phenomena, the thermal effects of a phase change have been previously modeled by considering rapid changes in the enthalpy or heat capacity over a given temperature interval [12]. A more fundamental treatment, however, is desirable in order to assess such approximate approaches for treating molten fuel behaviour, which is the focus of the current modelling effort. In working towards simulating the melting of an operational fuel element, two modelling techniques are developed. The Stefan formulation is essentially the law of conservation of energy as it applies to a moving phase boundary. This approach is widely used for modelling problems with changing phases [13,14] and has previously been applied by Atrazhev and Brykin [11] to describe the melting of nuclear fuel by laser flash experiments. The Phase Field technique is commonly used to simulate solidification microstructure [15] but offers many attributes desirable to simulations of melting on the scale of interest in this work. In contrast with the Stefan formulation, the Phase Field model does not solve for the position and rate of movement of the phase change front but rather can deduce it from the solution. Boettinger et al. [16] presents an excellent review of this methodology but derives an isothermal formulation to which a heat flow equation is appended. Bi and Sekerka [17] derive a general formulation for the non-isothermal case which forms the basis of the derivation presented herein. To our knowledge, the Phase Field model has not been applied to the problem of nuclear fuel melting. This work therefore details the theoretical development of both models and assesses their suitability for nuclear fuel analysis. The models are specifically compared to results from laser flash experiments that were previously conducted at the Institute for Transuranium elements (ITU). The application of the Phase Field model to fuel centerline melting in an operating fuel element is also demonstrated. 2. Modelling techniques The development of the Stefan and Phase Field models to describe heat and mass transfer in liquid and solid uranium dioxide fuel is described in Sections 2.1 and 2.2, respectively. 2.1. The Stefan formulation The Stefan formulation is based on the conservation of energy in the presence of a moving melting/solidifying front which is explicitly tracked. Local equilibrium is assumed on either side of this boundary and undercooling / superheating effects are ignored. This conception is considered a ‘sharp interface’ model since the phase change is assumed to be localized to a stable, well defined melting front without a two phase ‘mushy region’. The basic schematic of the Stefan formulation, defining the normal direction nˆ in accordance with the convention in [18], is shown in Figure 1. All symbols are listed for reference in the nomenclature section in Table 1. The heat transport equation for the temperature T must be satisfied in both the liquid and solid phases independently:
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ρ ⋅ Cp



r ∂T = −∇ ⋅ q + Q& ∂t



(1)



where ρ is the density, Cp is the heat capacity, Q& is volumetric heat generation and q is the fourier heat flux defined as:



q = − k ∇T



(2)



in which k is the thermal conductivity. The temperature profile in the sample is continuous across the boundary and equal to the melting temperature. The heat flux is discontinuous across the moving phase change front as a consequence of the storage of enthalpy of fusion. Indicating solid and liquid fluxes by the subscripts S and L, the conservation equation may be written as:



r r q L ⋅ nˆ − q S ⋅ nˆ = ρ∆H fus R fus



(3)



where R fus is the rate of fusion, and ∆H fus is the enthalpy of fusion. It is important to note that the rate of the phase front movement is independent of any motion of the liquid phase. The rate of front movement is the rate of melting for positive values and conversely the rate of solidification for negative values. The Stefan problem is then described completely by Eqs. (1) to (3). The moving phase front is represented mathematically as a boundary between the solid and liquid phase that moves with time. One technique to model a moving boundary problem is to perform a coordinate transformation from the moving ‘spatial’ domain (such as would be observed) to a stationary ‘reference’ domain upon which the equations may be solved. Such a transformation may be accomplished via the Arbitrary Lagrange Eulerian method [19] which introduces a new set of unknown r variables, i.e., x which correspond to the observed, spatial coordinate system. These variables, in addition to the unknowns of r r the problem, are solved on the stationary, reference domain with coordinates X . The solution, x ( X ) allows for the transformation of the problem unknowns and their derivatives between the reference and spatial domains as illustrated in Figure 2. Using temperature as an example, the transformation of spatial and temporal derivatives are: r ∂ X ∇ xr T = ∇ Xr T ⋅ r ∂x r DT ∂T = + ∇ xrT ⋅ Ψ Dt ∂t where subscripts denote the coordinate system for the given derivative,



(4) (5)



D represents the total (material) time derivative and Dt



r ∂x Ψ= is the velocity of the mesh with respect to the material. The temporal derivative includes a convective term to ∂t r ∂X account for the mesh movement. The term r in equation (4) is the inverse Jacobian of this transformation. In the one ∂x



dimensional case, this term takes the simple form:



4



r ∂x ∂x r = (6) ∂X ∂X r −1 ∂X ∂x (7) r = ∂x ∂X Mesh displacement or velocity is determined for all points on the reference mesh by the solution of a smoothing equation r such as ∇ 2X Ψ = 0 subject to the boundary conditions. In the current model, outer boundaries are stationary and the internal boundary is fixed to the melting rate so that the mesh follows the movement of the interface.



2.2 Phase Field model The Phase Field model adds a scalar variable ϕ , named the phase field variable, to the problem domain and an associated partial differential equation to govern it [20]. This variable is an abstract parameterization of the extent to which a region of material may be considered solid or liquid. It can be interpreted as the local fractional volume that is liquid, or proportional to the regularity of atomic spacing [21]. It is not a conserved quantity. In this development, ϕ represents the phase change between solid and liquid for clarity, but it can represent any phase transformation in general. In this analysis, the value of φ varies continuously in the range [0,1] representing solid and liquid, respectively. For



ϕ ≠ 0,1 , a two phase region is present in which the material can be considered a mix of solid and liquid forming a 'diffuse' interface in contrast to the sharp interface used in other models such as the Stefan formulation previously described [22]. This formulation is a very general model which can be shown to reduce to the Stefan condition in the sharp interface limit. The Theory of Irreversible Processes is employed to derive the equations governing ϕ and its relation to classical heat flux. This theory is founded on the Laws of Thermodynamics [23], particularly the Second Law: in an isolated process, the local entropy production is positive [24]. As derived in the Appendix, the Phase Field model requires the solution of the following set of partial differential equations for the temperature T in the generalized heat conduction equation and the phase change ϕ , respectively:



ρCp



∂T r r ∂ϕ & = ∇ ⋅ k∇T −  p ′(ϕ )∆H fus (T ) + K u′ (ϕ ) ⋅ +Q   ∂t ∂t



(8)



r  ∂ϕ 1  = − M   p′(ϕ ) ⋅ ∆G (T ) + K ′ (ϕ ) − ε 2∇ 2ϕ  + ϕ fus u  ϕ ϕT  ∂t  Here



(9)



( ) denotes differentiation with respect to ϕ . The thermodynamic functions ∆H '



fus



and ∆Gfus are the enthalpy and Gibbs



energy of fusion, respectively, which are also used in phase equilibrium packages such as CALPHAD or FACT. The term M ϕ is a kinetic parameter for the rate of phase change and



εϕ



is the coefficient of the gradient term in the entropy functional as



described in the Appendix. Material properties are expressed according to a linear progression in ϕ between solid and liquid values as shown below for



k using subscripts S and L to denote the solid and liquid states, respectively:
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k (T , ϕ ) = (1 − p(ϕ )) ⋅ k S (T ) + p(ϕ ) ⋅ k L (T )



(10)



The function p(ϕ ) smoothes ϕ and allows the enforcement of certain requirements as outlined in the Appendix. The function K (ϕ ) describes the excess surface energy of the material on the boundary between solid and liquid where ϕ ≠ 0,1 . u As in other work, these parameters are taken to be [16]:



p (ϕ ) = ϕ 3 [6ϕ 2 − 15ϕ + 10]



(11)



K (ϕ ) = Wϕ 2 [1 − ϕ ] 2 u



(12)



where W is the height of the energy peak. Additional Phase Field constants are given by:



W = 6σ δ



(13)



ε 2 = 12σδ T m ϕ



(14)



 Tm k Mϕ =  5  δ ⋅ ∆H fus 



   



2 (15)



where σ is the surface energy between solid and liquid phases, δ is a user-chosen measure of the interface thickness and Tm is the melting temperature. The term ϕ&



n



 ∆G o  n ϕ& = exp − n  k BT 



in Eq. (9) describes nucleation of one phase inside another and is given by:



  I o (1 − ϕ ) if ∆G 0   − I oϕ L fus  



(16)



where ∆G no is the critical energy for a nucleus, kB is Boltzmann’s constant and the constants I So, L are related to nucleation kinetics. The width of the diffuse interface can be envisioned as a balance between the opposing energy effects described by W and εφ. The former increases the energy of material on the boundary, which tends to make the interface sharp. The later increases



the energy associated a rapid change in φ, which tends to make the interface more diffuse [16]. Hence, these two parameters provide a means to control the spatial extent of the interface region which has implications with computational resources as discussed in below. The Phase Field model does not explicitly define the position of the interface, but rather includes it indirectly. This technique allows for complex interface shapes, volumetric heating and undercooling/superheating effects that can pose difficulties in other simulation techniques. Herein lies the power of the Phase Field methodology.



3. Model implementation and validation
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The current model is being benchmarked against experiments conducted at the Institute for Transuranium Elements (ITU) in Karlsruhe, Germany, in which measurements of the melting transition in UO2 are obtained [9,25]. This experimental work is used to verify the development of the modelling techniques in this analysis. Briefly, in the ITU experiment, a prepared sample of UO2 is held in a high pressure helium buffer gas to suppress the extent of UO3 vaporization. The sample is heated on one side with a combination of two lasers whose beams are homogenized by random mixing over a long fiber optic cable. One laser is used at lower power to slow and condition the cooling rate to prevent undercooling which would complicate the modelling procedure. The other laser is used at higher intensity to heat the surface of the sample and induce melting. A sapphire window was placed 1 mm above the sample to reduce convective currents. The surface temperature in the centre of the pellet is then recorded using optical pyrometers. The proposed models require the solution of a set of highly non-linear differential equations which were solved using the commercial Finite Element software platform, Comsol Multiphysics version 3.3. Since the experiment provided a measurement of the surface temperature at the centre of the molten pool, this quantity is the variable of interest for model validation . Energy is assumed to be deposited uniformly on the surface of the sample in accordance with the observed pulse profile, Ppulse (t ) , where the maximum power, Pmax , is set empirically from the simulation results. In accordance with Kirchhoff’s radiation law [26], the absorptivity is taken to be equal to the emissivity, ε , yielding the formula for incident energy flux, qlaser :



qlaser = ε ⋅ Pmax Ppulse (t )



(17)



Heat is lost from the surface of the sample through conduction into the buffer gas ( qc ) and radiative heat transfer ( q r ) as given by the flux expressions:



qc =



k He (T − T∞ ) d



(



q r = εσ SB T 4 − T∞



(18) 4



)



(19)



where k He is the thermal conductivity of Helium [27], d is the height of the sapphire window, T∞ is the ambient temperature and σ SB is the Stefan Boltzmann’s constant. The high pressure buffer gas is assumed to suppress mass vaporization of UO3 to inhibit a stoichiometry change in the sample. Thus vaporization is only included as a heat loss, q v , where a Knudsen effusion formula is applied to account for this loss [28]:



 44.3 Pvap   q v = ∆H vap ⋅ C eff ⋅  ⋅ (20) T   M where ∆H vap is the molar enthalpy of vaporization, Pvap (T ) is the vapour pressure [29] and M is the molar mass of the vapour species. In order to correct for the buffer gas pressure, this formula includes a constant fraction C eff , which is selected to reproduce the observed temperature profile. This approximation has been shown to be sufficiently accurate in other [12]. The melting temperature is set to the value reported in the experiment: 3156 K.
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Material properties for this simulation are given in Table 2 and are primarily taken from the Fink review in 2000 [30]. Although a more recent review by Ronchi [31] is available, thermal properties from the Fink review are chosen for consistency. The melting temperature is inputted as 3156 K in order to coincide with the experimental observations. The interface width δ in Eqs. (13) to (15) is limited by the computational resources and set to 0.1 µm and 10 µm for the one and two dimensional Phase Field model, respectively. The nucleation rate constants, I o and I o in Eq. (16) are chosen to prevent L S undercooling/superheating for this experiment. 4. Results Figure 3 shows the results of three simulations in comparison to the experimental work. A one dimensional simulation with the Stefan model assuming axial symmetry is compared to the Phase Field model in one and two dimensions. As depicted in the figure, the plot can be divided into four stages, where: 1.



The sample is completely solid and being heated rapidly by the combined laser pulses.



2.



The surface temperature has passed the melting temperature. There are now two phases present; a liquid phase near the surface of the sample, and the bulk solid phase. The liquid phase grows with time until a maximum temperature is reached. After this point, the heating laser is turned off and the sample cools rapidly until the free surface temperature reaches the melting temperature again. Concurrently, the liquid region is resolidifying against the underlying solid.



3.



The free surface liquid temperature reaches the melting (freezing) temperature and starts to solidify. Solidification now advances from both the surface and the bulk into the liquid. As the liquid solidifies, the latent heat is released, forming a temperature plateau until all of the liquid is resolidified.



4.



The liquid phase is now completely solidified and only one phase remains. The temperature slowly becomes uniform over the sample. A slight kink appears in the temperature profile when the conditioning laser is turned off.



The Phase Field simulations are shown for a time of 57 ms where the one dimensional model (taken along the axis of the sample) is shown in Figure 4, and the two dimensional model (assuming azimuthally symmetry) is show in Figure 5 which shows the radial extent of the molten pool. 5. Sensitivity analysis The sensitivity of the models to the thermophysical material properties was investigated with the Stefan formulation, which is particularly sensitive to the rate of energy deposition on the surface. This result is partially affected by the ablation of the material being heated, which removes heat as the enthalpy of vapourization (in addition to an attenuation of the laser beam intensity above the sample surface). Decreasing the interface thickness δ, and so approaching the sharp interface limit, did not yield an appreciable effect in the 1-D simulation. Increasing the value of the nucleation constants I o



above the value at which undercooling /



S, L



superheating was not observed also did not affect the results appreciably, but did cause some instability in the convergence of the solution.
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The current model does not include volume change due to thermal expansion. Therefore the density was chosen to be a constant in both phases in order to conserve mass. The choice of the initial density reported in [25] was 10.5 g cm 3 , (95% of the theoretical density). The simulation result using this value was compared against the solid and liquid densities at the melting point, 9.1 g cm 3 and 8.4 g cm 3 respectively, calculated using the thermal expansion equation from [30], where no noticable effect was observed. The effect of thermal expansion will be considered in future work. The thermal conductivity of the liquid has a large uncertainty. Fink recommends a value of 2.5 ±1 W m ⋅ K whereas Sheindlin et al [12] recommends a value of 2.6 ± .35 W m ⋅ K . The effect of this uncertainty is shown in Figure 6, which shows that the main effect is on the duration of the temperature plateau (which increases with a an increasing thermal conductivity value). This result can be conceptually explained where more energy is reaching the solid through the liquid, for the same apparent surface temperature. The results presented in Figure 3 employ a value of 3.1 W m ⋅ K that provides the best simulation of the observed thermogram within the reported uncertainty. The inclusion of thermal expansion may help further reconcile this value with that reported in the literature.



6. Discussion For the application of these models to the problem of fuel melting in operating fuel elements, a comparison of the abilities of the Stefan and Phase Field models needs to be considered in terms of the ease and stability of computational implementations and the capability to include the relevant physical phenomena such as fission heating. Numerically solving the system of differential equations requires the definition of a mesh on the domain of interest. The resolution of this mesh is a major factor in determining the required computational resources. In order to obtain accurate results, it is important that the mesh be well resolved in regions of large physical property variations. For the melting/freezing case, the region around the interface contains sharp gradients and discontinuities in the physical properties. As the presented Stefan formulation explicitly determines the position and speed of the interface, the moving mesh can maintain high resolution mesh regions around the front. This implementation reduces the overall computational requirements by allowing a coarser mesh to be used for the bulk of the material while keeping fine resolution in the region of interest. In contrast, since the Phase Field approach does not explicitly track the boundary, the mesh must be adequately resolved over the entire domain where the interface could be found. As discussed in the appendix, this requirement implies that the mesh resolution should be approximately one order of magnitude less than the specified interface width. This substantially increases the computational requirements of this model and makes it impractical for large and especially multi-dimensional domains. While the material properties in the Phase Field model vary smoothly and continuously from solid to liquid, the Stefan formulation requires individually defined regions for solid and liquid phases. This requirement is accomplished in this work by solving the model in a series of stages in accordance to those outlined in Figure 3. Changing between stages presents a challenge and introduces instability into the overall model. Knowledge is also required a priori of the sequence of stages, or a more sophisticated code. Unfortunately, the Stefan model cannot easily accommodate volumetric heating, as occurs by fission in operational fuel elements. This limitation is due to the assumption of a stable, sharp interface, and the derivation of the rate of interface
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movement described in Eq. (3). In this formulation, the movement of the interface may only occur as a result of heat flow across the interface. This restriction has implications in the situation of fission heating in which heat is generated throughout the volume of the material. In this case, heat is no longer required to cross the boundary and will therefore not advance the melting front despite potentially raising the temperature above the melting point. Since the Phase Field method does not solve for interface movement explicitly, it does not suffer from this limitation. The potential for the Phase Field model to accommodate volumetric heating is further demonstrated in this work by considering a volumetric source term for nuclear fission heating in an unirradiated, naturally-enriched cylindrical nuclear fuel element (of radius a = 6.075 mm), where:



P  κa  Q& (r ) = lin2  (21)  I 0 (κr ) πa  2 I1 (κa ) This expression accounts for neutron flux depression effects in the element in the radial direction r , where Plin is the linear power, κ = 0.9cm −1 is the inverse neutron diffusion length and I 0,1 are the modified Bessel functions. A constant fuel pellet surface temperature of 700 K is assumed as a Dirchlet boundary condition at r = a . For the simulation, the pellet is assumed to start from a uniform temperature equal to the surface temperature. Figure 7 shows the results of this simulation for a series of linear powers. This analysis shows that centreline melting is first expected at approximately 84 kW m . For this simulation, no change in the model implementation is required beyond a change in the boundary conditions, the addition of a volumetric heat source and a conversion to cylindrical coordinates. Since the material properties and governing differential equations are unchanged in this analysis, this result demonstrates the versatility of the Phase Field model for use in experimental design and analysis (i.e., to deduce material properties) and for application in safety and fuel performance analysis. The Phase Field approach easily includes nucleation and undercooling neither of which has been included in the Stefan formulation. While not important for modeling this experiment, this may become important in volumetric heating and cases where constitutional undercooling may be introduced as a consequence of treating non-stoichiometric fuel, UO2+x, where the melt hyperstoichiometry exceeds that of the solid at the interface.



6. Conclusions The current results demonstrate that both the Stefan and Phase Field concepts are sound and mutually consistent with the experimental laser flash results. The agreement between the one and two dimensional Phase Field model indicates that a one dimensional analysis is sufficiently accurate. Both the Stefan formulation and the Phase Field model have been shown to be capable of simulating non-congruent phase transitions in other work [16,22]. However as previously discussed and demonstrated, the Phase Field model is better suited to describe centreline melting phenomenon in operating fuel elements with a volumetric (fission) heat source in nuclear fuel. The Phase Field model has been selected for the advancement of this work to include non-stoichiometric UO2+x that can occur if the fuel elements was to become defected during operation. The case of UO2+x is complicated by the change in melting temperature with stoichiometry as well as varying material properties. However the success of the current work, and
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particularly the robustness of the Phase Field model, suggest that this model may be a more appropriate and general tool for such analysis.
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Appendix: Phase Field Derivation The physical quantities and governing equations of the Phase Field model are derived and evaluated in this appendix.



Derivation of the general equation To determine the total entropy S in a volume V, a general entropy functional is proposed in the form [32,33]



 ε 2 r 2   ϕ S = ∫V  s (u , ϕ ) − ∇ϕ dV (22) 2     where s(u , ϕ ) is the local entropy density given as a function of the internal energy density u and the phase field variable φ. The constant εφ characterizes the energy effect of a gradient in ϕ . Using dot notation to indicate time derivatives, the rate of change of the entropy may be derived:



r r   ∂s dS ∂s = ∫V  u& + ϕ& − ε 2∇ϕ∇ϕ& dV (23) ϕ dt ∂ϕ  ∂u  The First Law of thermodynamics is applied via r r u& = −∇ ⋅ q + Q& (24) r where q is the heat flux and Q& is a volumetric heat source such as fission. This equation can be substituted into Eq. (23) and rearranged through Green’s Theorem and the Divergence Theorem to yield:



r   r   r ∂s r  ∂s dS  ∂s r  ∂s  = ⋅q +  + ε ϕ2 ∇ 2ϕ ϕ& dV − ∫ A  ⋅ q + ε ϕ2 ϕ&∇ϕ  ⋅ nˆ dA + ∫V  ∇ ∫V  ⋅ Q& dV dt u ∂ϕ u ∂u   ∂4  44 4  4 {  4∂4 3 14 44 42444 3 14 244 3 14 444244444 Entropy change Entropy produced by irreversible processes Flux across boundary Volumetric generation where A is the boundary of V and the last term accounts for entropy introduced into the system that is not a result of a flux across the boundary or an internal irreversible process. As the entropy produced in a system is always positive for a real system and since Eq. (25) is valid for an arbitrary volume then:



(25 )
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r ∂s r  ∂s r  ∇ ⋅q +  + ε 2 ∇ 2ϕ ϕ& > 0 ϕ ∂u  ∂ϕ 



(26)



This inequality may be ensured by assuming:



r ∂s r q = M ⋅∇ u ∂u  ∂s



(27) r







ϕ& = M  + ε 2 ∇ 2ϕ  ϕ  ∂ϕ ϕ 



(28)



where Mu and Mφ are always positive and couple the driving forces to the resulting fluxes [17]. The mobility of the internal energy, Mu, is phenomenological and will be shown to be related to the well-known Fourier heat flux. The term Mφ is related to attachment kinetics and determines the rate of phase change. The solution of the Phase Field model requires a solution of Eqs. (24) and (28) subject to the flux expression in Eq. (27). These two equations are coupled by the expression of the entropy density function s (u , ϕ ) .



State functions The general energy and entropy density equations for a pure material may be written respectively as:



u (T , ϕ ) = [1 − p(ϕ )]u S (T ) + p(ϕ )u L (T ) + K u (ϕ )



(29)



s(T ,ϕ ) = [1 − p (ϕ )]s S (T ) + p (ϕ ) s L (T ) + K s (ϕ )



(30)



where p(ϕ ) is an interpolation function of the phase parameter such that p(ϕ = 0) = 0 and p (ϕ = 1) = 1 . The functions



K (ϕ ) and K (ϕ ) describe the effects of a mixture of two phases in the form of surface energy and entropy of mixing for a u s solution of solid and liquid phases. Assuming that the number of separate phase regions (such as solid nuclei in a liquid phase) is not large, K (ϕ ) ≅ 0 . The form of K (ϕ ) is arbitrary; it does not change the sharp interface limit and will be discussed s u further below. Thermodynamic driving forces The internal energy flux given in Eq. (27) may now be expanded by noting the definition of thermodynamic temperature [34], leading to the recovery of the Fourier conductive heat flux:



∂s 1 = ∂u T



(31)



M r r 1 r q = M ⋅ ∇ = − u ∇T u T T2 r = − k ⋅ ∇T



(32)



where the thermal conductivity has been introduced as k = M



u



T 2 . The rate of change of internal energy is assumed to be



approximately equal to the rate of change of the enthalpy, h& , due to the small thermal expansion of condensed phases. Using



( ) to denote differentiation with respect to φ: '
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h&(T , ϕ ) ≅ u& (T , ϕ ) = ρCpT& + p ′(ϕ )∆H fus + K u′ (ϕ ) ⋅ ϕ& + Q&



[



]



( 33)



The generalized heat conduction, Eq. (8) may be derived: r r u& = −∇ ⋅ q + Q& r r ρCpT& = ∇ ⋅ k∇T −  p ′(ϕ )∆H fus + K u′ (ϕ ) ⋅ ϕ& + Q&   where ∆H fus is the enthalpy of fusion. In expanding Eq. (28), the



(34)



∂s(u, ϕ ) term requires the notion of the total derivative [35] in order to make use of Eqs. (29) ∂ϕ



and (30).



∂s (u , ϕ ) Ds (u , ϕ ) ∂s ∂u (T , ϕ ) = − ∂ϕ Dϕ ∂u ∂ϕ ∂s (T , ϕ ) 1 ∂u (T , ϕ ) = − ∂ϕ T ∂ϕ 1 = p′ s L − s S − p′ ⋅ u L − u S + K u′ T



) [ ( ) 1 = − [p′ ⋅ ( f L − f S )+ K u′ ] T (



]



(35)



where f = u − Ts is the Helmholtz energy density. Using Eq. (35) and assuming the approximate equality between internal energy and enthalpy again, ∆G fus (T ) ≅ f L (T ) − f S (T ) , Eq. (28) becomes: 1 T



ϕ& = − M ϕ 



2r2   p ′(ϕ ) ⋅ ∆G  ′ fus (T ) + K u (ϕ ) − ε φ ∇ ϕ  



(36)



where ∆Gfus is the Gibbs energy of fusion and ε ϕ is the coefficient of the gradient term. Nucleation The onset of crystallization within a liquid requires a critical number of atoms to surmount a potential barrier and assemble in a specific configuration as a result of random thermofluctuations [36]. Nucleation may more properly be simulated in compliance with statistical mechanics by Langevin-noise terms [37]; however, due to the relatively large scale of this application, elementary nucleation theory is instead inserted ad hoc into Eq. (36). The Gibbs energy ∆G associated with the formation of a spherical embryo of n atoms, in the solid configuration, is n comprised of the bulk and boundary energies:



∆Gn = V∆g fus + Aσ



(37)



where A is the area bounding a volume V, σ is the surface energy and ∆gfus is the Gibbs energy change per unit volume [38]. The volumetric term (proportional to the cube of the embryo radius) is negative below the melting point and increases in magnitude monotonically whereas the surface energy (proportional to the square of the embryo radius) is always positive. For a small embryo, the surface energy increase will outweigh the volumetric decrease, preventing the embryo’s growth. As
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depicted in Figure 8, there is a maximum in ∆Gn at which point the addition of molecules will reduce the total energy of the cluster and the embryo will begin to grow. The maximum, ∆Gno for a spherical cluster is given as [39]:



 σ3   f (38)  2 θ  ∆g  where fθ is the heterogeneous nucleation factor which depends on the wetting angle. This factor accounts for the reduction in 16π ∆G o = n 3



nucleation activation energy by impurities, defects or foreign solids and greatly reduces the degree of undercooling during solidification. Assuming an equilibrium concentration of clusters and basic growth kinetics, an Arrhenius type expression (with activation energy ∆Gno ) for the nucleation rate may be derived:  ∆G o   n  I = I o exp −  k T  B  



(39)



where I o is related to attachment kinetics and kB is Boltzmann’s constant. The onset of liquid growth is assumed to behave in much the same way, except that the kinetics are much faster due removal of the restriction that atoms have to be placed at specific lattice sites. Thus initial solid and liquid growth is incorporated into the Phase Field model by the addition of a source term into Eq. (36) of the form given in Eq. (16): Determination of Phase Field constants The choice of the interpolation function p (ϕ ) and the excess interfacial energy K u (ϕ ) are now investigated. The function p (ϕ ) necessarily has properties that p (ϕ = 0) = 0 and p (ϕ = 1) = 1 . The function K u (ϕ ) has the form of a double well potential having minima at ϕ = 0,1 and a maximum at ϕ = 0.5 . The height of this potential barrier is proportional to a constant W which will be shown to relate to the surface energy later. The Gibbs energy expression may be derived from Eqs. (29) and (30):



G (T , ϕ ) = G (T ) + p (ϕ ) ⋅ ∆G (T ) + K u (ϕ ) (40) S fus At the melting temperature GS=GL. Furthermore, in order to make the solid and liquid phase stable, G(T,φ) must have local equilibriums at φ = 0,1 for all temperatures. Applied to equation (40) these constraints impart the following assertions on K (ϕ ) and p (ϕ ) [40]: u



K (0) = K (1) = 0 u u  K ′ (ϕ ) − p ′(ϕ ) ⋅ ∆G  =0  u fus ϕ = 0,1



(41)



 K ′′ (ϕ ) − p ′′(ϕ ) ⋅ ∆G  >0  u fus ϕ = 0,1 Within the confines of these constraints, the actual form of these equations is arbitrary; the choice does not affect the sharp interface limit. For this implementation, a common choice [16] is employed as plotted in Figure 9 and Figure 10.
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p (ϕ ) = ϕ 3 [6ϕ 2 − 15ϕ + 10]



(42)



(43) K (ϕ ) = Wϕ 2[1 − ϕ ]2 u It is now possible to use the sharp interface model to determine the constants W, εφ and Mφ and infer their meaning and physical relevance. To proceed, consider the case of an equilibrium solution in one dimension (planar interface) at the melting temperature Tm. The heat balance equation is satisfied and Eq. (9) becomes:



( )



 1  r  p ′(ϕ ) ⋅ ∆G 0 = −M  T + K ′ (ϕ ) − ε 2 ∇ 2ϕ  fus m u  ϕ  φ  T   m  r2 2W 2 ε ∇ ϕ= [ϕ (ϕ − 1)(2ϕ − 1)] ϕ T m



for which a solution exists: 1  x  ϕ (x ) = 1 + tanh  2  2δ 



(44)



(45)



where



T



m δ =ε ϕ 2W



(46)



The constant δ can be interpreted as a measure of interface thickness as is shown graphically in Figure 11. This is a useful parameter to control since the mesh size for the computational domain must be of comparable size in order to adequately resolve the interface. Assuming that the internal energy functional does not have any gradient components and using Eq. (22), the Gibbs energy functional may be written as:



 ε 2 r 2   ϕ G = ∫V  g (T , ϕ ) + T ∇ ϕ  dV 2     where g is the Gibbs energy density as a function of temperature and phase.



(47)



The excess energy term associated with the boundary, the surface energy, is given by the gradient term above. A plot of this energy over the steady state solution in Eq. (45) is shown in Figure 12. This can also be integrated to obtain an expression for the surface energy:



σ =



ε



ϕ WTm



6



(48)



2



Equations (46) and (48) can be rearranged to determine expressions for W and εφ as presented in Eqs. (13) and (14). The mobility of ϕ , corresponding to the rate of phase growth is related to the interface kinetics. The relationship between the accuracy of the solution and the interface width δ has been studied and an expression for Mφ that is accurate to second order in δ was derived for the case of equal thermal conductivities in the solid and liquid phase at the melting point, and a small interface thickness [41]. Since the thermal conductivities for the two phases are close in value, the assumption of a constant thermal conductivity in the model is reasonable:
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  δ ⋅ ∆H fus  fus  1   + A (49)   µ k Tm2 ϕ     where µ is related to the surface attachment kinetics and the constant A≈5/6. Kinetic effects can be ignored by setting µ = ∞, 1 = M



6δ∆H



which reduces Eq. (49) to Eq. (15) [16].
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Figure 1: Stefan model schematic with liquid and solid phases separated by a sharp interface. This figure defines the normal vector nˆ and the rate of fusion R fus . Figure 2: An example coordinate transformation between the reference and spatial domains in one dimension. The temperature T ( X ) and the transformed coordinates x( X ) are computed on the reference domain. They are combined in order



(



to reproduce the temperature on the moving, spatial domain: T (x ) = T x( X )



−1



).



Figure 3: Comparison of the Stefan formulation model, the one and two dimensional Phase Field models and the experimental observation. The melting point for the models is set to coincide with the results of the experiment for the purpose of comparison. Figure 4: One dimensional Phase Field model showing temperature and φ for t = 57 ms. Figure 5: Two dimensional Phase Field model showing enclosed molten material for t = 57 ms. Figure 6: Comparison of the effects of different thermal conductivities in the liquid phase. Figure 7: Example simulation of an unirradiated, naturally enriched CANDU fuel element operating at various linear powers. Inset shows the progression of the temperature profile for Plin = 84 kW m . Figure 8: Embryo Gibbs energy as a function of the number of atoms in an embryo, showing the critical value ∆Gno . Figure 9: The interpolation function p (ϕ ) . Figure 10: The double well potential function K u (ϕ ) . Figure 11: Steady state solution for φ. The input parameter δ determines the width of the resulting interface. Figure 12: Excess energy of material in the interface for the steady state solution.
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Solid Phase



R nˆ Tm



r r ∂T ρ L Cp L = −∇ ⋅ q L ∂t



r r ∂T ρ S Cp S = −∇ ⋅ q S ∂t



r q = − k∇T



ρ ⋅ ∆H fus R = q L ⋅ nˆ − q S ⋅ nˆ



r



r



Figure 1: Stefan model schematic with liquid and solid phases separated by a sharp interface. This figure defines the normal vector nˆ and the rate of fusion R fus .
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T = T(X) x = x(X)



Internal boundary Reference domain



X



x Spatial domain T = T(x) Figure 2: An example coordinate transformation between the reference and spatial domains in one dimension. The temperature T ( X ) and the transformed coordinates x( X ) are computed on the reference domain. They are combined in order



(



to reproduce the temperature on the moving, spatial domain: T (x ) = T x( X )



−1



).
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Figure 3: Comparison of the Stefan formulation model, the one and two dimensional Phase Field models and the experimental observation. The melting point for the models is set to coincide with the results of the experiment for the purpose of comparison.
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Figure 4: One dimensional Phase Field model showing temperature and φ for t = 57 ms.
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Figure 5: Two dimensional Phase Field model showing enclosed molten material for t = 57 ms.
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Figure 6: Comparison of the effects of different thermal conductivities in the liquid phase.
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Figure 7: Example simulation of a naturally enriched CANDU fuel element operating at various linear powers. The inset shows the progression of the temperature profile for Plin = 84 kW m .
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Figure 8: Embryo Gibbs energy as a function of the number of atoms in an embryo, showing the critical value ∆Gno .
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Figure 9: The interpolation function p(ϕ ) .
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Figure 10: The double well potential function K u (ϕ ) .
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Figure 11: Steady state solution for φ. The input parameter δ determines the width of the resulting interface.
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Figure 12: Excess energy of material in the interface for the steady state solution.
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Table 1: Nomenclature Symbol a A Ceff Cp d f fθ g h Io I 0 ,1



Definition Radius of a fuel pellet Area Reduced fraction of effusion rate due to buffer gas pressure



k k



Thermal conductivity Boltzmann’s constant



B k He K



u



K



s M M u Mϕ n nˆ p



Heat capacity Height of sapphire window above sample surface Helmholtz energy density Heterogeneous nucleation factor Gibbs energy density Enthalpy density Kinetic parameter for nucleation Modified Bessel functions



Thermal conductivity of helium Excess energy of interface Excess entropy of interface Molar mass of vapor species Mobility of internal energy Kinetic parameter of phase change



Plin



Number of atoms Normal direction Smoothing function Linear power



Pmax Ppulse



Maximum power incident on the sample Observed laser pulse shape



Pvap r q qc qlaser qr qv Q&



Vapour pressure above UO2



s S R fus t T Tm T∞ u V



Fourier heat flux Conductive heat flux Incident laser power on sample Radiative heat flux Vapourization heat flux Volumetric heat source Entropy density Entropy Rate of fusion Time Temperature Melting temperature Ambient temperature Internal energy density Volume



32



δ ∆g fus



Height of potential barrier in K (ϕ ) u Spatial coordinates Reference coordinates Interface thickness parameter Gibbs energy of fusion per unit volume



∆G fus



Gibbs energy of fusion



∆G



Gibbs energy of nucleus formation



W r x X



n ∆G o n ∆H fus



Enthalpy of fusion



∆H vap



Enthalpy of vapourization



εϕ



Emissivity Coefficient of gradient in ϕ



ε



κ ρ σ σ SB ϕ ϕ&



n



r Ψ ' •



Critical energy for nucleus formation



Inverse neutron diffusion length Density Surface energy between solid and liquid Stefan Boltzmann constant Phase field variable Rate of phase change due to nucleation Velocity of the mesh with respect to the material Derivative with respect to ϕ Derivative with respect to time
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Table 2: Input material properties. Material properties for ϕ ≠ 0,1 are linear interpolations between solid and liquid values. For simplification, Tk = T 1000 and are both in K. Material properties are from reference [30] unless otherwise noted. Property



Equation



Units



Solid Cp



52.1743 + 87.951Tk - 84.2411Tk + 31.542Tk - 2.6334Tk - .71391Tk



2



k



100 7.5408 + 17.692Tk + 3.614Tk



Pvap



∆H vap



ε



2



+ 6400Tk



3



-5/2



4



-2



J mol ⋅ K W m⋅K



 - 16.35   exp  Tk 



10 -31284/T + 7.616 [29] 514000 1



MPa



J mol −6



0.836 + 4.321 ⋅ 10 (T − 3120) 10.5 2



ρ Liquid Cp



k



0.25136 + 1328.8Tk 3.1 3



g cm 3



J mol ⋅ K



-2



W m⋅K MPa



Pvap



10



∆H vap



1 - 0.16096 ⋅ exp(-3.7897 ⋅ 10 −4 (T - 3120) - 3.2718 ⋅ 10 −7 (T - 3120) 2 ) 516382 − 22.946T



J mol



10.5



g cm 3



ε



ρ



(15.961- 26974/T)



T



-2.76



General properties k He



W m⋅K



0.71



Tm ∆G fus



∆H fus σ



1



 T  0.152  [27]  300  3156 [9] - 26496 + 621.3T - 84.58Tln(T) + 0.0440T 2 - 1.404 ⋅10 -5 T 3



+ 2.629 ⋅10 -9 T 4 - 1.317 ⋅10 -13 T 5 - 356955/T 70000 0.06 5



[6]4



K J mol J mol J m2



Calculated as the sum of the enthalpy of vapourization at the specified melting temperature and the enthalpy of fusion and assumed to be constant. 95% theoretical density. As volume expansion is not simulated, no temperature dependence is implemented. 3 The choice of this value is discussed in the Sensitivity Analysis section. 4 This expression is modified from reference [6] in order to set the melting point at 3156 K. 5 The surface energy between a liquid and solid phase is assume to be the difference in the free surface energies of each stated in [30]. 2
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