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A Design-of-Experiment Based Statistical Technique for Detection of Key-Frames Snehasis Mukherjee, Dipti Prasad Mukherjee



Abstract In this paper decision variables for the key-frame detection problem in a video are evaluated using statistical tools derived from the theory of design of experiments. The pixel-by-pixel intensity difference of consecutive video frames is used as the factor or decision variable for designing an experiment for key-frame detection. The determination of a key-frame is correlated with the different values of the factor. A novel concept of meaningfulness of a video key-frame is also introduced to select the representative key-frame from a set of possible key-frames. The use of the concepts of design of experiments and the meaningfulness property to summarize a video is tested using a number of videos taken from MUSCLE-VCD-2007 dataset. The performance of the proposed approach in detecting key-frames is found to be superior in comparison to the competing approaches like PME based method (IEEE Transactions on Circuits and Systems for Video Technology, 13(10), 2003, pp. 1006-1013), Mukherjee et.al. (IEEE Transactions on Circuits and Systems for Video Technology, 17(5), 2007, pp. 612-620) and Panagiotakis et.al. (IEEE Transactions on Circuits and Systems for Video Technology, 19(3), 2009, pp. 447-451). Index Terms Key-frame, video summarization, design of experiment, Helmholtz principle, meaningfulness, Gestalt.



I. I NTRODUCTION A video can be represented in a hierarchical fashion as follows: [F rame] → [Shot] → [V ideo]. The lowest level of video consists of individual frames. Each set of consecutive frames taken in a continuous capture period of a video camera constitutes a shot. A video consists of one or more such shots. This hierarchical concept of constitution of a video is widely used in the field of video summarization. Video summarization is useful in several areas of computer vision and related fields like content-based video retrieval, video indexing, visual enhancement, etc [1]. In this paper, we define video summarization as the process of extracting a collection of video frames (referred to as key-frames) that best represent the video. One of the most important tasks in video summarization is to efficiently detect these key-frames. Snehasis Mukherjee and Dipti Prasad Mukherjee are with the Electronics and Communication Sciences Unit, Indian Statistical Institute, Kolkata, India. Manuscript received
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Our approach to key-frame detection is a statistical approach. We select key-frames hierarchically in two steps. The first step is to split the whole video into a collection of consecutive frames and the second step is to select some representative frames as key-frames from each such collection or group. Let us call these collections as units. Here units do not necessarily represent shots. A shot in a video often contains multiple visual characteristics depicting different visual events. We term different visual events as different units. The units may be smaller or identical in size in comparison to shots. In other words, a shot may contain a single unit or more than one units, depending on the change in visual contents in that shot. Thus, a shot boundary is always a unit boundary, but the reverse may not be true. Formally we can define units as follows: Definition 1: Let {fd | d ∈ {1, 2, . . . , n}}, n ∈ Z + denoting the number of frames, be a sequence of consecutive frames in a video and {pd | d ∈ {1, 2, . . . , n}} (referred henceforth as p-ratio) be the differences of color values (i.e., the image intensity values) of consecutive frames (p1 being zero). Then the set of unit boundaries is the collection of frames U = {fτ1 , fτ2 , . . . , fτk } ⊂ {fd | d ∈ {1, 2, . . . , n}}, where τ1 = 1, τk = n, k < n and k-1 being the number of units in the video, satisfying the following criteria: (i) τj − τj−1 > F R ∀ j = 2, 3, . . . , k where F R is the frame rate i.e., the number of frames per second and τj , j = 2, 3, . . . , k are the jth unit boundary of the video. (ii) If pτj is the p-ratio at the jth unit boundary τj , then pτj gets a value greater than a threshold κ for all j = 2, 3, . . . , (k − 1), pτ1 = p1 = 0 by definition. A unit is a collection of all frames between any two consecutive unit boundaries. Definition 1 covers both the two types of shot transitions - cut and gradual transition (e.g., fade in/out, dissolve, wipe, etc.). A thorough survey on various shot transitions is available in [2]. Cut is an abrupt change of visual content during shot transition. In gradual transition, visual contents change gradually. In case of gradual transition, we get a sequence of almost same high p-ratio value. We take the last among the consecutive frames with high p-ratio values as unit boundary. This unit boundary is chosen from the criteria (i) and (ii) of Definition 1. For cut, we get a sudden change in visual content, so we get a high p-ratio value for the frame where cut occurs. We define the video unit based on significant changes on visual content and ignoring the subtle differences of definitions of shots and scenes, basically we want to keep the semantic analysis based approaches separate from image feature based approaches which we have adopted in this paper. Let us illustrate the advantage of introducing units over shots by the example shown in Figure 1. The Figures 1(a) and 1(b) are taken from the same shot but in Figure 1(b), one person has gone out of the frame. So these two figures contain different visual information and kept into different units by the proposed approach. Similarly, the Figures 1(c) and 1(d) are taken from the same shot, but in Figure 1(d), the color of the leaf has been changed from green to magenta. So these two figures contain different visual information and kept into different units by the proposed approach. In order to split the video into units according to Definition 1, we first assign a binary value corresponding to each pixel of all the frames of the video. These binary values are given depending on a threshold γ on the differences of color values of the consecutive frames. Then for each frame we calculate the p-ratio indicating the possibility of the frame to be a unit boundary. According to the Definition 1, if the p-ratio is greater than a threshold κ, then
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the corresponding frame is a unit boundary. Now the problem is to select the two threshold values γ and κ. We select these threshold values using a statistical tool called the design of experiments [3]. Then we do the ANOVA F-test [4] to check if this grouping of frames is good enough to find the units according to Definition 1. We extract meaningful frame(s) from each of these units by finding out meaningful change of each frame from the previous frame of that unit. The final collection of meaningful frames is the collection of key-frames. Formally key-frames can be defined as follows: Definition 2: The set of key-frames is the collection of some frames K = {fq1 , fq2 , . . . , fqm } ⊂ {fd | d ∈ {1, 2, . . . , n}}, m < n, q1 ≥ 1, qm ≤ n, satisfying the following criteria: (i) If Θ ⊂ U × U (U being the set of all unit boundaries in the video) such that Θ = {(fτj−1 , fτj ) | j = 2, 3, . . . , k}, then ∀ (x, y) ∈ Θ, ∃ at least a frame f between the unit boundaries x and y such that f ∈ K. (ii) In each unit, if fd ∈ K, then pd must be either a local maxima with respect to p-ratio values of the neighboring frames in that unit preceding and following the frame fd , or the temporally middle frame of several consecutive frames with identical high p-ratio values. (iii) For each unit, ∃ a cut-off η for a measure combining p-ratio values and the local maxima position of fd in the unit such that all frames in K satisfies η. The condition (iii) in Definition 2 is derived from the concept of meaningfulness which we introduce next. A. Meaningfulness The main idea of the meaningfulness is derived from the Gestalt hypothesis. The Gestalt hypothesis is being used to solve several problems in the field of computer vision [5]. According to the Gestalt theory, ”grouping” is the main concept for our visual perception [6]. Points in 2D or 3D space form any random point pattern(s). These points may be considered as some random objects without any meaning to us. However, when this same point pattern(s) exhibits some common visual characteristics (for example, alignment, parallelism, convexity, good continuation, etc.), then this point patterns are grouped to form a new, larger visual object called a Gestalt [6]. A set of partial Gestalts, due to certain matching visual characteristics, can be grouped to form a Gestalt. In [5], Desolneux, Moisan and Morel have shown some computational techniques to decide whether a given partial Gestalt is meaningful or not (partial Gestalt may represent straight line, object boundary, etc.). For this, they have used a general perception law, called Helmholtz principle. Suppose there are α objects, θ of them having similar characteristics with respect to some a priori knowledge (e.g., same color, same alignment, etc.). Then the question is that are these characteristics happening by chance, or is there any significant cause to group them to form a partial Gestalt? To answer this question, we first assume that the characteristics are uniformly distributed over all the α objects and the observed characteristics are some random realization of the uniform distribution. The Helmholtz principle says that if the expectation of the observed configuration of θ objects (here we call a configuration of some objects as an event) is very small, then the grouping of these objects is a Gestalt. We calculate the expected number of occurrences of the observed configuration of θ objects, which is called the number of false alarms (NFA) of that event [5]. The NFA of an event gives a measurement of meaningfulness of the event. The smaller the NFA is, the
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more meaningful the event is. (Good things come in small packages.) If the NFA is less than a certain number ϵ then the event is called an ϵ-meaningful event; otherwise it is a random event. That is, by definition, a meaningful event is significantly different from random events and has a very small NFA. In this paper, we select some frames from each of the units in a video, such that these frames have meaningfully large frame difference (according to (ii) of Definition 2). Suppose there are α frames in a particular unit, θ of them having similar characteristics (larger frame difference). Then by Helmholtz principle, if the expectation of the observed configuration of the frame differences (i.e., NFA) of the θ frames is very small (less than a number ϵ), then the collection of the θ frames is ϵ-meaningful and are selected as key-frames of that unit. Here the measure η of (iii) of Definition 2 is an expectation of an observed configuration of frame differences and spatial conditions of local maxima of p-ratio values in a unit. Before we elaborate the concept of the proposed approach, we present the related works on key-frame detection. B. Related Works Several approaches have been proposed for key-frame extraction. We can broadly categorize the existing key-frame extraction approaches into four major classes: sampling-based, clustering-based, shot-based and other approaches. A Sampling-based key-frame extraction technique selects the key-frames by uniformly sampling the video frames at certain time intervals. Most of the earlier key-frame extraction methods belong to this category [7]. The main drawback of the sampling-based approach is that a shorter video segment may not have any representative frame, whereas a larger video segment may have unnecessarily many representative frames with almost similar visual content, thus failing to represent the content of the whole video efficiently. A clustering-based key-frame extraction method detects multiple frames as key-frames using unsupervised clustering based on the variations in video content [8]. In [9], spectral clustering approach is applied for keyframe extraction. It is difficult to estimate the initial key-frame cluster leading to appropriate number of key-frames. This is the main problem in the clustering-based approach. A shot-based technique is a popular approach comprising of two steps: first find different shots or scenes, and then find representative key-frame(s) in each of these shots or scenes. Many efforts are found in literature in detecting shots in a video [10], [11]. In [11], Adjeroh et.al. uses the MUSCLE-VCD-2007 dataset for shot detection. A good survey of shot detection techniques can be found in [12]. In this approach, the main feature to find a key-frame is the pixel-by-pixel consecutive frame difference [13], [14]. In [15], frames in each shot are considered as vertices of a graph. A graph similarity matrix is then formed based on change in visual contents. The graphs are split to subgraphs using normalized cut. Then key-frames are extracted from each subgraphs using Key-Frame-Vector (KFV). However, this method does not consider a massive change in a small area of a frame, which is one of the weak points of this method. There are some other shot-based approaches where optical flow or motion information is used to select key-frames [16], [17]. The number of key-frames should not be predetermined because due to content variation, the number of key-frames may be different for each shot [9]. For example, in a static shot, where the visual content does not change very rapidly, one key-frame may be enough to represent the shot, whereas for a
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shot with massive camera or object motion may be represented by more than one frames. Some idea for variable number of key-frame selection from different shots in a video have been introduced in [13], [17], [9]. To detect key-frames, Mukherjee et al. [13] have compared the point pattern in feature space with the simulated random spatial point patterns. Note that an n-dimensional feature is a point in n-dimensional coordinate (feature) space. Here image, video or frame difference can be taken as features. Note that pixel-by-pixel difference of frames can also be visualized as a frame difference image. In this case, features are detected in the frame difference image and a quantitative measure of the closeness of this feature point pattern with simulated random pattern determines key-frame [13]. The optical motion energy model is used to detect key-frames in [17]. In this case the motion magnitude derived from a video sequence is weighted with the motion vector direction to determine key-frames. Frame differences in a video are also characterized by the difference of histograms of the pixel intensities of consecutive frames [18]. In that case, significant global changes in consecutive frames may be detected, but local information is ignored due to the use of a single histogram for the entire image. Valdes et al. [19] presents a video abstraction method based on the operational aspects of the key-frame selection algorithms. They study some existing frame difference based video abstraction methods found in the literature and synthesize their approaches to generalize them to lead to a unified model. There are some other approaches for key-frame extraction. For example, [20] proposes an efficient key-frame extraction technique by object detection. This method extracts key-frames such that the divergence between video objects in a feature space can be maximized, supporting robust and efficient object segmentation. In [21], an interactive computing model is proposed to select the key-frames. An efficient clustering based key-frame extraction technique is proposed by Spyrou et al. [22]. They extract low level features from the frames to build a vector called model vector and construct a region thesaurus. Then key-frames are selected by clustering those images. In [23], changes in visual contents of the consecutive frames are measured by taking difference between the Discrete Cosine Transform (DCT) of consecutive frames. But to summarize a video emphasizing on a significant local change in a frame is largely an unexplored area which is the motivation behind the proposed approach. C. Motivation Key-frame detection techniques broadly rely on either frame intensity difference, or histogram difference of successive frames. But it may lead to loss of visual information in cases where massive changes occur in a small area of the frame. The proposed approach relies on frame intensity difference but the method promotes local change of intensity by defining the frame difference by an exponential function of color change weighted by the pixel area over which the change has occurred. Our intention is to provide an objective assessment of the frame difference value over which a frame can be declared as key-frame. The notion of meaningfulness based on the strategies of design of experiment precisely estimate necessary parameters. We introduce the concept of unit (Definition 1) to assure at least a key-frame to be selected of all different visual characteristics (even local) present in, even a shot. Consider the examples of some key-frames selected by our method shown in Figure 1. The proposed method have successfully recognized the visual change in the video
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(a) Fig. 1.



(b)



(c)



(d)



Examples of 2 pairs of key-frames selected by the proposed algorithm from the same shots but different units. (a) frame number 386



and (b) frame number 423 of ‘indi114.mpg’ video. Here one person has gone out of the frame in the same shot. (c) Frame number 1094 and (d) frame number 1222 of ‘NASA-leaves.mpg’ video. Here the color of the leaf has been changed in the same shot.



and summarized the video keeping all visual information intact. Section II presents the proposed approach for grouping the video sequence into a collection of units. In Section III, we propose an empirical model to show the independence of the two parameters used for unit detection. The procedure for extracting key-frames from each unit is detailed in Section IV. We have tested our method on 21 benchmark videos and the results are compared with [13], [17], [23] in Section V. We draw our conclusion in Section VI. II. G ROUPING THE V IDEO S EQUENCE The grouping is done based on frame differences of the consecutive frames of a video. This process has three major steps. First we calculate the differences of each pixel for each consecutive pair of frames. The second step is to calculate the p-ratio. In third step, we need to find suitable thresholds for the frame difference value and the p-ratio to group the frames to generate units. We start with calculating pixel differences. A. Calculating Pixel Differences We are working with color videos, where each frame is an image described in three channels namely, red, green and blue ([R G B]). Given that the frames of the video are defined in Z 2 and the color values are mapped between 0 and some integer R (say, 255), and the vectors [R G B]h,d−1 and [R G B]h,d denote the RGB values of the hth pixel in the (d-1)th and the dth frames respectively of a video, 2 ≤ d ≤ n , n being the number of frames in the video, then



( ) Ehd = dist [R G B]h,d , [R G B]h,d−1 ,



(1)



where the function dist (V1 , V2 ) denotes the Euclidean distance between the vectors V1 and V2 . B. Calculating p-ratio After calculating Ehd values, our next task is to select a suitable threshold γ on the Ehd values to indicate whether the hth pixel votes for the dth frame to be a unit boundary. The process of selecting the threshold γ is
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determined using some standard statistical tools (to be discussed in the next subsection). We give a Boolean value βhd corresponding to each Ehd value using the following voting scheme: { 1 when Ehd > γ βhd = . 0 otherwise



(2)



β d is the corresponding binary matrix for the dth frame (except the first frame) of the video, where connected components of 1-element of the β d matrix represent significant frame difference regions. This pruning of nonconnected components does well as a substitute of filtering the frames of the test video. Now our aim is to calculate the p-ratio as a suitable measure for each frame, indicating its possibility to be a unit boundary according to Definition 1. In our proposed model, we would like to give importance to a large change in a smaller area of a frame compared to a similar amount of change over a larger frame area. So the p-ratio is calculated using an exponential function because, besides noticing changes in the whole frame, this p-ratio should change exponentially with a significant change in a small area in a frame, rather than a small change throughout the frame. For each frame we calculate the p-ratio, pd as follows:



(∑



pd = exp



) Ehd βhd , A



N h=1



(3)



where N is the total number of pixels in each frame, A is the total area of all the connected components (of area greater than 1 pixels) in the β d matrix. pd is normalized between 0 and 1 by dividing all the pd values with their maximum. Fig. 2 shows the plots of the p-ratio values over time, for four representative test videos. From the graphs in Fig. 2, we observe that high p-ratio value of a frame is an indication to be a unit boundary. For a gradual transition, we get a flat curve with some local maxima. For cut, we get a high p-ratio value for the frame where cut occurs. In Fig. 2, most of the cases we can observe a cut. But in Fig. 2(b) and (d), we can observe some case of gradual transitions. Hence, for each frame d except the first frame, we get a p-ratio value. We assign a p-ratio value 0 for the first frame. Clearly, a greater value of the p-ratio indicates a greater probability of the dth frame to be a unit boundary. Our next task is to apply the concept of design of experiments to find a suitable value of γ and a suitable threshold κ on the value of the p-ratio beyond which we can select the dth frame as a unit boundary [3]. C. Finding the Threshold Values γ and κ We can consider an experiment as a black box having one or more inputs and some outputs. The inputs of the experiment are termed as factors. Each factor of an experiment can take several values called levels. In experimental design paradigm, we check the outputs of the experiment for each possible combination of levels and select the combination of levels giving optimum value of the outputs. In our experiment, the two threshold values γ and κ are the two factors and the only output is the F-ratio [4]. In the proposed approach, the F-ratio is calculated as the ratio of between-group-variability and within-group-variability of the p-ratio values after the grouping of the frames as follows: F =



s2b , s2w



(4)
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Fig. 2. The plots of p-ratio values over time for four representative test video (a) ‘0863.mpg’ for γ = 6, (b) ‘NASAKSN-NorthernLights.mpg’ for γ = 8, (c) ‘indi114.mpg’ for γ = 7 and (d) ‘hcil2000 01.mpg’ for γ = 8.



where s2b and s2w are the between-groups and within-group variability of the p-ratio values respectively [4]. For an ideal grouping, s2b should be very high while s2w should be as low as possible, but not equal to 0. Even if there are two groups of frames temporally apart from each other with almost similar mean p-ratio value, then also s2b should give a higher value. The between-group variability s2b is the variability of the mean of the p-ratio of the frames of each group of the video versus the grand mean p-ratio of all the frames in the video. If k is the total number of groups for the current combination of levels of the factors, then s2b is calculated as: ( ) ∑k ¯ 2 ϱ=1 mϱ e¯ϱ − E 2 sb = , (k − 1)



(5)



¯ is the mean where mϱ is the number of frames in the ϱth group, e¯ϱ is the mean p-ratio of the ϱth group and E ¯ (k-1) is the degrees p-ratio of the entire video. Since for k groups we must know the e¯ϱ of (k-1) groups given E, of freedom for between-group variability [4]. The within-group variability s2w is the variability of the p-ratio due to differences within individual group. The
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value of s2w is given by the following equation: s2w



∑k =



ϱ=1



(mϱ − 1) s2ϱ



(n − k)



,



(6)



where n is the total number of frames in the video, s2ϱ is the variance of the p-ratio of the frames within the ϱth group, (mϱ -1) is the degrees of freedom of the ϱth individual group and (n-k) is the degrees of freedom for within-group variability, which is the sum of degrees of freedom of all the groups [4]. Here the optimum value of the output is the higher F-ratio value. We go for the one-factor-at-a-time experiment, where we vary the level of only one factor at a time and block the value of the other factor at a certain level [3]. This technique works well only if there is no interaction between the factors. In Section 3, we are going to show that in our problem, the two factors are independent to each other. In our experimental design set up, the first task is to choose some discrete levels of each of the two factors γ and κ. Since Ehd can take any value from the closed interval [0,R] (if the frames have unsigned 8-bit color values, then R cannot exceed 255), we take all the integral values in that interval as the levels of the factor γ. From (3), it is clear that the p-ratio can take any value from the closed interval [0,1]. As we have to deal with some discrete levels of the factor κ, we take the levels of κ between 0 and 1 in steps of δκ . We block the value of γ and vary the value of κ through all the levels of κ. Then we block the value of γ at another level and again vary the value of κ through all the levels of κ and so on. In this way, we get different groups of frames depending on each combination of levels of γ and κ. Since according to Definition 1, the frames with similar visual contents (i.e., with low value of p-ratio) should be in the same group, then for an ideal grouping, the variation of the p-ratio values within a group should be significantly less than the variation between groups, i.e., the F-ratio value should be significantly high (according to (4)) [4]. The combination of levels giving the highest F-ratio gives us the suitable values of both the thresholds. We call the groups of frames obtained for the optimal combination of levels as different units of the video. D. ANOVA F-test Clearly, s2w should not be zero in order to get a finite value of F-ratio from (4). A zero value of s2w may occur in two ways. First, if each of the frames in the video is a singleton group, then s2w will be zero. This situation should be avoided during the detection of units because, according to Definition 1, each and every frame of a video cannot be a unit boundary. Definition 1 imposes a constraint that the number of frames in a unit cannot be less than the frame rate FR, which is typically 30 frames per second. In reality though, a unit has duration of several seconds. Second, when all the frames in the video have the same p-ratio, then (4) gives us a (0/0) value. This problem can only occur when the contents of all the frames in the video are exactly same. In that case, it is clear that there is no change in the whole video. So the first and last frames of the video are the only two unit boundaries in the whole video. Another problem that may occur is that when the number of groups becomes large and consequently, the number of frames in each group becomes low, then s2w may be very small compared to s2b . This problem can also
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be prevented by the assumption that the duration of each unit must satisfy (i) of Definition 1. So in our problem, we discard combinations of levels that give units that does not satisfy (i) of Definition 1. The key contribution of this paper is to estimate κ and γ objectively. By our design of experiments based method, these thresholds are evaluated accordingly to take care of quasi-static background, camera motion conditions etc. According to the Definition 1, a shot boundary is always a unit boundary. In case of gradual transition during the process of (i.e., unit detection, a number of consecutive frames may get high p-ratio values. Whenever, for a given combination of levels, we get some temporally close frames with high p-ratio values, we take the last one of those frames as the unit boundary. From the derivation done so far, the greater the F-ratio the better is the grouping. Higher F-ratio indicates large value of s2b compared to s2w [4]. That is frames within groups have p-ratio close to each other and the mean p-ratio of different groups are far from each other. After calculating the F-ratios for all combinations of levels of the two factors γ and κ, we select the combination of levels of the two factors responsible for the highest F-ratio (say, Fopt ). In case Fopt is low, the entire video splits into a number of groups. To check if the grouping is good, we do the F-test. That is, we check the null hypothesis that the within-group mean p-ratio (µ1 ) equals the between-group mean p-ratio (µ2 ), against the alternative that µ1 ̸= µ2 . For this, we find from the F-distribution table [4], the critical value (say, Fcrit ) of F-distribution at 95% confidence level for (k-1) numerator degrees of freedom and (n-k) denominator degrees of freedom. If Fopt > Fcrit , then we reject the null hypothesis, i.e., we consider our grouping as good. Otherwise we accept the null hypothesis that the grouping is not good enough according to ANOVA F-test [4]. This implies that there is no significant change throughout the video and we can consider the entire video as a single unit. As we stated in the Introduction, the one-factor-at-a-time experiment can be designed only if there is no interaction between the factors. We now give an empirical evidence supporting independence of the two factors of our experiment. III. E MPIRICAL E VIDENCE S UPPORTING I NDEPENDENCE OF γ



AND



κ



In Fig 3, we have shown examples of our one-factor-at-a-time experiment for four representative test videos. For each test sequence, γ and κ values are evaluated by experiments detailed in Section II. We have applied the design of experiments tool for determining the thresholds for each of the 21 test videos separately. We have displayed only 4 representatives of them for brevity of space. For each test video sequence we have to find the threshold using the design of experiments paradigm and use the threshold to find the unit boundaries. For a two-factor experiment, the one-factor-at-a-time approach is simple and less time consuming. As discussed in the Section 2.3, we block the value of one factor (say, A) at a certain level and find results for different levels of the other factor (say, B). In this case, the implicit assumption is that the factor A does not depend on the factor B. If there exist an interaction between the two factors, then the change of level of the factor A influences the result obtained with the change of level of the factor B. If the different factors of our experiment have some interaction, then this technique may not give the optimal result. In our experiment, we first have to check for the interaction between



11



the factors γ and κ. If there is no interaction between them, we can follow the one-factor-at-a-time experiment. The Severity Index (SI) value is a measurement of interaction between the two factors of an experiment [24]. The SI values are calculated on the basis of some measure of effect due to the individual factors. In our problem, γ and κ are the factors of the experiment of finding the optimal value of the two factors. If γ1 , γ2 and κ1 , κ2 are the two levels of the factors γ and κ respectively and the result (here F-ratio is treated as the result of the experiment) given by the combination γi , κj (i=1 or 2; j=1 or 2) is denoted by R(γi , κj ), then SI is given by the following: SI =



|[R (γ2 , κ1 ) − R (γ1 , κ1 )] − [R (γ2 , κ2 ) − R (γ1 , κ2 )]| × 100%, 2ρ



(7)



where ρ is the difference between maximum and minimum of all four values of R(γi , κj ) (i=1 or 2; j=1 or 2). Both the factors have more than two levels. In this case, we have calculated SI values for each consecutive pair of levels of the two factors. We can get F-ratio values R (γ1 , κ1 ), R (γ1 , κ2 ) for two different levels κ1 , κ2 for one particular blocked value γ1 . Similarly, we can get F-ratio values R (γ2 , κ1 ), R (γ2 , κ2 ) for κ1 , κ2 for a different γ2 value. If the line joining (R (γ1 , κ1 ) , R (γ1 , κ2 )) is parallel to (R (γ2 , κ1 ) , R (γ2 , κ2 )), we can assume that there is no interaction between factors γ and κ. The decision about the presence of interactions between the two factors is made by strictly comparing the slopes of the two lines given by each pair of consecutive levels of κ, when the value of γ is blocked at a certain level. The strength of presence of interaction between the two factors of our experiment is calculated by SI which is defined such that SI = 100% when the angle between the lines is 900 and SI = 0% when the angle is 00 . We take the SI values for each consecutive pair of levels of the factors γ and κ. The graphs in Fig. 3 show the interaction plots, i.e., the interaction between the two factors used in our experiment for four representative test videos ‘0863.mpg’, ‘NASAKSN-NorthernLights.mpg’, ‘indi114.mpg’ and ‘hcil2000 01.mpg’. Each line in the graph shows the changes of the F-ratio (plotted along y-axis) with the change of one of the factors κ (plotted along x-axis), when the other factor γ is fixed. We check the interactions between the factors for all combination of levels of four representative test videos. We have plotted the lines where we could calculate the values of F-ratio subject to the constraints discussed in Section 2.4. From the graphs, it is clear that the line segments for each combination of levels are almost parallel, which means there is no interaction between the two factors of our experiment. A detail study of interactions between the factors using SI values with four representative test videos under investigation is discussed in the Result section using Table I. After grouping the video sequence, we get units of consecutive frames. Our next task is to find representative key-frames from each of these units. IV. S ELECTING K EY-F RAMES FROM E ACH G ROUP As noted in the Introduction, we select some representative frames from each unit as key-frames. The same technique using F-ratio cannot be applied here. Because F-ratio values do not depend on the temporal information of the video which is, according to Definition 2, an important parameter for key-frame detection. Each key-frame in a video should be a frame with a significant frame difference measure and at the same time the key-frame should not be very close to each other.
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Fig. 3. Graph showing interaction between the factors γ and κ of the four test videos: (a) ‘0863.mpg’, (b) ‘NASAKSN-NorthernLights.mpg’, (c) ‘indi114.mpg’ and (d) ‘hcil2000 01.mpg’.



Each frame in a unit has a p-ratio value. Each frame has a location in temporal scale (for example, 65th frame of a 5 second video at 30 frames per second). Also according to Definition 2, there should be sufficient distance in temporal scale between two consecutive key-frames. Let mid be the number of frames in the ith unit between the nearest preceding and following frames having p-ratio higher than that of the dth frame. That is, if the dth frame is a local maximum of p-ratio values, then the total number of frames between local maxima previous and next to the dth frame is mid . Note that the start and the end frames of the unit are also considered as local maxima. Let mi be the number of frames in the ith unit. Then



mid mi



denotes the fraction of the frames of the ith unit whose local



maxima is pd . Clearly, this ratio takes any value between 0 and 1. Then for the dth frame, we define the l-ratio, ld as: ld =



pd + 2



mid mi



.



(8)



We divide the numerator by 2 to normalize the value of ld between 0 and 1. From (8), it is clear that higher p-ratio value increases the l-ratio value, but temporally close frames with high p-ratio value decreases the l-ratio value. So according to Definition 2, higher the l-ratio for a frame, the higher is the chance of the frame being a key-frame. We shall now define a threshold on the l-ratio values, referred henceforth as meaningful cut-off value,
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say η, on l-ratio. The frames having l-ratio higher than this cut-off constitute a set of possible key-frames. We should not calculate F-ratio as in Section II-D using the l-ratio for key-frame selection. Because if we get a pair of temporally close frames with a high l-ratio value, the value of s2w becomes very low in comparison to s2b . As a result, as much as we reduce the cut-off on the l-ratio values, the value of F-ratio will be higher. Therefore, this approach cannot give us a meaningful cut-off. We avoid this situation during unit detection by assuming that a unit must satisfy (i) of Definition 1. But there should not be any restriction on the number of frames between two consecutive key-frames. We apply the concept of meaningfulness to find a suitable cut-off η of l-ratio for each unit. For finding the meaningful cut-off value η of the l-ratio, we first select λ equidistant points in [0,1], the range of the l-ratio values. We vary the value of the threshold η over all the chosen equidistant points in [0,1]. For each η we do the following two steps given by the two equations (9) and (10). If ν is the prior probability that an arbitrary frame has l-ratio higher than η, then ν = 1 − η,



(9)



assuming that the values of the l-ratio are independent and identically distributed (i.i.d.) in the interval [0,1] and the distribution is uniform. Let t (1 < t < mi ) be the minimum number of frames with Gestalt quality (i.e., meaningful with respect to Gestalt theory as discussed in Introduction) [6]. The cut-off η is meaningful if the unit contains at least t frames due to the cut-off η. Therefore, whether a particular cut-off value is meaningful or not becomes a Bernoulli trial (Bernoulli trial is an experiment having only two possible random outcomes; in our problem, whether a cut-off value of the l-ratio is meaningful or not). If (1 − Pi ) is the probability that the cut-off η is meaningful, then   mi ∑ m i   ν o (1 − ν)mi −o , Piη = (10) o o=t is the Binomial tail, where ν comes from (9). As noted in the Introduction, NFA is the expected number of occurrences of the meaningful event. If the problem is like a Bernoulli trial, then the NFA of the event that the particular cut-off η is significant for detecting key-frames, can be defined as N F A = λPiη ,



(11)



where Piη comes from (10). λ is the number of equi-spaced η values in the interval (0,1) to estimate the meaningful η. In other words, λ is the number of trials. If the value of NFA is less than a predefined number ϵ, then the corresponding cut-off value η is ϵ-meaningful. Setting ϵ = 1 as in [5], means that the expected number of occurrence of the event that, the cut-off η = η ′ is meaningful for the corresponding unit, is less than 1. So all the values in the interval (η ′ , 1) are ‘1-meaningful cut-off’ values, since for all values in (η ′ , 1), N F A < 1 according to (11).
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A. Estimation of Parameters for Meaningful Cut-off The parameter λ is used to calculate the NFA in (11) and Piη is obtained by (10). Then the probability that all the frames in the ith unit have l-ratio greater than η, is ν mi . This is lesser or equal to the probability that at least t frames have l-ratio less than η, which is Piη . So ν mi ≤ Piη < event, N F A =



λPiη



< ϵ), which implies mi ≥



ϵ λ



(since according to (11), for an ϵ-meaningful



log ϵ − log λ . log ν



(12)



For a given η, ν comes from (9). mi is fixed for a unit. Then for a given ϵ, we can find an upper bound on the value of λ from (12) for each possible η value. We take the minimum of all the values as the upper bound of λ. The parameter t is the minimum number of frames with Gestalt quality. From Hoeffding’s inequality [25], for an ϵ-meaningful event we can deduce the following: √ mi t ≥ νmi + (log λ − log ϵ). 2



(13)



The equation (13) is the sufficient condition of meaningfulness. The derivation comes from Hoeffding’s inequality, shown in Appendix A. Now we have to select the maximal meaningful cut-off. B. Selecting Maximal Meaningful Cut-off Setting ϵ = 1 is a safe choice to find the maximal meaningful cut-off. However, for choosing the maximal meaningful cut-off, we should have some measure of meaningfulness. For this purpose, we should consider the empirical probability of a frame of that unit to have its l-ratio to fall in the interval [η ′ ,1]. Let ri (η ′ ) be the empirical probability of a frame of the ith unit to have l-ratio in the interval [η ′ ,1]. Then ri (η ′ ) =



mi (η ′ ) , mi



(14)



where mi (η ′ ) is the number of frames in the ith unit having l-ratio greater than η ′ . Now our goal is to find the maximal meaningful cut-off among all the 1-meaningful cut-off values (i.e., the interval (η ′ ,1)). So we vary ξ in the interval (η ′ ,1) to measure the maximal meaningfulness of all possible ξ’s. First we have to define a measurement of maximal meaningfulness of the cut-off value, using ri (η ′ ). This measurement should penalize the situation that a 1-meaningful cut-off ξ yields higher empirical probability value than ν. This measurement (let us call it as c-value) should also help to reduce the number of key-frames in a unit. However, according to definition 2, the corresponding unit must have at least one key-frame. Then c-value can be defined as, { ∞, when, ri (ξ) ≥ ν, or, ri (ξ) = 0 ci (ξ) = , (15) i (ξ)) ri (ξ) log riν(ξ) + (1 − ri (ξ)) log (1−r otherwise (1−ν) where ξ can take any value from the interval (η ′ ,1). We take the open interval instead of the closed interval, in order to avoid division by zero in (15), which occurs if ν = 0. Fig. 4 shows the c-values of each unit for four representative test videos (as the cut-off of l-ratio, ξ increases). The c-values first increase upto some value of ξ, then decreases. If we vary ξ within (η ′ ,1), we get c-value as a decreasing function of ξ.
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Graphs showing the value of ci (ξ) (plotted along y-axis) against the different cut-off values ξ (plotted along x-axis) between 0



and 1, c-values for different units are shown in different colors for the four representative test videos (a): ‘0863.mpg’ (b): ‘indi114.mpg’ (c): ‘hcil2000 01.mpg’ (d): ‘NASAKSN-NorthernLights.mpg’



For each unit, we find the ci (ξ) for all



1 λ



distant values of ξ from the interval (η ′ ,1). Clearly, a more meaningful



value of η ′ gives lesser value of ci (ξ). For each unit, we find the maximal meaningful cut-off using the following definition: Definition 3: A cut-off ξ is said to be maximal meaningful cut-off for the corresponding unit if it is 1-meaningful and ∀



j ∈ (η ′ , 1) − {ξ},



ci (ξ) ≤ ci (j).



(16)



The frames with l-ratio greater than the maximal meaningful cut-off value of the corresponding unit are finally chosen as key-frames. The entire algorithm to find the key-frames in a video, is given in Appendix B. Next we illustrate the results of our approach. V. R ESULTS AND D ISCUSSIONS We have tested our method on twenty one different benchmark videos ‘0863.mpg’ (0863), ‘indi114.mpg’ (indi), ‘hcil2000 01.mpg’ (hcil), ‘NASAKSN-NorthernLights.mpg’ (N-NL), ‘anni007.mpg’ (anni), ‘indi001.mpg’ (indi1),
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‘BOR10 002.mpg’ (BOR), ‘NASAKSN-Magnetism.mpg’ (N-MT), ‘NASAKSN-AuroraBorealis.mpg’ (N-AB), ‘NASAKSNLightning.mpg’ (N-LN), ‘NASAKSN-Leaves.mpg’ (N-L), ‘NASAKSN-ElMovimiento.mpg’ (N-EMM), ‘NASAKSNBubbles.mpg’ (N-BB), ‘NASAKSN-ElPopcorn.mpg’ (N-EP), ‘NASAKSN-LosRayosElectricos.mpg’ (N-LRE), ‘NASAKSNElSonido.mpg’ (N-ES), ‘NASAKSN-LaEstatica.mpg’ (N-LE), ‘NASAKSN-ElMetro.mpg’ (L-EM), ‘NASAKSNMicroAirVehicles.mpg’ (N-MAV), ‘FPTVBangladesh.mpg’ (FP-B) and ‘NAD33.mpg (NAD)’ downloaded from the website [26]. The video ‘FPTVBangladesh.mpg’ consists of nearly 6000 frames and ‘NAD33.mpg’ consists of more than 51000 frames. All the other test videos consist of around 2500 frames each. We have applied our method on the entire video for all the 21 videos. The results are compared with respect to ground truths. The ground truths are available with the data, in the form of ”FastForward” and ”storyboard”. The “fastforward” representation of a video consists of the key-frames only (as defined in the Definition 2 in this paper), whereas a “storyboard” representation of a video selects only the key-frames with distinct visual contents. Same scene may come in several non-adjacent shots repeatedly. The “fastforward” representation selects key-frames from each shots. The “storyboard” representation prunes out the key-frames with similar visual content. Our goal in this paper is to find the key-frames only. So the frames in “fastforward” are used as the ground truth. If tth frame is a key-frame and a method detects another frame as key-frame, we consider this detection as a correct detection only if the detected frame has almost same visual content as the ground truth. But if a method selects more than one key-frames from a single unit with almost same visual content, then we treat them as false detection. If a method misses to detect some key-frame(s) in a unit with different visual content, then we call it as a miss-detection. In this way we can make the recall and precision measures capable of handling visual similarity of the frames. As stated in the Introduction, the proposed approach has three major steps. First we decompose the video into different units, then we check the interaction between the two factors of our experiment and lastly, we find some representative frames from each unit as key-frames. We first show the result of testing the interaction between the two factors of our experiment for detecting unit boundary. A. Interaction Between the Factors We show the SI values for four representative test videos in Table I. We have stated in Section II that we have calculated the F-ratio for all possible combinations of levels of γ and κ, where γ takes all integral values in [0,R] and κ takes all δκ distant values from [0,1]. We assume that upto two decimal places of both the p-ratio and l-ratio values are significant for our experiment. So we have taken δκ as 0.01. Given this assumption, the κ value for which we get maximum F-ratio, is 0.98. Further, taking δκ value as 0.02, we have seen that κ value still remains 0.98 for the optimum F-ratio. Note that for κ value equals to 0.99, the optimum F-ratio is inferior to the F-ratio value obtained using κ = 0.98. So we have reported experimental results using δκ = 0.02 in Table I, so that we can reduce the number of levels of a factor without compromising with the determination of maximal value of factor. In Table I, we have shown the SI values obtained for values of κ to be 0.02 distant levels in [0.8,1] and
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integral values of γ ranging from 1 to 8 for all the four test videos. For all other combinations of levels, we have not calculated the F-ratio because of the constraints discussed in Section 2.4. These F-ratio entries in Table I are marked as ‘-’. In Table I, an entry in the (γ1 ,γ2 ) column and (κ1 ,κ2 ) row represents the SI value obtained for a test video, for the change of value of the factor γ from γ1 to γ2 and κ from κ1 to κ2 respectively. Note that all the SI values obtained from (7) for all the four videos are significantly low (less than 10%), as shown in Table I. This indicates that the two factors of our experiment do not depend on each other and hence, we can definitely go for one-factor-at-a-time experiment. B. Detection of Units We now show the result of grouping the video into several units. Table II shows the number of cuts, gradual transitions present in our twenty one test videos and different units detected by the proposed approach. Our method has successfully identified all kinds of shot boundaries (both cut and gradual transition) and some of the shots are divided into units where a significant change has occurred. In the comparison on shot and unit detection, we are not only interested on the count of shots/units but also interested on the particular frame number to be selected as shot/unit boundary. As discussed in the Section II-D that if our optimal F-ratio value (Fopt ) is less than the critical value (Fcrit ) of F-distribution table [4] for the corresponding degrees of freedom, then we reject the optimal grouping and consider the whole video as a single unit. For a video containing n frames with k units in it, the numerator degrees of freedom is (k − 1) and denominator degrees of freedom is (n − k). We have tested this theory on a portion of the video ‘0863.mpg’ (from frame number 175 to frame number 575) where the video has no significant change in visual content. In that case, our method detects 3 unit boundaries (i.e., 2 units) with maximum F-ratio value 0.386. Since this portion of the video contains 401 frames, the numerator degrees of freedom is 1 and denominator degrees of freedom is 399 (as n = 401, k = 2). So from the table of F-distribution, we get the critical value for F-ratio as, 3.86 and 6.70 in 95% and 99% confidence levels respectively. Our maximum F-ratio value is less than both of the critical values. So we reject the grouping and consider the whole video as a single unit as discussed in Section II. In Table II, we have produced the result for the whole video for all the test videos. For all the test video, the maximum F-ratio is greater than the critical values for the corresponding degrees of freedom. So, we have accepted the grouping. All the test videos contain different kinds of gradual transitions and cuts. Our method has successfully detected all kinds of gradual transitions along with the cuts. Moreover, our method has detected some frames as unit boundary as they contain a huge change in visual content (instead of being in a single shot). In the video ‘hcil2000 01.mpg’, there are nine shot boundaries [26], i.e., eight shots. But some shots among them have remarkable changes in the visual content and our method detects nineteen unit boundaries depending on the change in visual content.



18



TABLE I SI



VALUES OBTAINED FROM



(7) FOR



THE CHANGE OF LEVELS OF TWO FACTORS IN FOUR OF OUR TEST VIDEOS .



ARE PLACED ALONG THE COLUMNS AND THOSE OF ENTRIES



(7,8),(6,7),(5,6)



κ ARE PLACED ALONG ROWS . A LL THE ENTRIES ARE GIVEN



ETC . ALONG THE TOP ROW REPRESENT THE RANGE OF



ETC . RESPECTIVELY IN STEPS OF THE RANGE OF



T HE LEVELS OF FACTOR γ



γ



VALUE BETWEEN



7



AND



8,



IN PERCENTAGE .T HE



OR



6



AND



7,



OR



5 AND 6



1. S IMILARLY, THE ENTRIES (0.8,0.82), (0.82,0.84) ETC . ALONG THE LEFT- MOST COLUMN REPRESENT



κ VALUE BETWEEN 0.8



AND



0.82,



OR



0.82



AND



0.84



ETC . RESPECTIVELY IN STEPS OF



γ κ



Video



(0.8,0.82)



0863



-



-



-



0



0



-



-



hcil



0



0



0



4.27



2.97



0



0



N-NL



-



-



-



-



0



0



0 -



(0.82,0.84)



(0.84,0.86)



(0.86,0.88)



(0.88,0.9)



(0.9,0.92)



(0.92,0.94)



(0.94,0.96)



(0.96,0.98)



(7,8)



(6,7)



(5,6)



(4,5)



(3,4)



(2,3)



(1,2)



indi



-



-



-



-



0



-



0863



-



-



-



0



0



-



-



hcil



0



0



0



3.67



1.41



0



0



N-NL



-



-



-



-



0



0



0



indi



-



-



-



-



5



-



-



0863



-



-



0



0



0



-



-



hcil



0



0



0



1.40



1.03



0



0



N-NL



-



-



-



0



0



0



0



indi



-



-



-



5



0



-



-



0863



-



-



0



0



0



-



-



hcil



0



0



5



3.03



1.34



0



0



N-NL



-



-



-



0



0



0



0



indi



-



-



-



4.04



5.42



-



-



0863



-



-



0



0



0



-



-



hcil



5



4.08



2.54



1.82



8.78



0



0



N-NL



-



-



-



0



0



0



0



indi



-



-



-



0.47



3.52



-



-



0863



-



-



0



0



0



-



-



hcil



2.23



2.02



1.49



5.67



1.31



0



0



N-NL



-



-



0



0



0



0



0



indi



-



-



2.05



1.12



4.38



-



-



0863



0



0



0



0



0



-



-



hcil



3.30



3.51



3.79



1.79



1.47



0



0



N-NL



-



4.56



0



0



0



0



0



indi



-



-



9.93



1.32



3.40



-



-



0863



0



0



0



0



0



-



-



hcil



3.57



3.31



2.31



1.90



1.42



0



0



N-NL



-



5



0



0



0



0



0



indi



-



0.42



1.03



1.28



5.52



-



-



0863



0



0



0



0



0



-



-



hcil



2.55



2.34



2.13



1.74



1.31



0



0



N-NL



-



3.86



0



5



0.74



3.66



4.41



indi



-



0.92



3.39



1.20



3.69



-



-



0.02.



19



TABLE II D ETECTION OF units IN THE 21 TEST VIDEOS BY THE PROPOSED APPROACH .
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Selected key-frames of the video ‘hcil2000 01.mpg’ using proposed method
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Fig. 6.



Selected key-frames of the video ‘0863.mpg’ using proposed method



Fig. 7.



Selected key-frames of the video ‘NASAKSN-NorthernLights.mpg’ using proposed method



C. Detection of Key-Frames We show the result of finding key-frames in Tables III and IV. Table III shows the performances of the proposed approach compared to the competing methods [13], [17], [23] individually on each test videos. Table IV shows the overall performance of the proposed approach compared to the competing methods [13], [17], [23]. The number of key-frames are often different for all the individual units depending on the change in visual content in the frames of the corresponding units. Our method has successfully detected the variable number of key-frames from the units. For example, in the video ‘hcil2000 01.mpg’, our method detects 21 key-frames from 18 units in it, as the visual



Fig. 8.



Selected key-frames of the video ‘indi114.mpg’ using proposed method
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Fig. 9.



Selected key-frames of the video ‘indi114.mpg’ using approach of Mukherjee et al. [13]



Fig. 10.



Selected key-frames of the video ‘indi114.mpg’ using PME based approach [17]



Fig. 11.



Selected key-frames of the video ‘indi114.mpg’ using Panagiotakis et.al. [23]
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contents of the frames in some units vary significantly within the corresponding unit (see Fig. 5). In the video ‘0863.mpg’, 4 key-frames have been detected from its 3 units of the small video of 1653 frames (see Fig. 6). Nineteen key-frames have been detected from 13 units of the video ‘NASAKSN-NorthernLights.mpg’ (see Fig. 7). The video ‘indi114.mpg’ is the most challenging video among all the 21 test videos. This video has 16 key-frames in only 9 shots in it. The contents of the video changes rapidly in temporal scale, which makes the problem of finding key-frames a challenge (see Fig. 8). This performance is better than the method of Mukherjee et.al. [13], the PME based method [17] and the method of Panagiotakis et.al. [23], as shown in Table III. Fig. 9, Fig. 10 and Fig. 11 show the selected key-frames from the video ‘indi114.mpg’ by the method of Mukherjee et.al. [13], the PME based method [17] and the method of Panagiotakis et.al. [23] respectively. In the longer video sequence ‘FPTVBangladesh.mpg’, 31 key-frames have been detected from 30 units. It is true that too much camera motion may affect the process of unit boundary detection. However, the proposed approach can handle slight camera motion. Many video sequences of the test data contain (especially, ‘0863.mpg’) camera shaking. The proposed approach performs well on those videos also. The first and the last units of all the test videos with names ‘NASA’ contain frames with very little changes in visual content. The proposed approach has selected the middle of the frames in the corresponding units as key-frame. As discussed in the Introduction, our approach relies on statistics of frame difference values. Approaches in [13], [17] and [23] also detect key-frames evaluating features in analyzing frame difference space. So in Table III, we have compared our method with [13], [17] and [23]. The proposed method gives better performance than all the competing methods in terms of the evaluation metrics used in this paper. The performance evaluation for unit detection is based on the number of missed detections (MD) and false detections (FD), expressed as recall and precision (ideal value should be 100 for both of them) [27]. Detects . Detects + M D Detects P recision = . Detects + F D Recall =



(17) (18)



The video ‘NASAKSN-Leaves.mpg’ has 12 shots. A shot of the video continues from frame number 1091 to frame number 1267. A leaf changes its color from green to magenta in this shot. The p-ratio used in the proposed method takes a high value for a large change in color value in a small area rather than a similar amount of change in a large area. So p-ratio gets a high value at frame number 1175 and this frame has been selected as a unit boundary by the proposed approach. Since (15) in Section IV-B assures us at least one representative frame from each unit, we get a key-frame 1094 containing a green leaf and a key-frame 1222 containing a magenta leaf Shown in Figures 1(c) and 1(d) respectively. All the competing methods fail to detect these two frames. The proposed approach gives a high l-ratio value to the frames which have a high frame difference and is a local maxima, which is assured in (8). So in case of camera zooming or panning (in all the twenty one test videos, there are several occurrences of camera zooming and/or panning), since the visual contents of the frames of the video change rapidly in the consecutive frames, our method gives a low l-ratio value to all the frames, thus reducing the
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TABLE III P ERFORMANCE OF THE PROPOSED METHOD IN DETECTING KEY- FRAMES COMPARED TO THREE COMPETING METHODS . Video



Measure



PME method [17]



Mukherjee et.al. [13]



Panagiotakis et.al. [23]



Proposed method



0863



# key-frame detected



7



6



4



4



FD



3



2



0



0 0



hcil



N-NL



indi



anni



indi1



NAD



MD



0



0



0



# correct detection



4



4



4



4



Recall(%)



100



100



100



100



Precision(%)



70



75



100



100



# key-frame detected



24



22



20



21 3



FD



7



4



3



MD



2



1



2



1



# correct detection



17



18



17



18



Recall(%)



92.31



95.65



90.91



95.45



Precision(%)



77.42



84.62



86.96



87.50



# key-frame detected



24



21



19



19



FD



8



5



3



3



MD



1



1



1



1



# correct detection



16



16



16



16



Recall(%)



96



95.45



95



95



Precision(%)



75



80.77



86.36



86.36



# key-frame detected



21



21



17



18



FD



8



7



3



3



MD



3



2



2



1



# correct detection



13



14



14



15



Recall(%)



87.50



91.30



89.47



94.74



Precision(%)



72.41



75



85



85.71



# key-frame detected



16



15



14



13



FD



4



3



2



1



MD



3



3



3



3



# correct detection



12



12



12



12



Recall(%)



84.21



83.33



82.35



81.25



Precision(%)



80



83.33



87.50



92.86



# key-frame detected



21



22



21



22 1



FD



3



3



1



MD



3



2



1



0



# correct detection



18



19



20



21



Recall(%)



87.50



91.67



95.45



100



Precision(%)



87.50



88



95.45



95.65



# key-frame detected



324



306



280



278



FD



60



36



9



6



MD



14



8



7



6



# correct detection



264



270



271



272



Recall(%)



95.86



97.45



97.56



97.89



Precision(%)



84.38



89.47



96.89



97.89



24



Video



Measure



PME method [17]



Mukherjee et.al. [13]



Panagiotakis et.al. [23]



Proposed method



BOR



# key-frame detected



16



15



14



15



FD



4



3



2



2



MD



2



2



1



1



N-AB



N-LN



N-LRE



N-MT



N-MAV



N-BB



# correct detection



12



12



12



13



Recall(%)



88.89



88.24



93.33



93.75



Precision(%)



80



83.33



87.50



88.24



# key-frame detected



15



16



15



15



FD



6



4



3



3



MD



3



2



2



2



# correct detection



11



12



12



12



Recall(%)



83.33



88.89



88.24



88.24



Precision(%)



71.43



80



83.33



83.33



# key-frame detected



21



21



20



21



FD



6



4



3



3



MD



4



2



2



1



# correct detection



15



17



17



18



Recall(%)



84



91.30



90.91



95.45



Precision(%)



77.78



84



86.96



87.50



# key-frame detected



22



21



21



21 3



FD



7



4



4



MD



4



2



2



1



# correct detection



15



17



17



18



Recall(%)



84.62



91.30



91.30



95.45



Precision(%)



75.86



84



84



87.50



# key-frame detected



27



25



24



24



FD



9



5



3



2



MD



5



3



2



1 22



# correct detection



18



20



21



Recall(%)



84.38



89.29



92.31



96



Precision(%)



75



83.33



88.89



92.31



# key-frame detected



24



22



21



20



FD



9



5



2



1



MD



4



2



0



0



# correct detection



15



17



19



19



Recall(%)



85.71



91.67



100



100



Precision(%)



72.73



81.48



91.30



95.24



# key-frame detected



17



17



15



16 2



FD



5



3



2



MD



2



0



1



0



# correct detection



12



14



13



14



Recall(%)



89.47



100



93.75



100



Precision(%)



77.27



85



88.24



88.89



25



Video



Measure



PME method [17]



Mukherjee et.al. [13]



Panagiotakis et.al. [23]



Proposed method



N-L



# key-frame detected



13



14



14



14



FD



1



2



1



1



MD



1



1



0



0



N-EM



N-ES



N-EP



N-EMM



N-LE



FP-B



# correct detection



12



12



13



13



Recall(%)



92.86



93.33



100



100



Precision(%)



92.86



87.50



93.33



93.33



# key-frame detected



18



16



16



17



FD



6



3



3



4



MD



3



2



2



2



# correct detection



12



13



13



13



Recall(%)



85.71



88.89



88.89



89.47



Precision(%)



75



84.21



84.21



80.95



# key-frame detected



18



18



16



17



FD



5



4



2



2



MD



3



2



2



1



# correct detection



13



14



14



15



Recall(%)



85.71



90



88.89



94.44



Precision(%)



78.26



81.82



88.89



89.47



# key-frame detected



20



19



19



19 2



FD



5



4



3



MD



2



2



1



0



# correct detection



15



15



16



17



Recall(%)



90.91



90.48



95



100



Precision(%)



80



82.61



86.36



90.48



# key-frame detected



18



18



15



16



FD



5



5



1



2



MD



2



2



1



1



# correct detection



13



13



14



14



Recall(%)



90



90



93.75



94.12



Precision(%)



78.26



78.26



93.75



88.89



# key-frame detected



16



15



14



13



FD



5



4



2



1



MD



2



2



1



1



# correct detection



11



11



12



12



Recall(%)



88.89



88.24



93.33



92.86



Precision(%)



76.19



78.95



87.50



92.86



# key-frame detected



36



33



32



31 3



FD



9



6



5



MD



3



3



3



2



# correct detection



27



27



27



28



Recall(%)



92.31



91.67



91.43



93.94



Precision(%)



80



84.62



86.49



91.18
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TABLE IV OVERALL PERFORMANCE ( ON



ALL THE



21



TEST VIDEOS ) OF THE PROPOSED METHOD IN DETECTING KEY- FRAMES COMPARED TO THREE COMPETING METHODS .



Methods



PME method [17]



Mukherjee et.al. [13]



Panagiotakis et.al. [23]



Proposed method



Recall(%)



91.59



93.94



94.60



96.35



Precision(%)



80.43



85.46



91.72



92.96



probability of those frames to be key-frames. All the competing methods have selected some unnecessary frames as key-frames for the high frame difference values of the frames with camera zooming, in all the twenty one test videos. D. Computational Complexity The proposed method has a computational complexity of O(ωψχ) for unit detection (including decoding and feature extraction stages), where ω and ψ are the number of levels of the factors γ and κ respectively and χ is the number of frames in the video. We have experimentally seen that ω and ψ can be kept as 6 and 20 respectively without compromising with the result of unit detection for any video sequence. So the complexity depends on some constant times the number of frames. We think the method is not computationally much expensive for unit detection. For key-frame detection, the proposed method has a worst case computational complexity of O(χq), where q is the number of different levels in [0,1] for estimating the meaningful cut-off of the l-ratio. This is better than O(χ2 ) complexity given by both [13] and [17], especially in case of large video (i.e., video with more than q number of frames). Also [23] has a complexity of O(χ2 )Kmax , which is worse than the proposed approach. Here Kmax is the rate distortion parameter [23]. For key-frame detection the proposed approach takes less than a second in our MATLABTM version 7.0.4 implementation in a machine with processor speed 2.37 GHz, 512MB RAM, without code optimization. Whereas, all the three competing methods [13], [17], [23] take slightly more than 1 second but less than 2 seconds. VI. C ONCLUSIONS We have introduced an efficient statistical procedure for video summarization. We find out the units present in a video using the frame differences giving suitable thresholds on both frame difference and p-ratio. Both of the thresholds are determined using standard statistical tools such as design of experiment and ANOVA F-test. Then to detect the key-frames, we have selected from each unit, some frames having significantly high frame differences using the concept of meaningfulness. We have shown that our method is less time-consuming and gives satisfactory performance. Our future plan is to apply the same idea of meaningfulness in various fields of event detection.
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A PPENDIX A: O BTAINING E QUATION (13) FROM [25] Hoeffding’s inequality [25]: In our problem, mi is the number of frames in the ith unit. Then we can formulate the problem by a sequence of i.i.d. random variables {Xq }q=1,2,3,...,mi , such that 0 ≤ Xq ≤ 1. Let us define Xq as,



{



1



Xq =



when lq < η



, (19) 0 otherwise ∑mi for a given η, where lq is the l-ratio value of the qth frame of the ith unit. We set Smi = q=1 Xq (i.e., the number of frames of ith unit having l-ratio greater than η) and νmi = E [Smi ]. Then for νmi < t < mi (since ν is a probability value less than 1), putting σ =



t mi



as in [5], according to Hoeffding’s inequality, 1−σ



Piη = P (Smi ≥ t) ≤ e−mi (σ log ν +(1−σ) log 1−ν ) . σ



(20)



In addition, the right hand term of this inequality satisfies, 1−σ



e−mi (σ log ν +(1−σ) log 1−ν ) ≤ e−mi (σ−ν) σ



{



where H(ν) =



1 1−2ν



log 1−ν ν



1 2ν(1−ν)



2



H(ν)



≤ e−2mi (σ−ν) ,



when 0 < ν < when



1 2



2



1 2



≤ν


(21)



(22)



This is Hoeffding’s inequality. We then apply this for finding the sufficient condition of ϵ-meaningfulness. If √ λ−log ϵ √ t ≥ νmi + logH(ν) mi , then using (20) and (21) and putting σ = mt i we get mi (σ − ν)2 ≥



log λ − log ϵ . H(ν)



(23)



Then using (20) and (23) we get, Piη ≤ e−mi (σ−ν)



2



H(ν)



≤ e− log λ+log ϵ =



ϵ . λ



(24)



This means by definition of meaningfulness, the cut-off η is meaningful (according to (11)). Since for ν in (0,1), H(ν) ≥ 2 (according to (22)) so from (24) we get the sufficient condition of meaningfulness as (13). A PPENDIX B: A LGORITHM OF THE P ROPOSED A PPROACH 1) Input the video sequence with speed X fps. 2) Find the Euclidean distance of color values of each pair of consecutive frames. 3) For γ = 1 to R (R is the maximum bound of color values) do a) Give a binary value to each pixel using (2). b) Find the matrix βd for each frame d. c) Calculate p-ratio pd using (3). d) For κ = 0 to 1 step δκ do i) Find all the frames with pd > κ.
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ii) If (any selected frame fi is less than X frame apart from fi+1 ) do A) Find the temporal distance between fi+1 and fi+2 , fi+2 and fi+3 , and so on until the temporal distance between fi+m and fi+m+1 is greater than X. B) Take the fi+m frame as the boundary of the group starting at frame fi−1 . iii) End if iv) Find F-ratio using (4), (5), (6). e) End for κ 4) End for γ 5) Find Fmax = max(F-ratio) and corresponding value of γ and κ. 6) If Fmax < Fcritical a) Consider the set of frames having p-ratio greater than κ as unit boundaries. else b) Consider whole video as a single unit. 7) End if 8) Find l-ratio of each frame by (8). 9) For each unit i do a) For η = 0 to 1 step



1 λ



do



i) Find probability ν using (9). ii) Find probability Piη using (10). iii) Find NFA using (11). iv) If N F A < (ϵ = 1), A) η ′ = η. B) Exit from the for loop of η. else C) Continue the for loop of η. v) End if b) End for η c) For



ξ = η ′ to 1 step



1 λ



do



i) Find ri (η ′ ) using (14). ii) Find c-value using (15). d) End for ξ e) Find the ξ satisfying (16). f) Select the frames having l-ratio greater than ξ as key-frames. 10) End for unit 11) Display all the selected frames as key-frames.
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