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A Distributed Subgradient Method for Dynamic Convex Optimization Problems under Noisy Information Exchange Renato L. G. Cavalcante, Member, IEEE, Sławomir Sta´nczak, Senior Member, IEEE



Abstract— We consider a convex optimization problem for non-hierarchical agent networks where each agent has access to a local or private time-varying function, and the networkwide objective is to find a time-invariant minimizer of the sum of these functions, provided that such a minimizer exists. Problems of this type are common in dynamic systems where the objective function is time-varying because of, for instance, the dependency on measurements that arrive continuously to each agent. A typical outer-loop optimization iteration for optimization problems of this type consists of a local optimization step based on the information provided by neighboring agents, followed by a consensus step to exchange and fuse local estimates of the agents. A great deal of research effort has been directed towards developing and better understanding such algorithms, which find many applications in distinct areas such as cognitive radio networks, distributed acoustic source localization, coordination of unmanned vehicles, and environmental modeling. Contrasting with existing work, which considers either dynamic systems or noisy links (but not both jointly), in this study we devise and analyze a novel distributed online algorithm for dynamic optimization problems in noisy communication environments. The main result of the study proves sufficient conditions for almost sure convergence of the algorithm as the number of iterations tends to infinity. The algorithm is applicable to a wide range of distributed optimization problems with time-varying cost functions and consensus updates corrupted by additive noise. Our results therefore extend previous work to include recently proposed schemes that merge the processes of computation and data transmission over noisy wireless networks for fast and efficient consensus protocols. To give a concrete example of an application, we show how to apply our general technique to the problem of distributed detection with adaptive filters.



I. I NTRODUCTION Many inference, control, and learning problems in largescale networks can be posed as convex optimization problems having cost functions that can be written as the sum of local cost functions, where each local function is only known to an agent in the network [1]–[7]. These problems have been typically solved by methods that require some form of hierarchy among agents [1]. Recently, however, truly nonhierarchical Copyright (c) 2013 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the IEEE by sending a request to [email protected] R. L.G. Cavalcante and is with the Fraunhofer Heinrich Hertz Institute, 10587 Berlin, Germany. S. Sta´nczak is with the Fraunhofer Heinrich Hertz Institute, 10587 Berlin, Germany, and also with the Heinrich-Hertz-Lehrstuhl f¨ur Informationstheorie und Theoretische Informationstechnik, Technische Universit¨at Berlin, 10623 Berlin, Germany. The work was supported in part by the German Research Foundation (DFG) under grant STA 864/3-2 and in part by the Federal Ministry for Education and Research (BMBF) under grant 01BU1224.



algorithms have attracted a great deal of attention [2]–[7]. A common characteristic of these recent algorithms is the fact that they are variations of the following two-step approach: 1) Local optimization step: first agents apply one or more iterations of a (stochastic) subgradient method for optimization of their local functions, and then 2) Consensus step: agents exchange and fuse their improved estimates with one or more iterations of consensus algorithms [8]–[11], which are iterative schemes typically used to compute weighted averages in a fullydistributed manner. In general terms, these optimization algorithms differ on the assumptions on the cost function and on the consensus scheme, which somewhat restricts the potential applications of the algorithms. A great deal is known about the convergence properties of the above two-step algorithms for a plethora of assumptions in static optimization problems [2]–[4].1 In particular, the study in [4] considers networks in which the information exchange and fusion process among agents are noisy. Although not explicitly mentioned in the study, considering noisy communication is of extreme importance in wireless sensor network applications. One reason is that, by mitigating noise appropriately, the consensus step can be efficiently implemented with recent techniques where the processes of data transmission and consensus computation are merged in wireless systems by exploiting channel collisions induced by a concurrent access of different agents to a common channel [11]–[14]. The advantage of these consensus techniques is the high computation throughput together with low latency, bandwidth requirement, or energy consumption. However, those advantages come at the cost of noisy estimates of the local consensus updates because of receiver-side noise corruption of signals owing to the analog nature of the computation process, which severely limits the use of these consensus techniques in distributed optimization algorithms. In complex networks, especially when mobile agents are involved, the optimization problem is often dynamic, so the above-mentioned schemes that can deal with noise in the consensus step cannot be formally applied. In more precise terms, in distributed online control and learning tasks, the parameter being estimated is the minimizer of a cost function 1 In this study, we define a static optimization problem as a problem where the cost function is fixed, but the network topology can change over time, as in, for example, [3], [4].
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that is built based on measurements obtained by each agent. These measurements arrive continuously, so the cost function being minimized is time varying. As a result, the analysis of algorithms for static optimization is not valid in dynamic systems. To address this limitation, recent research [5]–[7] has studied the behavior of the above-mentioned two-step algorithms in online optimization tasks for dynamic systems. These general optimization schemes include as particular instances many state-of-the-art algorithms for distributed system identification [15], [16]. Unfortunately, unlike static optimization algorithms, these general optimization techniques for dynamic systems have largely ignored the presence of noise in realworld communication systems.2 Therefore, when implemented under practical impairments including noisy estimates, as in the case of the analog computation scheme proposed in [12]– [14], the behavior of the two-step optimization algorithms remain largely unknown. Against this background, this study builds on the results in [4], [5], [7] to devise and analyze novel online algorithms that are able to cope with both dynamic systems and noisy communication in the consensus step. In contrast with the online schemes in [5]–[7], we follow in the proposed algorithm a general principle used in stochastic approximation to let each agent decrease the importance of the information provided by its neighbors at each iteration. In doing so, agents are able to dampen the effects of noise and are able to produce an estimate that is as accurate as if communication were noiseless. In addition, unlike [2]–[4], our analysis can prove strong convergence properties of the proposed algorithm in dynamic systems. The paper is organized as follows: Section II introduces definitions and known results that are used throughout the paper. In Section III, we define the objective function and precisely formulate the optimization problem, while Section IV presents and analyzes our algorithmic solution to this problem. In particular, Theorem 2 in this section states sufficient conditions for the almost sure convergence of the proposed algorithm. Section V illustrates how to apply our general technique to the particular problem of distributed detection with adaptive filters. II. P RELIMINARIES In this section we reproduce results and definitions that are extensively used in the discussion that follows. Most of the material in this section has been taken from [7]. In particular, for every vector v ∈ RN , we define the norm of v by kvk := √ v T v, which is the norm induced by the Euclidean inner product hv, yi := v T y for every v, y ∈ RN . For a matrix kXyk X ∈ RM×N , its 2-norm is kXk2 := maxy6=0 , which kyk satisfies kXyk ≤ kXk2 kyk for any vector y of compatible size. In the sequel, (Ω, F , P) always denotes probability spaces, where Ω is the sure event, F is the σ-field of events, and P is 2 We note that, if we focus on adaptive filtering problems, recent work has considered communication noise [17]–[19]. One of the objectives of this study is to develop novel schemes that are not restricted to adaptive filtering applications.



the probability measure (in this study we omit the probability spaces for the sake of brevity). We always use the Greek letter ω ∈ Ω to denote a particular outcome. Thus, by xω (X ω ), we denote an outcome of the random vector x (matrix X). We often drop the qualifier “almost surely” (a.s.) in equations involving random variables. A set C is said to be convex if v = νv 1 + (1 − ν)v 2 ∈ C for every v 1 , v 2 ∈ C and 0 < ν < 1. If, in addition to being convex, C contains all its boundary points, then C is a closed convex set [20], [21]. The metric projection PC : RN → C of a closed convex set C ⊂ RN maps v ∈ RN to the uniquely existing vector PC (v) ∈ C satisfying kv − PC (v)k = min kv − yk =: d(v, C). y∈C
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A function Θ : R → R is said to be convex if ∀x, y ∈ RN and ∀ν ∈ (0, 1), Θ(νx + (1 − ν)y) ≤ νΘ(x) + (1 − ν)Θ(y). Note that we are working with finite-valued convex functions defined on open sets (RN ) in finite-dimensional Hilbert spaces, so the convex functions under consideration are continuous. The c-sublevel set of a function Θ : RN → R is defined by lev≤c Θ := {h ∈ RN | Θ(h) ≤ c}, which is a closed convex set for every c ∈ R if Θ is convex [21]. Convex functions are not necessarily differentiable everywhere, so subgradients play a special role in the results that follow. In more detail, if Θ : RN → R is a convex function, then the subdifferential of Θ at y, denoted by ∂Θ(y), is the nonempty closed convex set of all subgradients of Θ at y [21, Ch. 16]: ∂Θ(y) := {a ∈ RN |Θ(y) + hx − y, ai ≤ Θ(x), ∀x ∈ RN }. (1) In particular, if Θ is differentiable at y, then the only subgradient in the subdifferential is the gradient, i.e., ∂Θ(y) = {∇Θ(y)}. In addition, consider the convex function Θ(y) = d(y, C), where C ⊂ RN is a closed convex set. Then we have   y − PC (y) if y ∈ /C ′ d(y, C) (2) ∂Θ(y) ∋ Θ (y) =  0 otherwise.



Furthermore, let Θi : RM → R (i = 1, 2), and define Θ3 (y) := α1 Θ1 (y) + α2 Θ2 (y), where α1 , α2 > 0. If Θ1 and Θ2 are convex functions, then Θ3 is a convex function and ∂Θ3 (y) = α1 ∂Θ1 (y) + α2 ∂Θ2 (y),



(3)



where, for two sets C, D ⊂ RN , we define C +D := {x+y ∈ RN | x ∈ C, y ∈ D}, and, for α ∈ R, αC := {αx ∈ RN | x ∈ C}. We end this subsection with the following well-known result [22, Theorem 1] [23, Proposition 4.2]: Theorem 1: Let {x[i]} (i = 0, 1, . . .) be a sequence of random vectors, and assume that E[kx[0]k2 ] < ∞. Suppose that, for a given non-empty set C ⊂ RM , any x⋆ ∈ C, and every i ∈ N we have   E kx[i + 1] − x⋆ k2 | x[i], . . . , x[0] ≤ kx[i] − x⋆ k2 − y[i] + z[i],



3



where {y[i]} and {z[i]} are sequences of non-negative random variables that are functions of x[0], P∞. . . , x[i]. If P ∞ E[z[i]] < ∞, which also implies that i=0 z[i] < ∞ i=0 with probability one [24, p. 60], then: 1) the sequence {kx[i] − x⋆ k} converges almost surely (or with probability one) for any x⋆ ∈ C, and E[kx[i] − x⋆ k2 ] < ∞; 2) the set of accumulation points of {xω [i]} is not empty for almost every ω ∈ Ω; 3) if two accumulation points x′ω and x′′ω of the sequence {xω [i]} are such that x′ω , x′′ω ∈ / C, then the set C lies in a hyperplane3 equidistant from the points x′ω and x′′ω , or, in other words, kx′ω − x⋆ k2 = kx′′ω − x⋆ k2 for every x⋆ ∈ C; P∞ 4) With probability one, i=0 y[i] < ∞. III. P ROBLEM



FORMULATION



In this study, we consider the dynamic multi-agent optimization problem described in [5], [7], which is strongly related to those considered in [2]–[4], [25], among others. In sharp contrast with previous studies, here agents operate in dynamic systems (as described below) where we allow agents to communicate with schemes that merge the processes of computation and communication [12]–[14]. In more detail, we consider a network with N agents, and we denote the index set of agents by N = {1, . . . , N }. Agents belong to a network represented by a possibly time-varying graph G[i] = (N , E[i]), where E[i] ⊂ N × N is the edge set and i is the time index. Hereafter, an edge (k, l) ∈ E[i] indicates that agent l is within the communication range of agent k at time i. We denote the set of inward neighbors of agent k by Nk [i] = {l ∈ N | (l, k) ∈ E[i]}, and we assume that (k, k) ∈ E[i] for every k ∈ N . At time i, agent k ∈ N has knowledge of a local convex function Θk [i] : RM → [0, ∞), which is private information of this agent. Note that the cost functions Θk [i] can change with respect to the time index i, and we assume the following: T T Assumption 1: The set Υ⋆ := i≥0 k∈N Υk [i] is a nonempty convex set, where Υk [i] := h ∈ RM | Θk [i](h) = 0 = inf h′ ∈RM Θk [i](h′ ) . In words, Υ⋆ is the set of points that minimize Θk [i] at any time instant i ∈ N and for each agent k ∈ N . Equivalently, Υ⋆ is the set of time-invariant minimizers of thePglobal function Θ[i] : RM → [0, ∞) defined by Θ[i](h) := k∈N Θk [i](h). The above seemingly restrictive assumption, which includes knowledge of the minimum value attained by Θk [i], is satisfied in a vast number of applications. For example, in many distributed estimation or control tasks, the objective is to obtain a common environmental or control parameter in the network by finding a point in the intersection of closed convex sets. In these problems, the cost functions Θk [i] are typically constructed from measurements of the environment, and the set of minimizers of the function Θk [i] are closed convex sets that represent estimates consistent with measurements. 3 Let H be a real Hilbert space with inner product denoted by h·, ·i. For given η ∈ R and u ∈ H\{0}, a closed hyperplane is a set of the form {h ∈ H | hu, hi = η} [21, p. 32].



As a result, points that minimize Θk [i] for all k ∈ N and i ∈ N are points that are consistent with all measurements obtained in the network. Concrete applications include acoustic source localization [26], environmental modeling [7], spectrum sensing in cognitive radio networks [27], leader-follower formation control, and many others.4 Note that we allow the functions to change in time because in online applications measurements arrive continuously, so the functions should also change continuously to add additional information gained by measurements or to drop outdated information. In mathematical terms, if agent k ∈ N should possess an estimate hk ∈ RM of a point in Υ⋆ , and we further require that agents reach consensus, then an ideal algorithm should find a time-invariant solution to the following family of optimization problems indexed by i: min.



X



Θk [i](hk ).



k∈N



s.t.



h1 = . . . = hN



(4) ⋆



Unfortunately, finding a time-invariant solution h ∈ Υ⋆ is a challenging task for many reasons, including the following (see also [7]): 1) Most systems are causal, thus the function Θk [i] is unknown to agent k until time i has elapsed. 2) In systems with strict memory limitations, at time i, previous measurements used to build functions Θk [i] have to be discarded to free memory for new measurements. Therefore, previous functions may be lost. For the above reasons, we call a vector h⋆ satisfying h⋆ ∈ ⋆ Υ as an ideal estimate. The standard approach to deal with dynamical systems of the type shown in (4) is to minimize independently each global function of the sequence {Θ[i]} by equipping agents with local communication mechanisms. Unfortunately, in distributed systems where agents communicate only with few local neighbors, obtaining an estimate of a minimizer of each global function in every agent may take too many iterations, especially in large networks. Furthermore, as discussed above, minimizing each global function independently ignores the rich temporal structure of the sequence of functions, and this approach does not necessarily imply that a good estimate of the environmental or control parameter is obtained. Indeed, the celebrated normalized least-mean square (NLMS) [31] and affine projection (APA) [32], [33] algorithms are schemes that can be viewed as particular dynamic optimization problems of the type described above [5], [7], [29], [34]. In these algorithms, the set of minimizers of each individual function Θ[i] provides little information about the estimandum because the set of minimizers contain points that are arbitrarily far from 4 If we ignore the distributed nature of the problem, i.e., we consider a system with a single agent, then we could extend this list to applications such as radiation therapy treatment planning, resolution enhancement and image super-resolution, statistics (e.g., estimation of density functions), antenna design, computed tomography, materials science, remote sensing, watermarking, holography, neural networks, adaptive filtering, and many others (see [28]– [30] and the references therein). Alternatively, the techniques proposed in this study could also be used to extend those applications to distributed systems.
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it. In other words, if a particular function Θ[i] is minimized, we do not necessarily obtain a good parameter estimate; good estimates are only obtained if they are the minimizers of as many functions Θ[i] as possible (ideally, of all functions). As discussed above, obtaining ideal estimates can be difficult, so we study here novel distributed iterative algorithms where agents minimize all but finitely many functions Θ[i] while attaining consensus on their estimates. More precisely, as in [7], one of the main objectives of the proposed algorithm is to make agents agree on a point in the set Υ := lim inf Υ[i] = i→∞



∞ \ [



i=0 n≥i



Υ[n] ⊃ Υ⋆ ,



(5)



T where Υ[i] := k∈N Υk [i], and the overbar operator denotes the closure of a set. Intuitively, Υ is the set of points that minimize all but finitely many global functions Θ[i]. The fundamental difference between the results that follow and those in [5], [7] is that here we do not assume perfect communication among agents. Hereafter, we denote by hk [i] the estimate of agent k at time i. The extended vector of estimates is denoted by ψ[i] := [h1 [i]T . . . hN [i]T ]T ∈ RMN , and an extended ideal estimate is denoted by ψ ⋆ := [(h⋆ )T . . . (h⋆ )T ]T , where h⋆ ∈ Υ⋆ . Agents are in agreement if ψ[i] belongs to the consensus subspace C := span{b1 , . . . , bM }, (6) √ where bj = (1N ⊗ ej )/ N ∈ RMN , 1N ∈ RN is the vector of ones, ej ∈ RM (j = 1, . . . , M ) is the standard jth basis vector, and ⊗ denotes the Kronecker product. Alternatively, agents are in consensus (hk [i] = hj [i] for every k, j ∈ N , or, equivalently ψ[i] ∈ C) at time i if and only if (I − J)ψ[i] = 0, where the matrix J := [b1 . . . bM ][b1 . . . bM ]T ∈ RMN ×MN is the orthogonal projection matrix onto the subspace C. IV. P ROPOSED



ALGORITHM



In this study, motivated by the results in [4], [7], [35], we analyze a particular case of the following scheme, which, unlike previous studies, deals with both time-varying functions and noisy information exchange among agents:    µ1 [i]α1 [i]    .. ψ[i + 1] = (1 − β[i]) ψ[i] −   . µN [i]αN [i]   µ1 [i]α1 [i]     .. + β[i]Ti ψ[i] −   , ω  , (7) . µN [i]αN [i] 







where αk [i] = Θk [i](hk [i])Θ′k [i](hk [i])/kΘ′k [i](hk [i])k2 (with the definition that 0/0 := 0) is the subgradient update; Θ′k [i](hk [i]) ∈ ∂Θk [i](hk [i]) (see (1)) is a subgradient of Θk [i] at hk [i]; µk [i] ∈ (0, 2) is a step size for the subgradient update; Ti : RMN ×Ω → RMN is a mapping that models noisy information exchange among agents at time i (we assume that this mapping can be computed in a fully distributed



fashion, and recall that Ω is the sure event); and β[i] ∈ [0, 1] is a parameter used to dampen the effects of noise in the computation of the mapping Ti (note that, if β[i] = 1 for every i ∈ N, (7) reproduces the scheme in [7], which has not considered noisy information exchange). For convenience, we divide the computation of (7) into two main steps: • (Subgradient or local optimization step) This step corresponds to the process of computing z[i] := ψ[i] − [µ1 [i]α1 [i]T . . . µN [i]αN [i]T ]T . • (Consensus or diffusion step) This step corresponds to the computation of ψ[i + 1] = (1 − β[i])z[i] + β[i]Ti (z[i], ω) in (7) once z[i] is obtained in the previous step. The rest of this section has the objective of proving that, with fairly general assumptions, the scheme in (7) can produce sequences {hk [i]} (one for each k ∈ N ) that converge, almost surely, to a point in Υ. In particular, in this study we consider the following mapping (we drop the argument ω for notational convenience): Ti (ψ) := P [i]ψ + n[i], MN ×MN



(8)



where P [i] : Ω → R is a random matrix, and n[i] : Ω → RMN models noise arising from the computation of P [i]ψ. We note that recent consensus algorithms implement particular instances of the mapping described by (8) (see, for example, [8]–[11]). Instead of using a particular construction method for this mapping, we only make assumptions that are general enough to accommodate many different mechanisms for the computation of matrix-vector multiplications of the form P [i]ψ. In particular, the noise term in (8) has been added to allow, for example, the use of recent energy-efficient schemes that merge the processes of computation and communication [12]–[14]. Before showing the assumptions on the random matrices P [i] and vectors n[i], we reproduce below the definition of an ǫ-random consensus matrix. Definition 1: (ǫ-random consensus matrix [7]) For a given ǫ ∈ (0, 1] and graph G(N , E), the random matrix P : Ω → RMN ×MN is said to be an ǫ-random consensus matrix for G if it satisfies the following properties: 1) P v h= v for every i v ∈ C. 



2) E P T (I − J )P ≤ (1 − ǫ); 2



h i 



3) E P T P = 1; 2 4) P is a block random matrix given by P := [W k,j ] (k, j ∈ N ), where the random submatrix W k,j : Ω → RM×M surely satisfies W k,j = 0 if (j, k) ∈ / E. The next lemma list properties of sequences of ǫ1 -consensus matrices. These properties are extensively used to prove our main results. In addition, they are also useful to guide the design of these matrices and to verify whether existing and future consensus protocols can be used with the proposed algorithm. Lemma 1: Let each term of the sequence of random matrices {P [i]} be an ǫ1 -consensus matrix for its corresponding graph G[i], where ǫ1 ∈ (0, 1] is fixed. For notational simplicity, define L[i] := I − P [i], L[i] := E[L[i]], and P [i] := E[P [i]]. Then, for every i ∈ N, the following holds: 1) kP [i]k2 = 1
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2) 3) 4) 5)



T P [i]J = P [i]J = P √[i] J = J kP [i](I − J )k2 ≤ 1 − ǫ1 kE[(I − β[i]L[i])T (I − β[i]L[i])k2 = 1. v T L[i]T v = v T L[i]v ≥√δ k(I − J)vk2 for every v ∈ RMN , where δ := (1 − 1 − ǫ1 ) > 0.



(Proof:) See Appendix I. We can now state the main assumptions on the vectors n[i] and matrices P [i], which characterize the mappings Ti under consideration: Assumption 2: (On the mapping Ti ): 1) For each i ∈ N, P [i], n[i], and ψ[i] are mutually independent. 2) The noise signal n[i] has zero mean, and it has uniformly bounded variance in time (hence there exists σn ∈ [0, ∞) such that E[kn[i]k2 ] ≤ σn2 for all i ∈ N). The definition of L[i] in Lemma 1 and the mapping Ti in (8) allow us to rewrite (7) in the following equivalent form, which is more convenient for the analysis of the proposed algorithm: ψ[i + 1]







 µ1 [i]α1 [i]    .. = (I−β[i]L[i]) ψ[i] −  +β[i]n[i]. . µN [i]αN [i] (9) 



The next theorem analyzes the behavior of scheme in (9) under mild additional assumptions. In particular, it shows that, asymptotically, all agents reach consensus on an estimate belonging to the set Υ, despite the fact that the communication among agents is noisy. Theorem 2: Consider the scheme in (9), or, equivalently, that in (7) with the particular mapping in (8), in a system where Assumptions 1 and 2 are valid. Choose a sequence {β[i]} such that i) P each term of the sequence satisfies β[i] ∈ [0, 1], Pii) the series i β[i] diverges to infinity, and iii) the series i β[i]2 converges (as a particular example satisfying these properties, we can choose β[i] = 1/i, i ≥ 1). In addition, let the step sizes µk [i] (k ∈ N ) be bounded away from both zero and two; i.e., there exist ǫ′ , ǫ′′ > 0 such that µk [i] ∈ [ǫ′ , 2 − ǫ′′ ] for all i ∈ N and k ∈ N . Then we have: 1) Almost surely, for any ideal estimate ψ ⋆ (see its definition above (6)), the sequence {kψ[i] − ψ ⋆ k2 } converges, and hence the sequence {ψ[i]} is bounded and has an accumulation  point. In addition, the sequence {E kψ[i] − ψ ⋆ k2 } is bounded, and, if the sequence of subgradients {Θ′k [i](hk [i])} is bounded, then, almost surely, limi→∞ Θk [i](hk [i]) = 0 for every k ∈ N . 2) The sequence {(I − J )ψ[i]} satisfies lim inf i→∞ k(I − J )ψ[i]k = 0 almost surely. 3) In addition to the above assumptions, if the set Υ⋆ has e ∈ nonempty interior (i.e., there exists ̺ > 0 and u e k ≤ ̺} ⊂ Υ⋆ ), then Υ⋆ such that {h ∈ RM | kh − u b the sequence {ψ[i]} converges to a random vector ψ b ∈ C for almost every ω ∈ Ω. satisfying ψ ω e an 4) Let the assumptions in item 3) hold, and denote by u interior point of Υ⋆ . In addition, assume that, for almost



every ω ∈ Ω, (∀ǫ > 0, ∀r > 0, ∃ξω > 0)



X inf Θk [i](hk,ω [i]) ≥ ξω , k∈N P d(hk,ω [i], lev≤0 Θk [i]) > ǫ k∈N u − hk,ω [i]k ≤ r k∈N ke



P



Then, for almost every ω ∈ Ω, the sequences of estimates {hk,ω [i]} of all agents k ∈ N converge to b ω ∈ Υ. the same point h (Proof:) See Appendix II. V. E XEMPLARY APPLICATION : D ISTRIBUTED D ETECTION WITH ADAPTIVE FILTERS



To give a concrete example of an application of the above results, we develop in this section a novel set-theoretic filter approach for distributed hypothesis testing. In particular, this application shows techniques to mitigate problems caused by violations of the assumptions in Theorem 2. A. System model The model proposed here is similar to that originally described in [16]. In more detail, agents form a network corresponding to a graph G = (N , E) that satisfies (k, j) ∈ E if and only if (j, k) ∈ E, and, for the sake of brevity, the graph is considered time invariant. Each agent k has knowledge of a vector uk ∈ RM , and it obtains random measurements dk [i] : Ω → R of the form dk [i] = uTk w o + vk [i],



(10)



where i ∈ N is the time index, w o ∈ RM is an unknown vector, and vk [i] : Ω → R is the noise. For fixed k, the random variables vk [i] (i ∈ N, k ∈ N ) are assumed i.i.d. with mean zero and unknown variance σv2k ∈ [0, ∞), and, contrasting with the assumptions in [16], the distribution is assumed to be unknown.5 The unknown vector wo ∈ RM belongs to the finite set {0, ws } ⊂ RM , a set that is known by every agent. The objective is to detect, in every agent, whether hypothesis H0 or hypothesis H1 is active: ( 0, under H0 . (11) wo = ws , under H1 We note that distributed spectrum sensing with cognitive radio networks is a particular application of this problem [16]. As in [16], [27], in this study every agent k produces a sequence {hk [i]} where each term is an estimate of wo . These estimates are computed from available local information and prior knowledge, and, with a given estimate hk [i] at time i, agent k evaluates the active hypothesis with the following test: H0



wTs hk [i] ≶ γk [i],



(12)



H1



where γk [i] ∈ R is the decision threshold for agent k. 5 In the following, random variables and their realizations use the same notation. The definition that should be applied is clear from the context.
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B. Set-theoretic filters for distributed detection To develop algorithms that are able to produce sequences {hk [i]} with good detection performance, we proceed in four steps, as common in the development of distributed adaptive set-theoretic filters based on adaptive subgradient methods [5], [7]: Step 1) We devise closed convex sets based on prior information about w o and also based on knowledge obtained from measurements. At least in ideal scenarios, these sets should contain the vector wo . In more detail, we assume that agents can exchange data with their neighbors j ∈ Nk [i]. As a result, each agent k can construct sets Djk [i] ⊂ RM based on local measurements dj [i] (j ∈ Nk [i]), and it can also build a set C based on prior T knowledge about wo . For this T particular applicaT T tion, i∈N k∈N j∈Nk [i] Djk [i] C is the ideal set Υ⋆ that contains all estimates of wo that are consistent with all measurements and prior knowledge. As common in the set-theoretic paradigm, we assume that any two vectors in Υ⋆ are equally good estimates of wo , and agents cannot prefer one vector over another because Υ⋆ corresponds to all information they have about w o . Unfortunately, for the reasons given below (4), finding a point in the set Υ⋆ is challenging, so here we have the somewhat simpler objective of producing sequences {hk [i]} converging to lim inf i→∞ Υ[i], where Υ[i] are T T properly T T selected setsT satisfying⋆ C = Υ i∈N Υ[i] = i∈N k∈N j∈Nk [i] Djk [i] and lim inf i→∞ Υ[i] ⊂ C. The tacit assumption is that, if hk [i] ∈ lim inf i→∞ Υ[i], then hk [i] should also be a good estimate of wo because we are discarding only finitelyTmany sets Djk T[i] from the intersection T T C. As a result, we expect i∈N k∈N j∈Nk [i] Djk [i] that the test in (12) should give good performance. Step 2) We construct local non-negative (convex) functions Θk [i] attaining the value zero at points belonging to a suitable selection of the closed convex sets designed in the previous step. (We note that the sets are time varying, so the functions are also time varying.) These functions are carefully chosen in order to make Υ⋆ and Υ[i] described in Step 1) consistent with their definitions in Sect. III, where these sets are expressed as sets of minimizers of time-varying functions. Step 3) We choose a consensus matrix (see Definition 1) for the graph. Step 4) We obtain the proposed algorithm by applying the local functions constructed in Step 2) and the consensus matrix chosen in Step 3) to the scheme in Theorem 2. Next, we detail the above steps by deriving a particular example of a set-theoretic adaptive filter. 1) Step 1 - Membership sets of wo : Every agent knows that wo is one of the two vectors in the set {0, w S }, which is nonconvex. In particular, we have {0, wS } ⊂ span({ws }), so a possible convex relaxation of {0, wS } with nonempty interior, as required by Theorem 2.3, is C = {h ∈ RM | kShk ≤ ǫC },



where S := I − ws w Ts /kws k2 is the orthogonal projection matrix onto span({ws })⊥ , and ǫC ≥ 0 is a design parameter that, if strictly positive, guarantees the nonempty interior condition of Υ⋆ . We now turn our attention to the construction of the sets Djk [i]. One of the main challenges is to cope with the following sources of noise: communication noise and noise in the measurements dk [i], the latter being modeled by the random variable vk [i] in (10). In particular, in the consensus step, the former source of noise is mitigated by the parameter β[i], and the latter source of noise plays no role in this step because measurements dk [i] are not used (see (8)). In contrast, in the local optimization step, as detailed below, both sources of noise should be mitigated by a judicious choice of the sets, and, consequently, of the cost functions. In more detail, we assume that agents are able to exchange locally samples dk [i] and regressors uk (k ∈ N ). However, owing to communication noise, a receiving agent k may obtain a possibly corrupted version of dj [i] and uj , j ∈ Nk [i]\{k}, ˜ jk [i]. In particwhich we denote by, respectively, d˜jk [i] and u ular, we use the following model for d˜jk [i]: ( dj [i], if j = k d˜jk [i] = (13) dj [i] + nd˜jk [i] otherwise where nd˜jk [i] (i ∈ N, (j, k) ∈ E[i]) are i.i.d. zero-mean random variables with E[|nd˜jk [i]|2 ] < ∞ and independent from all other random variables of the model. Now, for agent k and j ∈ Nk [i], consider the following ideal sets that require perfect knowledge of uj : n o I Djk [i] := h ∈ RM | ljk [i] ≤ d¯jk [i] − hT uj ≤ pjk [i] ,



where ljk [i] ∈ R and pjk [i] ∈ R are, respectively, lower and Pi upper bounds for η[i]−1 l=i−η[i]+1 (vj [l]+nd˜jk [l]); d¯jk [i] := Pi η[i]−1 l=i−η[i]+1 d˜jk [l]; η[i] := min{m, i + 1}; and the parameter m ≥ 1 is the memory length of the algorithm (i.e., the number of samples dj [i] considered at each time i). The parameter m is used to improve the steady state performance of the algorithm by averaging out the detrimental effects of noise. P Note that d¯jk [i] = uTj wo + η[i]−1 il=i−η[i]+1 (vj [l] + nd˜jk [l]), so, if we know bounds for the noise terms vj [i] and nd˜jk [i], we can easily set ljk [i], pjk [i] ∈ R in such a I way that w o ∈ Djk [i], but such bounds may be difficult to obtain. For example, if noise is modeled as Gaussian, then the I probability of having wo ∈ / Djk [i] is nonzero. Violation of o I the relation w ∈ Djk [i] leads to violation of the assumption wo ∈ Υ, and we do not fulfill the conditions to guarantee convergence of the algorithm by using Theorem 2. However, as shown in [36], [37] for a single agent scenario, settheoretic adaptive filters can be made robust against violations of the assumption that the estimandum is not always in the designed membership sets. In general terms, we can make nonadaptive and adaptive projection-based algorithms (such as those developed in this section) robust by applying, for example, the following techniques: • Use standard results in statistics and the assumptions on
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the noise distribution to obtain values ljk [i], pjk [i] such that the probability of finding w o in the set Djk [i] is high. This technique is used in, for example, restoration of quantum-limited images [28, Ch. 9.6] (see also [38] for a more general approach). • Use the ubiquitous approach of setting the step size of the resulting algorithms to small values whenever the assumption wo ∈ Djk [i] may not be valid because of the presence of noise [5], [7], [29], [34], [36], [39], [40]. We now show that the first technique can also be used here. By appealing to the central limit theorem [41, p. 194] and by 2 denoting the variance of d˜jk [i] by σjk , we can approximate the random variable p d¯jk [i] − uTj w o η[i] σjk by a Gaussian random variable with mean zero and variance one if the memory η[i] of the algorithm is sufficiently large. Although σjk is unknown at time i, we can obtain its unbiased sample estimate σ ˜jk [i] by computing: v u i X u 1 (d˜jk [l] − d¯jk [i])2 . σ ˜jk [i] = t η[i] − 1 l=i−η[i]+1



As a result, if we set the bounds pjk [i] and ljk [i] to ∆˜ σjk [i] , −ljk [i] = pjk [i] = p η[i]



(14)



where ∆ > 0 is a confidence level, then the relation wo ∈ Dk [i] is valid with high probability because, from basic properties of the Gaussian distribution,   ∆ T o ¯ , (15) P(ljk [i] ≤ djk [i] − uj w ≤ pjk [i]) ≈ erf √ 2 √ Rx 2 where erf(x) := 2/ π 0 e−t dt is the standard error function. Note that many other methods could be applied to obtain bounds. If, for example, local computational complexity is not a major concern, boostrap methods [42] could be used to compute good confidence intervals, but we do not investigate such alternatives here. I Even by using the above approximations, the set Djk [i] is still not available to agent k because it requires noiseless regressors uj , j ∈ Nk [i]. We now relax this assumption. In more detail, we model the process of transmitting the vector uj from agent j to agent k by ( uj , if j = k ˜ jk [i] = u (16) uj + nu˜ jk [i] otherwise, where nu˜ jk [i] are i.i.d. random vectors with mean zero and with each component having bounded first moment. By appealing to the strong law of large numbers, we replace uj P I ˜ jk [l], in Djk [i] by its estimate ujk [i] := η[i]−1 il=i−η[i]+1 u thus obtaining the following practical set: o n Djk [i] := h ∈ RM | ljk [i] ≤ d¯jk [i] − hT ujk [i] ≤ pjk [i] . (17)



2) Step 2 - Construction of the local functions Θk [i]: In the first step, we have constructed sets based on prior information (C) and also based on measurements (Djk [i]). We now construct non-negative convex functions attaining the value zero at points inside a suitable selection of sets Djk [i] and C. In particular, at time i, agent k uses the following local cost function, given its current estimate hk [i]:



Θk [i](h) =



(P



j∈Nk [ni ] cjk [i]



kh − PC (h)k,



kh − PDjk [ni ] (h)k, i even, i odd, (18)



where cjk [i] is the weight given by   ωjk [i] kh [i] − P Mk [i] 6= 0, k Djk [ni ] (hk [i])k if cjk [i] = Mk [i]  0 otherwise; P Mk [i] is defined as Mk [i] := j∈Nk [ni ] ωjk [i]khk [i] − PDjk [ni ] (hk [i])k; ωjk [i] > 0 is the weight that agent k P gives to the set Djk [ni ], with weights also satisfying j∈Nk [ni ] ωjk [i] = 1; and ni := ⌊i/2⌋, where ⌊·⌋ denotes the floor function.6 For later reference, we show in Table I (see also [28]) the projections onto the sets Djk [i] and C. By using (2), we can also verify that kΘ′k [i](hk [i])k ≤ 1. Note that, for i even, ∩j∈Nk [ni ] Djk [ni ] is the set of minimizers of Θk [i], and, for i odd, C is the set of minimizers of Θk [i]. Remark 1: The choice for Θk [i], i even, is motivated by the results in [29, Example 3]. When applied to adaptive (projected) subgradient methods, this cost function gives rise to fast iterative methods that can be highly parallelized and that requires only the computation of projections onto each individual set Djk [i] at each iteration (c.f. Table II). Note that, by using this cost function, we avoid the computation of projections onto the intersection of multiple sets, which can be a computationally complex operation even if the projection onto each individual set is simple. 3) Step 3 - Choice of the consensus matrices: As mentioned in the previous sections, consensus matrices can be easily constructed, in a distributed fashion, with a plethora of existing methods [8]–[11]. For the sake of brevity, we do not dwell into details of existing construction techniques for consensus matrices. For brevity, we simply use deterministic matrices based on the well-known local degree rule:   a11 I · · · a1N I  ..  , .. P [i] =  ... (19) . .  aN 1 I



···



aN N I



where akj = ajk are weights given by  1/max{gk , gj },     if k 6= j and (j, k) ∈ E P akj =  1 − l∈Nk [i]\{k} 1/max{gk , gl }, if k = j,    0, otherwise,



6 Note that both c [i] and M [i] depend on the current estimate h [i], but jk k k they are not functions of h, the argument of the function Θk [i](h). Readers should pay attention to this fact when computing a subgradient of Θk [i].
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TABLE I P ROJECTION ONTO THE SETS C



Set C



Djk [i]



AND



Dk [i].



Projection  h PC (h) = hT wS ǫC  wS + Sh 2 kwS k kShk



if



otherwise



  h if     (d¯jk [i] − pjk [i]) − hT ujk [i]  ujk [i] if PDjk [i] (h) = h + kujk [i]k2   T  (d¯jk [i] − ljk [i]) − h ujk [i]   ujk [i] if h + kujk [i]k2



and gk := |Nk [i]| denotes the degree of agent k in the graph G. The reader can verify that this particular choice satisfies the conditions in Definition 1 for some ǫ > 0. To compute matrix-vector multiplications of the form P [i]ψ[i], we can use efficient schemes that merges the operations of computation and communication [12]–[14], which we approximate as an application of the operator shown in (8). 4) Step 4 - Application of the Scheme in Theorem 2: We derive the proposed algorithm by applying the scheme in (9) with the functions in (18) and the consensus matrices in (19) (by adding noise as in (8)). (Readers may find helpful the relations in (2) and (3) to derive the algorithms.) The resulting algorithm is shown in Table II. Remark 2: 1) (Choice of the parameters for i odd) For i odd, note that Θk [i](h) = 0 if and only if h ∈ C. The set C is reliable because it does not depend on anything that is unknown, so adjusting the parameters to guarantee hk [i] ∈ C, at least for i odd, is recommended. This requirement can be satisfied by setting β[i] = 0 and µk [i] = 1 for i odd. 2) (Selection of the decision thresholds) Without loss of generality, we can scale (10) so that the vector w s satisfies kws k = 1. In such a case, if hk [i] is a good estimate of w o , then the test in (12) should return values close to one if the hypothesis H1 is active or values close to zero otherwise. As a result, without any claims of rigorousness in the assertion, values within the range [0,1] are recommended, where values close to zero should be chosen if having low probability of misdetection is desired, which comes at the cost of high probability of false alarm. If, however, we are more interested in having low probability of false alarm, values close to one are recommended. In addition, note that in the ideal case where hk [i] is a perfect estimate of w o , with w s normalized to one, the test in (12) can return either the value zero or one. This prior information could be incorporatedTby, for example, using the closed convex set C˜ = C {h ∈ RM | 0 ≤ wTs h ≤ 1} instead of C in the cost function Θk [i] for i odd. In such a case, if we force the estimates to be in C˜ when evaluating the test in (12), then the result is guaranteed to be within



h∈C



h ∈ Djk [i] hT ujk [i] < d¯jk [i] − pjk [i] hT ujk [i] > d¯jk [i] − ljk [i]



the interval [0, 1]. For brevity, we do not study such alternatives here. 3) (Computational complexity) For i even, each term in the summation appearing in h′k [i] in the algorithm in Table II requires operations in the order of O(M ). (Note that the summation is an operation that can be highly parallelized.) For i odd, h′k [i] can also be computed with O(M ) operations because the orthogonal projection matrix I −S has rank one. As a result, the computational complexity of the proposed methods is on the same order as that of the DLMS algorithm in [16]. C. Empirical evaluation We simulate a network with N = 6 agents distributed uniformly at random in a unit grid. We connect p two agents k, j ∈ N if their Euclidean distance is less than (log N )/N , and the network topology is changed in every realization of the simulation. We discard networks that are not fully connected because the assumptions in Definition 1 cannot be satisfied in such networks. The vector ws has dimension M = 5. It is first drawn from a Gaussian distribution with mean zero and covariance matrix I. After obtaining this initial vector, we normalized it to kws k = 1. The regressors uk are drawn from a Gaussian distribution with mean zero and covariance matrix I. The noise term vk [i] follows a two term Gaussian mixture model, with p.d.f. given by f = (1 − ξ)N G (0, ν 2 ) + ξN G (0, κν 2 ) (here N G (a, b) denotes a Gaussian p.d.f. with mean a and variance b), where ν > 0, 0 ≤ ξ < 1, and κ > 1. This distribution is often used to model impulsive noise in radio channels [43, Ch. 4]. In particular, the term N G (0, ν 2 ) represents the Gaussian background noise, and the term N G (0, κν 2 ) models the impulsive component, which has probability ξ of occurring. In the simulated scenario, we use ξ = 0.01 and κ = 1, 000. The parameter ν is adjusted so that the variance of noise at agent k, which is given by σv2k = (1−ξ)ν 2 +ξκν 2 , falls within the range [1, 11] in every run, with a value chosen uniformly at random at each realization within the allowed interval. The noise terms for information exchange, which are modeled by the random vector n[i] in (8), the random vector nu˜ jk [i] in (16), and the random variable nd˜jk in (13), have
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TABLE II P ROPOSED SET- THEORETIC ADAPTIVE FILTER FOR DISTRIBUTED DETECTION .



Required parameters: P∞ P∞ - Sequence of step sizes β[i] ≥ 0 ( i=0 β[i] = ∞ and i=0 β[i]2 < ∞) and µk [i] ∈ [ǫ1 , 2 − ǫ1 ] (ǫ1 > 0) - Memory of the algorithm m - Bounds ljk [i] and pjk [i] (suggestion given in the discussion before (17)) - Initial estimates hk [0] (k ∈ N ) - Decision thresholds γk [i] - Sequence of ǫ-random consensus matrices P [i]. For  ′   ′   every i,update: h1 [i] h1 [i] h1 [i + 1]  ..    ..   ..  = (1 − β[i])  .  + β[i]Ti  .   . h′N [i] h′N [i] hN [i + 1] where Ti is the operator defined P in (8),  ( hk [i] + µk [i]Lk [i] i even ′ j∈Nk [ni ] ωjk [i]PDjk [ni ] (hk [i]) − hk [i] (k ∈ N ) hk [i] = hk [i] + µk [i] (PC (hk [i]) − hk [i]) otherwise and P 2  j∈Nk [ni ] ωjk [i] kPDjk [ni ] (hk [i]) − hk [i]k   



  P



2



j∈Nk [ni ] ωjk [i] PDjk [ni ] (hk [i]) − hk [i] 1 ≤ Lk [i] := T   if hk [i] ∈ / j∈Nk Djk [ni ],    1, otherwise. Check the active hypothesis after the update: H0



wTs hk [i + 1] ≶ γk [i] H1



the following distributions, respectively: N G (0, I), N G (0, I), and N G (0, 1). In the legend of the figures, the proposed algorithms are followed by two terms, one starting with the letter “m”, and the other starting with the letter “d.” The former indicates the parameter m (the memory) used by the algorithm, and the latter indicates the parameter ∆ (the confidence interval; see (14)). In all proposed algorithms, every agent k uses fixed step size µk [i] = 1, uniform weights ωjk [i] = 1/|Nk [i]| (j ∈ Nk [i]), and parameter ǫC = 0.002 for the set C. In addition, for all proposed algorithms, β[i] = 0 for i odd and β[i] = 1/ ⌈i/2⌉ for i even, where ⌈x⌉ denotes the smallest integer exceeding x. Note that the mapping in (8) is not applied when i is odd, which are the iterations that we use to evaluate the activate hypothesis. We do not evaluate the active hypothesis at every iteration for two reasons, the first being given in Remark 2.1. The second reason is that this choice of β[i] makes the comparison of the proposed method fair with other techniques simulated here, because the communication overhead of all compare methods becomes identical. In the figures that follow, the word “iteration” corresponds to time instants when the active hypothesis is evaluated (i.e., i odd). For reference, we simulate a particular case of the adaptive subgradient method (ASM) in [7], ASM-m20-d3, which is essentially Proposed-m20-d3 with β[i] = 1 for every i ∈ N. The algorithm ASM-m20-d3 mitigates noise in the local optimization step because it uses the same local functions as the schemes proposed in this study, but it does not take any measures to mitigate noise in the diffusion step. We also



compare the proposed methods with the distributed least mean squares (DLMS) approach in [16], where the step size is set to 0.08, and, except for the decision threshold, which is described below, other parameters are set to the values suggested in [16]. For this particular algorithm, we assume that there is no noise in the exchange of regressors and measurements, but we add noise in the diffusion step. We note that a normalized version of the DLMS algorithm can be reproduced with the proposed schemes by using Proposed-m1-d0 with β[i] = 1 and ljk [i] = pjk [i] = 0, and by replacing the set C with C = RM .7 All algorithms in this section use hk [0] = 0 and γk [i] = 0.5, and empirical probabilities of false alarm and misdetection are computed from 5,000 runs of the simulation. Fig. 1 shows the performance of the algorithms, where each iteration corresponds to the empirical probabilities in the agent with the worst performance. From the figures it is clear that, for the proposed algorithm, increasing the confidence level ∆ while keeping all other parameters the same improves the steady-state performance in terms of both probability of misdetection and false alarm (compare, for example, Proposed-m20-d1 with Proposed-m20d3). However, this improvement comes at the cost of decreased convergence speed. This result is not surprising; by increasing 7 Note that, for this particular algorithm, even in an ideal scenario when noise is not present, the conditions for asymptotic convergence in (2) are violated. As a result, distributed versions of the NLMS algorithm do not have any guarantees of convergence, even in the ideal scenario. Indeed, we can extend the results in [29, Example 1.b] to a distributed setting in order to show divergence of the sequence of estimates produced by distributed NLMS algorithms, without using any approximations.
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gorithm. However, if there is a change in the active hypothesis, having large memory and fast decreasing β[i] is not necessarily a good option for two reasons. First, if β[i] converges quickly to zero, or if the active hypothesis changes when β[i] is small, the diffusion process becomes slow. Therefore, if the local functions do not contain enough information to provide agents with good estimates in the local optimization step, the local detection performance is greatly impaired for too many iterations. Second, if the memory of the algorithm is large, then agents require many iterations to have all sets Djk [i] constructed with measurements coming all from the current hypothesis. Having sets Djk [i] constructed with measurements corresponding to distinct hypothesis causes performance degradation because agents update their estimates based on conflicting information. These problems are illustrated in Fig. 2, where we change the active hypothesis from H1 to H0 at iteration 500. The performance of some algorithms are not shown to avoid visual clutter.
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(b) Fig. 1. Empirical probabilities in the agent with the worst performance at each iteration. (a) Empirical probability of misdetection. (b) Empirical probability of false alarm.



∆, the sets Djk [i] become larger, so updates during the local optimization step become less frequent. In the derivation of the algorithm, we use approximations based on the central limit theorem and on the strong low of large numbers. These approximations become better as the number of samples increases, which explains the better performance of Proposedm20-d3 as compared to Proposed-m10-d3. The gains obtained by mitigating noise in the diffusion step can be seen by comparing ASM-m20-d3 with Proposed-m20-d3. Both algorithms are essentially the same, except for the fact that the latter mitigates noise in the diffusion step with a suitable sequence {β[i]}. The DLMS algorithm uses noiseless regressors, but it is unable to provide good performance because, in particular, it has not been designed to mitigate communication noise. As shown above, if the hypothesis is kept constant, having sequences {β[i]} converging to zero and a large memory m greatly improves the detection performance of the proposed al-



Fig. 2. Empirical probabilities in the agent with the worst performance at each iteration when there is a change in the active hypothesis.



VI. C ONCLUSIONS Many recent truly distributed subgradient methods for convex optimization are devised to minimize a global function that can be decomposed as the sum of local functions, where each local cost function is only known to an agent in the network. These algorithms can be interpreted as two-step approach where in the first step agents try to minimize their local functions, and in the second step agents try to agree on the minimizers (consensus or diffusion step). Unlike previous studies, we have devised a novel general scheme where functions are time varying, as required in many adaptive settings, and where the diffusion step is noisy, as common to nearly all communication schemes (and, in particular, in modern consensus protocols where communication and computation are performed jointly in the physical layer of the communication stack). As an example of a particular application, we have shown how to derive novel distributed detection algorithms that can improve the detection performance by
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using statistical information of the samples of the signal being detected. Furthermore, we have shown that existing schemes are particular instances of the proposed method.



where in the last inequality we use Definition 1.2. The result in (24) proves that, for every i ∈ N, kP [i](I − J )k2 = max v6=0



A PPENDIX I P ROOF OF L EMMA 1



4) Note that I − β[i]L[i] = (1 − β[i])I + β[i]P [i]. By the triangle inequality, Lemma 1.1, β[i] ∈ [0, 1], and Definition 1.3, we obtain



Proof: 1) First note that the matrix E[P [i]T P [i]] − P [i]T P [i] = E[(P [i]−P [i])T (P [i]−P [i])] is a positive semidefinite matrix. This fact together with Definition 1.3 shows that kP [i]vk2 = v T P [i]T P [i]v ≤ v T E[P [i]T P [i]]v ≤ kE[P [i]T P [i]]k2 kvk2 = kvk2 for any (deterministic) vector v of compatible size. As a result, kP [i]k2 = max v6=0



kP [i]vk kE[P [i]v]k = max ≤ 1. v6=0 kvk kvk (20)



By Definition 1.1, equality in (20) is achieved for every i ∈ N if v ∈ C, which shows that kP [i]k2 = 1. 2) The equalities P [i]J = P [i]J = J follow directly from Definition 1.1. The equality P [i]T J = J requires some work because neither P [i] nor P [i] is assumed to be symmetric or non-negative. Using P [i]J = J and J 2 = J (J is an orthogonal projection matrix), we obtain for every v ∈ RMN : T



2



T



T



T



0 ≤ kP [i] J v − J vk = v J P [i]P [i] J v − v J v, (21) which shows that v T J v ≤ v T J P [i]P [i]T J v.



(22)



v T J P [i]P [i]T J v ≤ kJ vk2 kP [i]k22 2



kE[(I − β[i]L[i])T (I − β[i]L[i])]k2



h i 



T = E ((1 − β[i])I + β[i]P [i]) ((1 − β[i])I + β[i]P [i]) 



2



≤ (1 − β[i])2 kIk2 + 2(1 − β[i])β[i]kE[P [i]]k2 + β[i]2 kE[P T [i]P [i]]k2 = 1.



(25)



By construction, for any vector v ∈ C, the matrix L[i] satisfies L[i]v = (I−P [i])v = 0 (see Definition 1.1), so we also have kE[(I − β[i]L[i])T (I − β[i]L[i])v]k2 = k(I − β[i]L[i]T )vk = kvk. This last observation and (25) show that kE[(I − β[i]L[i])T (I − β[i]L[i])k2 = 1. 5) We only have to prove the desired inequality for v T L[i]v because v T L[i]T v = (v T L[i]v)T . Using Lemma 1.2, we can verify that L[i] = I − P [i] = (I − J )(I − P [i])(I − J). Therefore, by recalling that (I −J )2 = I −J, we obtain v T L[i]v = v T (I − J)(I − P [i])(I − J )2 v



 = v T (I − J ) − (I − J)P [i](I − J )2 v



= k(I − J)vk2



− v T (I − J )P [i](I − J )(I − J )v



≥ k(I − J)vk2



− k(I − J )vk2 kP [i](I − J)k2 √ ≥ (1 − 1 − ǫ1 )k(I − J )vk2 ,



By kP [i]k2 = 1 (Lemma 1.1), we also have



T



kP [i](I − J )vk √ ≤ 1 − ǫ1 . kvk



where in the last inequality we use Lemma 1.3. T



= v J v = v J v. (23)



From the inequalities in (22) and (23), we conclude that v T J P [i]P [i]T Jv = v T J v. Using this result in (21), we obtain kP [i]T Jv −J vk2 = 0, which holds for every v ∈ RMN if and only if P [i]T J = J . 3) The matrix (I − J) is the orthogonal projection matrix onto C ⊥ , hence it is idempotent and symmetric. Therefore, we have E[P [i]T (I − J )P [i]] − P [i]T (I − J )P [i] = E[(P [i] − P [i])T (I − J )T (I − J )(P [i] − P [i])], which implies the positive semi-definiteness of the matrix E[P [i]T (I − J)P [i]] − P [i]T (I − J)P [i]. In addition, we can use Lemma 1.2 to show that P [i]T (I − J )P [i] = P [i]T P [i] − J = (I − J )P [i]T P [i](I − J ). Combining all these observations and expanding kP [i](I − J )vk2 , we deduce kP [i](I − J )vk2 =v T P [i]T (I − J )P [i]v



≤ v T E[P [i]T (I − J )P [i]]v



≤ kE[P [i]T (I − J )P [i]]k2 kvk2 ≤ (1 − ǫ1 )kvk2 ,



(24)



A PPENDIX II P ROOF OF T HEOREM 2 Proof: The proof is the counterpart of that [7, Theorem 2] (see also [29, Theorem 2]) for the case where communication is noisy (which, as seen below, poses many additional challenges). For notational convenience, in the following  T we define Φ[i] := µ1 [i]α1 [i]T · · · µN [i]αN [i]T , and F [i] := I − β[i]L[i]. 1) Using (9) and the fact that L[i]ψ ⋆ = 0 for any ψ ⋆ ∈ C (because L[i] = I − P [i] and P [i] satisfies P [i]ψ⋆ = ψ ⋆ for every i ∈ N), we obtain 2



kψ[i+1]−ψ⋆ k2 = kF [i] (ψ[i] − ψ ⋆ − Φ[i]) + β[i]n[i]k . Taking conditional expectation, by Assumption 2 and
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Lemma 1.4, we arrive at   E kψ[i + 1] − ψ ⋆ k2 | ψ[i] h i 2 = E kF [i] (ψ[i] − ψ ⋆ − Φ[i]) + β[i]n[i]k | ψ[i]   T = (ψ[i] − Φ[i] − ψ ⋆ ) E F [i]F [i]T (ψ[i] − Φ[i] − ψ ⋆ ) T



+ 2β[i] (ψ[i] − ψ ⋆ − Φ[i]) E[F [i]]T E[n[i]]



+ β[i]2 E[kn[i]k2 ]



  ≤ E F [i]T F [i] 2 kψ[i] − Φ[i] − ψ ⋆ k2 + β[i]2 σn2 = kψ[i] − Φ[i] − ψ ⋆ k2 + β[i]2 σn2 ,



(26)



From the definition of Φ[i] and the fact that Θ′k [i](hk [i])T (hk [i] − h⋆ ) ≥ Θk [i](hk [i]) ≥ 0 for every k ∈ N (see (1)), we deduce kψ[i] − Φ[i] − ψ ⋆ k2



= kψ[i] − ψ ⋆ k2 − 2Φ[i]T (ψ[i] − ψ ⋆ ) + kΦ[i]k2



the proof of [4, Theorem 2]. In more detail, using Assumption 2, Lemma 1, and (9), we deduce   E kψ[i + 1] − ψ ⋆ k2 | ψ[i] h i 2 = E kF [i] (ψ[i] − ψ ⋆ − Φ[i]) + β[i]n[i]k | ψ[i] h = E kψ[i] − ψ ⋆ − Φ[i] i 2 −β[i]L[i] (ψ[i] − ψ ⋆ − Φ[i]) + β[i]n[i]k | ψ[i] h ≤ E kψ[i] − ψ ⋆ − Φ[i] i 2 −β[i]L[i] (ψ[i] − ψ ⋆ − Φ[i])k | ψ[i] + β[i]2 σn2 2



≤ kψ[i] − ψ ⋆ − Φ[i]k



− 2β[i](ψ[i] − ψ ⋆ − Φ[i])T E[L[i]](ψ[i] − ψ ⋆ − Φ[i]) 2



+ β[i]2 kE[L[i]T L[i]]k2 kψ[i] − ψ ⋆ − Φ[i]k + β[i]2 σn2 ,



which, together with (27), Lemma 1.5, (I − J )ψ ⋆ = 0, and ≤ kψ[i] − ψ ⋆ k2 kE[L[i]T L[i]]k2 ≤ kIk2 + 2kP [i]k2 + kE[P [i]T P [i]]k2 = 4   X  ′  yields: Θk [i](hk [i]) −2 µk [i] Θk [i](hk [i])T (hk [i] − h⋆ ) kΘ′k [i](hk [i])k2   k∈N E kψ[i + 1] − ψ ⋆ k2 | ψ[i] 2 X (Θk [i](hk [i])) 2 + µk [i]2 ′ ≤ kψ[i] − ψ ⋆ k − 2β[i] δ k(I − J )(ψ[i] − Φ[i])k2 kΘk [i](hk [i])k2 2 k∈N # " + 4β[i]2 kψ[i] − ψ ⋆ k + β[i]2 σn2 . (30) 2 X (Θ [i](h [i])) k k 2 . ≤ kψ[i] − ψ ⋆ k2 − µk [i](2 − µk [i]) Define z[i] := β[i]2 (4P kψ[i] − ψ ⋆ k + σn2 ). Then the sekΘ′k [i](hk [i])k2 P k∈N because the series ries i E[z[i]] satisfies n ihE[z[i]] < ∞ io (27) P ⋆ 2 2 is bounded. As β[i] converges and E kψ[i] − ψ k i Substituting (27) into (26), we arrive at aPresult, we can apply Theorem 1 to (30) to conclude that   2 E kψ[i + 1] − ψ ⋆ k2 | ψ[i] i 2β[i] δ k(I −J)(ψ[i]−Φ[i])k is a convergent P series. This " # result, together with the fact that the series i β[i] diverges 2 X (Θk [i](hk [i])) to infinity, shows that, almost surely, ≤ kψ[i] − ψ ⋆ k2 − µk [i](2 − µk [i]) kΘ′k [i](hk [i])k2 k∈N lim inf k(I − J )(ψ[i] − Φ[i])k2 = 0. (31) 2 2 i→∞ + β[i] σn Now, if we show that limi→∞ Φ[i] = 0, then, by (31), we The step size is bounded away from both zero and two by also have lim inf i→∞ k(I − J )ψ[i]k = 0, which is the desired assumption, thus result. Indeed, the sequence {Φ[i]} converges to the vector of   zeros because, by the almost sure convergence of the series in E kψ[i + 1] − ψ ⋆ k2 | ψ[i] ≤ kψ[i] − ψ ⋆ k2 # " (29), 2 X " # 2 2 ′ ′′ (Θk [i](hk [i])) + β[i] σn . (28) − ǫǫ 2 X (Θk [i](hk [i])) kΘ′k [i](hk [i])k2 2 2 k∈N kΦ[i]k = µk [i] kΘ′k [i](hk [i])k2 P∞ 2 k∈N Now, since # " i=0 β[i] < ∞, we can apply Theorem 1 X (Θk [i](hk [i]))2 to the previous relation to conclude that, almost surely, the → 0 (a.s.) ≤4 following holds: kΘ′k [i](hk [i])k2 k∈N ⋆ 2 • The sequence {Ekψ[i] − ψ k } is bounded. ⋆ 2 as i → ∞. • The sequence {kψ[i] − ψ k } converges. 3) We prove this result by building on the proof of Theorem • The sequence {ψ[i]} is bounded and has an accumulation 1.3 and [4, Theorem 2].8 point. For almost every ω ∈ Ω, we first note that the sequence • The series # " {ψ ω [i]} (and hence {(I − J )ψ ω [i]}) is bounded because ∞ X 2 X ⋆ 2 ⋆ (Θk [j](hk [j])) {kψ ω [i] − ψ k } converges for every ψ (see Theorem 2.1). (29) ′ 2 kΘk [j](hk [j])k Therefore, any subsequence of {ψω [i]} has an accumulation j=0 k∈N point. In particular, by lim inf i→∞ k(I − J)ψ ω [i]k = 0, there converges. In particular, the sequence of subgradients is 8 Unlike the results in [4], the convergence of {ψ [i]} is not enough to bounded by assumption, so the convergence of (29) also ω guarantee that the unique accumulation point belongs to the set of ideal shows that limi→∞ Θk [i](hk [i]) = 0 for every k ∈ N . ⋆ estimates Υ or even to Υ. The reason is that we are considering a dynamic 2) For this proof, we use a technique similar to that used in setting where the cost functions change at every iteration of the algorithm.
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is a subsequence {ψω [li1 ]} of {ψ ω [i]} satisfying limi→∞ (I − J )ψ ω [li1 ] = 0. The subsequence {ψω [li1 ]} is bounded, so we can extract a convergent subsequence {ψ ω [li2 ]} from {ψω [li1 ]}. Let ψ ′ω ∈ RMN denote the unique accumulation point of {ψ ω [li2 ]}. By the continuity of the mapping ψ 7→ (I − J )ψ, we have 0 = limi→∞ (I − J )ψ ω [li2 ] = (I − J )ψ ′ω , which implies that ψ ′ω is of the form ψ ′ω = [(h′ω )T . . . (h′ω )T ]T ∈ C. We now show that ψ ′ω ∈ C is the only accumulation point of the whole sequence {ψω [i]}, which, together with boundedness of {ψ ω [i]}, shows that {ψω [i]} converges. Suppose that there exists a subsequence of {ψω [i]} converging to ψ ′′ω = [(h′′1,ω )T . . . (h′′N,ω )T ]T , where ψ ′′ω 6= ψ ′ω . For almost every ω ∈ Ω, the sequence {kψω [i]− ψ⋆ k2 } converges for every [(h⋆ )T . . . (h⋆ )T ]T = ψ ⋆ , where h⋆ ∈ Υ⋆ . Therefore, 0 = kψ′ω − ψ ⋆ k2 − kψ ′′ω − ψ ⋆ k2



= kψ′ω k2 − kψ ′′ω k2 − 2(ψ ′ω − ψ ′′ω )T ψ ⋆



=



kψ′ω k2



−



kψ ′′ω k2



−2



N h′ω



−



X



k∈N



h′′ω,k



!T



h⋆ . (32)



We have the following possibilities: P ′′ In this • Possibility 1) N h′ω 6= k∈N hω,k . ⋆ case, we have that Υ is a subset of the  hyperplaneP h ∈ RM | uT h = η , where u := 2 N h′ω − k∈N h′′ω,k and η := kψ ′ω k2 − kψ ′′ω k2 , because (32) is valid for every h⋆ ∈ Υ⋆ , which contradicts the assumption that Υ⋆ has nonempty interior. • Possibility 2) The following two equations hold simultaneously: 1 X ′′ h′ω = hω,k (33) N k∈N



and kψ ′ω k2 = kψ ′′ω k2 .



(34)



Substituting (33) into (34), we obtain 



2



X 1



X ′′



′′ N hω,k = khω,k k2 . 



N k∈N



(35)



k∈N



The above equation shows that h′′ω,k = h′′ω,j for every k, j ∈ N because, by the strict convexity of k · k2 ,



2 



X 1 X 1 



h′′ω,k ≤ kh′′ k2 , 



N N ω,k k∈N



k∈N



and the equality holds if and only if h′′ω,k = h′′ω,j for every k, j ∈ N . Using this result and (33), we conclude that ψ ′′ω = ψ ′ω , which contradicts our hypothesis. 4) Now that we have proved that the algorithm converges (a.s.) with noisy links, we can follow, line-by-line, the proof of [7, Theorem 2.5] to finish the proof in this study. We omit the derivation for brevity.
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