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metric [7], Minimum Estimated Expected Delay (MEED) [8], and Expected Delay (ED) [9]. All three metrics compute the expected delay based on the minimum expected delay among individual routes from the current node to the destination. However, they do not take into account the aggregation of expected delays from multiple routes available. Thus, they do not effectively cope with unforeseeable changes in the node contact topology. In this paper, we propose an alternative relayselection metric based on the expected minimum delay (EMD) among all possible routes to the destination. This metric accounts for the expected gain in the meeting probability when multiple routes are available, and thus more accurately estimates the actual delay. Existing works on relay selection often assume inﬁnite forwarding bandwidth and storage, which are not practical in the real world. When taking resource constraints into account, two key issues must be addressed. First, due to short contact duration [10], [11], [12] and ﬁnite bandwidth, not all messages can be exchanged between nodes in a single contact. Thus, it is important to determine which messages to transmit ﬁrst in order to minimize the average delay of all messages. Second, under the store-carry-and-forward method, messages may be buffered and carried by the node for a considerably long time. This long-term storage need coupled with multi-copy routing, which is often used to improve the delivery ratio, impose a high storage overhead on mobile nodes. When a node’s buffer is full, message drop prioritization becomes a critical issue as it affects routing performance. Several works on buffer management have been proposed. Earlier works introduce simple message drop policies such as drop front, drop tail, or drop most forwarded [13], [14], [15], and simple message scheduling policies such as highest delivery predictability ﬁrst or highest delivery predictability difference ﬁrst [14]. However, these works cannot achieve optimality as they do not consider network-wide information such as the number of existing copies of each message in the network or the distribution of pair-wise inter-contact times between nodes. There have also been efforts on exploiting global network state. However, they suffer from several drawbacks. For example, [16] does not consider nodes’ buffer state in deriving per-message utilities, which govern the message scheduling and drop policy. Another example is [17] which assumes homogeneous node mobility and unlimited forwarding bandwidth, which are uncommon in practice. Furthermore,



Abstract—Delay Tolerant Networks (DTNs) are sparse mobile ad-hoc networks in which there is typically no complete path between the source and destination. To increase the reliability of message delivery, multi-copy routing is often used at the expense of high buffer and bandwidth overhead. While much work has been done in the design of forwarding algorithms, little work has focused on studying forwarding under the presence of resource constraints such as short contact durations and small buffers. In this paper, we investigate a multi-copy routing strategy and a buffer management policy that minimize the average message delivery delay in DTN networks with resource constraints. We focus on three key issues: (1) to which next hop relay node should messages be replicated, (2) in which order should messages be replicated when contact duration and forwarding bandwidth are limited, and (3) which messages should be dropped ﬁrst when the buffer is full. We propose to forward a message to a neighboring node with the least expected minimum delay among all possible routes to the message’s destination. For the second and third issue, we develop a utility function using global network information to compute per-packet average delay utility. Messages are then scheduled and dropped according to their utility values. Extensive simulation results based on the realworld San Francisco cab trace show that our proposed scheme can deliver messages in up to 30% less time than existing schemes, while still achieving a high delivery ratio. Keywords—Delay Tolerant Networks; Routing; Buffer Management; Delivery Delay Optimization



I. I NTRODUCTION Delay Tolerant Networks (DTNs) [1] are characterized as sparsely connected, highly partitioned, and intermittently connected ad-hoc networks. In these challenging environments, end-to-end communication paths between node pairs are rarely available. There are many examples of applications of DTNs in real life, including wildlife tracking sensor networks [2], peoplenet [3], ocean sensor networks [4], military networks [5], and vehicular ad-hoc networks [6]. To handle the sporadic connectivity of mobile nodes in DTNs, the store-carry-andforward method is used. That is, messages are temporarily stored and carried by a node until an appropriate communication opportunity with the next relay hop arises. Message delivery delay is an important routing performance metric. Although long delays are permitted in DTNs, minimizing delay can be important for time-sensitive information such as control signals or service announcements. Several relay selection metrics have been proposed to minimize the delivery delay. These include the Minimum Expected Delay (MED) 978-0-7695-5662-8/15 $31.00 © 2015 IEEE 978-1-5090-0351-8/15 DOI 10.1109/WMNC.2015.11
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these works either neglect the relay selection issue or simply assume an Epidemic-based forwarding approach which entails considerably high forwarding cost. In this paper, we propose a DTN routing scheme that tackles three key issues: relay selection, message scheduling prioritization, and message drop prioritization. As mentioned earlier, we select relay nodes based on our proposed expected minimum delay (EMD) metric. Message scheduling and drop prioritization follow per-message utilities, which are computed using network-wide information similar to that of [17], but takes into account additional constraints on limited bandwidth and heterogeneous node mobility. The rest of the paper is organized as follows. Section II reviews the related work. Section III states our network assumptions. Section IV describes the design of the relay selection and buffer management in detail. Section V presents the experimental results. Section VI concludes the paper and describes the future work.



Overall, these works tend to select a route (i.e. the next relay node) with the minimum expected delay among individual routes to the destination. However, they do not take into account the aggregation of expected delays from multiple routes available. This aggregation is important to cope with the unforeseeable changes in the node contact topology. Thus, in this work, we propose to select relay nodes based on the expected minimum delay (EMD) among all possible routes to the destination. With this metric, a relay node that is on multiple paths to the destination tends to be more preferred over a relay node that has a single route to the destination. B. Buffer Management Policies Several works have been done in the context of buffer management and message scheduling. Zhang et al. [13] evaluated simple buffer management policies for Epidemic routing such as Drop Head (drop the oldest packet in the buffer) and Drop Tail (drop the newly received packet). They showed that Drop Head outperforms Drop Tail in terms of both delivery ratio and delay. Lindgren et al. [14] proposed different combinations of message drop and scheduling policies for PROPHET routing [18]. They found that the best combination in terms of delivery and delay is to drop the message that has been forwarded/replicated the largest number of times and to prioritize the transmission of the message with the highest delivery predictability. Erramilli et al. [15] designed a queuing policy for Delegation forwarding [19]. They proposed to drop the message that has been replicated the most (i.e., the message with the highest delegation number) and prioritize the transmission of messages with a low delegation number. Similarly, Kim et al. [20] developed a method to compare the number of possible copies of a message. They then proposed to drop the message with the largest expected number of copies ﬁrst to minimize the impact of buffer overﬂow. However, these above works do not consider using global network information such as the number of existing copies of each message in the network and the distribution of pairwise inter-contact times between nodes. The ﬁrst work that takes into account this information is RAPID [16]. RAPID handles DTN routing as a resource allocation problem that translates the routing metric into per-message utilities, which determine the order in which messages are replicated and dropped under resource constraints. However, RAPID’s utility formulation is suboptimal as it does not take into account nodes’ buffer state. Li et al. [21] introduced a buffer management policy similar to RAPID, but relaxing the assumption that messages have the same size. However, they did not address the message scheduling issue nor provide any experimental results to validate their scheme. Krifa et al. [17] proposed a message drop policy based on per-message utilities. However, the utility is computed under the assumption of homogeneous node mobility in which node pairs have the same meeting rates. Thus, the performance of their scheme may degrade in environments where node mobility is heterogeneous. Furthermore, the authors also assumed unlimited bandwidth which is uncommon in practice.



II. R ELATED W ORK In this section, we review existing works on relay selection and buffer management strategies to minimize the average message delivery delay. A. Relay Selection Strategies A number of relay selection strategies have been proposed to minimize the end-to-end message delivery delay in DTN environments. Jain et al. [7] introduced the Minimum Expected Delay (MED) routing algorithm, which computes the expected waiting time between pairs of nodes using the known contact schedule, and uses it to represent the delay cost for edges in the contact graph. The least delay cost routing path for each message is then computed at the source and is ﬁxed during the entire lifetime of the message. A major drawback with MED is that it fails to exploit superior edges which become available after the route has been computed. To overcome this drawback, Jones et al. [8] proposed a variant of MED, which they call Minimum Estimated Expected Delay (MEED). Instead of using the known contact schedule, MEED uses the observed contact history to estimate the expected waiting time for each potential next hop. Furthermore, MEED allows message carriers other than the source node to recompute the least delay cost path to the destination of the message each time a contact arrives. This allows nodes to discover better relay nodes at a later time after the message creation, and thus improving the delay. Liu et al. [9] deﬁned an Expected Delay (ED) metric, which estimates the expected time it takes to deliver a message with a given remaining hop count. ED assumes that the inter-meeting times between different pairs of nodes are exponentially distributed and independent of each other. ED is computed considering the joint expected delay of all possible descendant forwarders in the forwarding tree. A message is forwarded/replicated to an encounter node with a smaller expected delay to the destination. This encounter’s expected delay is bounded by one remaining hop less than that of the current node.
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Overall, to optimize the average delivery delay, existing works have focused on designing either relay selection strategies or buffer management policies, but not both. For example, works mentioned in Subsection II-A either neglect the issues of buffer constraint and short contact duration [9], or use simple sub-optimal queue management policies such as Drop Tail [7], [8]. On the other side, works on buffer management do not address the relay selection issue [16], [21], or simply assume an Epidemic-based forwarding approach [17]. In this work, we carefully address both the relay selection and buffer management issues to minimize the average delivery delay. We also introduce a novel relay selection metric based on the expected minimum delay and a utility function considering heterogeneous node mobility and nodes’ buffer state.



the environment to discover other mobile nodes in the vicinity. Each neighboring node v in turn advertises to s its expectation of the minimum delay EM D(v, d) among all possible routes from v to d. Node s then updates EM D(s, d) as follows: 



 EM D(s, d) = E



min



i∈{1,··· ,n}



(Is,i + EM D(vi , d))



(1)



where Is,i is a random variable representing the inter-contact time between s and its neighbor vi , ∀i ∈ {1, · · · , n} : EM D(vi , d) ≤ EM Dold (s, d), and EM D(d, d) = 0. Let vˆ = arg mini∈{1,··· ,n} EM D(vi , d). Then s replicates message m to vˆ subject to the following constraint:



III. A SSUMPTIONS We assume a DTN network with a ﬁnite forwarding bandwidth and storage at each mobile node. Nodes can transfer messages to each other when they are within the communication range. We follow a multi-copy model, in which messages are replicated during a transfer while a copy is retained. We assume destination nodes always have enough storage to accommodate messages that are intended for them. However, this capacity assumption does not apply to intermediate nodes of the message. In addition, we assume short contact duration. This implies that not all messages can be exchanged between nodes within a single contact. Furthermore, messages are assumed to have the same size and unfragmented. Once transmitted, a message will always successfully arrive at the encounter node in its entirety. Each message is also associated with a Time-To-Live (TTL) value. After the TTL expires, the message will be discarded by its source node and intermediate nodes. Lastly, regarding the inter-contact time distribution between nodes, recent studies suggest that VANET mobility trace follows an exponential distribution [22], [23], whereas human-carried mobile devices show a truncated power-law distribution [24], [25]. In this paper, we will assume an exponentially distributed inter-contact time with rate λ, and that different node pairs have different inter-contact rates under heterogeneous node mobility. The real-world San Francisco cab trace used to evaluate our scheme ﬁts best with this assumption.



EM D(ˆ v , d) < EM Dnew (s, d)



(2)



Next, we show a mathematical way to compute EM D(s, d). In Eq. 1, since EM D(vi , d) is advertised from s’s neighbor nodes, we can represent EM D(vi , d) as a known quantity ci . Let X be a random variable representing the minimum delay over all possible routes through s’s neighbors. Then, X can be expressed as:



X=



min



i∈{1,··· ,n}



(Is,i + ci )



(3)



Recall in Section III that we assume that random variable I is exponentially distributed with inter-contact rate λ, and that different node pairs have different rates λ under heterogeneous node mobility . Here, we also assume that I’s are independent for any pair of nodes. Then, we can derive a closed-form expression for E[X] as follows: Without loss of generality, we assume that c1 ≤ c2 ≤ · · · ≤ ˆ cn . Since Is,i∼ Exp(λi ), ∀i ∈ {1, · · · , n}, then X ∼ Exp(λ) n ˆ where λ = i=1 λi . The probability density function (PDF) of X can then be expressed as: ⎧ ⎪ ⎨0 ˆ f (x) = λˆi · e−λi ·x + cˆi ⎪ ⎩ˆ −λˆn ·x + cˆn λn · e



IV. P ROTOCOL D ESIGN In this section, we outline the design of a routing protocol that operates under the presence of short contact durations and ﬁnite buffers. We address three key issues: relay selection strategy, message replication prioritization, and message drop prioritization. In addition, we describe the estimation and the use of global network information to derive a utility function that computes a per-message utility value with respect to minimizing the average delivery delay.



if 0 < x < c1 if ci < x < ci+1 if cn < x < ∞



where λˆi =



A. Relay Selection Strategy λˆn =



Suppose that a node s has a message m in its buffer that is intended for a destination node d. At each time slot t, s probes



i k=1 n 



λk ,



k=1
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λk ,



cˆi = cˆn =



i k=1 n k=1



λk c k λk c k



(4)



TABLE I. Notations



Then, by the deﬁnition of expectation, we obtain:



∞ E[X] = xf (x)dx =



0 n−1 ci+1 i=1 







+ =



ci ∞



cn n−1 



e



ˆ x · λˆi · e−λi ·x + cˆi



ˆ x · λˆn · e−λn ·x + cˆn −ci ·λˆi + cˆi











i=1



1 ci + λˆi 



1 ˆ − e−ci+1 ·λi + cˆi ci+1 + ˆi λ 1 ˆ + e−cn ·λn + cˆn cn + λˆn



(5) 







k=1



Ti



(6)



where {T1 , T2 , · · · , TN } are the inter-contact time samples. It is reasonable to estimate λi this way since, in reality, the intercontact time distribution is quite stable due to the regularity inherent in human mobility patterns [26], [27], [28]. To reduce the storage overhead, λi can be updated incrementally by maintaining the most recent encounter time with node i at time tk , the current number of samples N , and the current value of λi (tk ). There is no need to keep track of the entire encounter history. Then, λi (tk+1 ) can be updated at the next encounter event tk+1 with node i as follows: λi (tk+1 ) =



N +1 + TN +1



N λi (tk )



Description



T T Li



Initial Time To Live of message i



Ti



Elapsed time since the creation of message i



Ri



Remaining lifetime of message i, (Ri T T L i − Ti )



ni (Ti )



Number of copies of message i after elapsed time Ti



mi (Ti )



Number of nodes that have seen message i after elapsed time Ti , (mi (Ti ) ≥ ni (Ti ))



{λ1,di , · · · , λn,di }



Encounter rates between nodes who possess replicas of message i and its destination



{λ1,di , · · · , λm,di }



Encounter rates between nodes who have seen message i and its destination



=



subsection, we study how the order in which messages are scheduled and dropped affects the average delivery delay. Speciﬁcally, we derive a per-message utility that captures the marginal value of a message copy with respect to minimizing the average delivery delay. 1) Global Network State Estimation: To study the impact of scheduling and dropping a particular message i with respect to the delivery delay, it is important to know the following global network state information: (1) ni (Ti ) - the number of copies of message i after the elapsed time Ti since its creation, (2) mi (Ti ) - the number of nodes that have seen message i after Ti (note that mi (Ti ) ≥ ni (Ti )), (3) {λ1,di , λ2,di , · · · , λn,di } - the encounter rates between nodes who possess replicas of message i and the destination of message i, and (4) {λ1,di , λ2,di , · · · , λm,di } - the encounter rates between nodes who have seen message i and the destination of message i. For convenience, we summarize the notations used in this section in Table I. These parameters are used as inputs to compute the per-message utility. Nodes gather the global network state as follows. Each node maintains a list of network nodes that are learned through either direct contacts or contact exchanges with other nodes. Each node also maintains the following metadata information for each network node k: • Node k ID. • List of messages that are seen by node k (including messages that have been dropped or still in the buffer). • Last updated time of the message list. In addition, the following metadata per message i is maintained: • Message i ID. • Status bit: IN | OUT (where IN indicates that message i is still in node k’s buffer and OUT suggests that message i has been dropped). • Elapsed time: Ti . • Remaining lifetime: Ri . • Encounter rate between node k and the destination of message i: λk,di . When nodes encounter each other, they record their partner’s node ID and the message list. They also exchange and merge



As demonstrated, the recursive Eq. 1 can be computed in one iteration by distributing the computation among all nodes. Each node needs to maintain a vector of expected minimum delay (VEMD) from itself to other known network nodes. When nodes meet each other, they exchange their VEMDs. Based on the neighbors’ advertised VEMDs, a node updates its own VEMD by computing Eq. 5 for each destination in its VEMD. The major overhead of computing Eq. 5 comes from sorting the advertised expected minimum delays EM Ds from a node’s neighbors to obtain a set {c1 ≤ c2 ≤ · · · ≤ cn }. Thus, the complexity is on the order of O(nlogn) if using a quick sort or a merge sort algorithm. In addition, each node needs to maintain the inter-contact time distribution (i.e., the inter-contact rate λi ) for each encounter node i. λi is updated upon each contact with a node i using their encounter history as follows: N λi = N



Symbol



(7)



where TN +1 is the value of the new inter-contact time sample, and TN +1 = tk+1 − tk . B. Buffer Management Policy Under the presence of short contact durations and ﬁnite buffers, the issues of transmission prioritization and message dropping become as important as relay selection. In this
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the list of metadata information of other nodes (owned by their partner) and their message records. Nodes keep the message list with the most recent “last updated time” and discards the older one. Through this process, nodes will obtain global knowledge of the network state. Global parameters ni (Ti ) and mi (Ti ) can then be computed by examining the status bit of each message in the message list maintained by each known network node. Similarly, {λ1,di , · · · , λn,di } and {λ1,di , · · · , λm,di } can be extracted from these message lists. Due to the propagation delay, the global network information collected through node encounters may become obsolete by the time it is used to compute the delay utility. However, as noted by [16], which also uses imperfect network-wide information (e.g. information on the number of nodes that possess replicas of the message and the encounter rates between these nodes and the destination of the message) collected through node encounters to compute per-message utilities, this inaccurate information is sufﬁcient to enhance the routing performance with respect to a given optimization metric. Furthermore, it outperforms existing schemes that do not use any extra information of the network. Our experimental results in Section V further conﬁrm these observations. 2) Delay Utility Computation: We aim to derive a permessage utility function that leverages global information of ni (Ti ), mi (Ti ), {λ1,di , · · · , λn,di }, and {λ1,di , · · · , λm,di } to compute the marginal utility value of a copy of message i with respect to minimizing the average delivery delay. Let random variable Xi represent the delivery delay of message i. Xi = 0 if the message has already been delivered. Then, the expected delivery delay of message i can be computed as:



E[Xi ] = exp  ∗



 ∂E[Xi ] = −exp − ∂ni (Ti )



1 Ti + ni (Ti ) · Λdi











λk,di Ti ∗



k∈mi (Ti )



 ΔE[Xi ] = −exp







(11)



1 (12) ni (Ti )2 · Λdi











−



λk,di Ti



k∈mi (Ti )



1 ∗ Δni (Ti ) ni (Ti )2 · Λdi = −Ui ∗ Δni (Ti ) ∗



(13)



Let ED denote the total expected delivery delay for all messages. Then, 



C(t)



ΔED =



ΔE[Xi ]



(14)



i=1



where C(t) is the number of unique messages in the network at time t. A forwarding or dropping decision should aim to maximize the improvement in ED, that is to maximize the decrease of ΔED. In Eq. 13, Δni (Ti ) takes on the following values: ⎧ ⎪ ⎨−1 if drop msg i from the buffer Δni (Ti ) = 0 if not drop msg i from the buffer (15) ⎪ ⎩ +1 if store the newly-received msg i



To compute E[Xi |Xi > Ti ], we assume that the message is delivered directly to the destination, ignoring the effects of further replication and message drop within Ri . Furthermore, note that the time until the ﬁrst replica of message i reaches the destination follows an exponential distribution with rate  λˆdi = l∈ni (Ti ) λl,di . Thus, it follows that:



If a node drops an already existing message i from its buffer, then ΔE[Xi ] = Ui . Thus, to maximize the decrease of ΔED, we should drop the one with the smallest value of Ui . Similarly, if a node accepts and stores the newly-received message i from its encounter node (i.e., if the encounter node replicates message i to the current node), then ΔE[Xi ] = −Ui . Thus, to maximize the decrease of ΔED, we should choose the one with the largest value of Ui . Therefore, Ui represents the permessage utility value with respect to minimizing the average delivery delay.



1



λl,di 1 = Ti + ni (Ti ) · Λdi



k∈mi (Ti )



Then, we discretize ∂E[Xi ] and replace it with ΔE[Xi ]:



k∈mi (Ti )



l∈ni (Ti )



λk,di Ti



We then differentiate E[Xi ] with respect to ni (Ti ) to identify the local optimal policy that maximizes the improvement in E[Xi ]:



E[Xi ] = P r[msgi already delievered] ∗ 0 + P r[msgi not delivered yet] ∗ E[Xi |Xi > Ti ]   (8) = exp − λk,di Ti ∗ E[Xi |Xi > Ti ]



E[Xi |Xi > Ti ] = Ti + 











−



(9)



where Λdi is the average encounter rates between nodes that possess replicas of message i and its destination. That is,  l∈ni (Ti ) λl,di Λ di = (10) ni (Ti )



 Ui = exp



−



k∈mi (Ti )



Then, plugging Eq. 9 into Eq. 8, we obtain:
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 λk,di Ti



∗



1 ni (Ti )2 · Λdi



(16)



3) Scheduling and Drop Policy: Suppose that node A and B encounter each other, and node A has a set of messages MA for which B is the best relay node (see Subsection IV-A for the relay selection strategy). In addition, suppose that the buffer at node B is full. Then, the best scheduling policy for node A is to replicate messages in MA in decreasing order of their utilities. On the other side, the best drop policy for node B is to drop the message with the smallest utility among the newlyreceived message and messages already in the buffer, subject to the constraint that node B should never discard its own source messages. This ensures that at least one copy of each message stays in the network until a message’s TTL expires. This optimization aims to improve the delivery ratio.



TABLE II. Simulation Parameters



V. P ERFORMANCE E VALUATION In this section, we evaluate the performance of our proposed relay selection and buffer management strategy in a packetlevel simulation, using a real-world mobility trace. We ﬁrst describe the simulation setup, followed by the metrics used and the results.



Parameter



Value



RxNoiseFigure TxPowerLevels TxPowerStart/TxPowerEnd m channelStartingFrequency TxGain/RxGain EnergyDetectionThreshold CcaModelThreshold RTSThreshold CWMin CWMax ShortEntryLimit LongEntryLimit SlotTime SIFS



7 1 12.5 dBm 2407 MHz 1.0 -74.5 dBm -77.5 dBm 0B 15 1023 7 7 20 μs 20 μs



expected gain in the meeting probability when multiple routes are available. Buffer management policies: • GRTRSort-MOFO [14] combines GRTRSort forwarding strategy with MOFO drop policy. GRTRSort replicates messages in descending order of the delivery predictability difference to the destination between the encounter node and the current carrier of the message. MOFO drops the message that has been replicated the largest number of times ﬁrst. • Utility (our proposed metric) replicates messages in decreasing order of their utilities, and drops the message with the smallest utility ﬁrst among the buffered messages and the newly arrived message. The combination of the above relay selection and buffer management policies results in the following schemes: (1) MEED-GRTRSort-MOFO, (2) MEED-Utility, (3) EMDGRTRSort-MOFO, and (4) EMD-Utility.



A. Simulation Setup We implement the proposed routing protocol using the NS3.19 network simulator. We adopt the IEEE 802.11g wireless channel model and the PHY/MAC parameters as listed in Table II. To obtain meaningful results, we use the real-life mobility trace of San Francisco’s taxi cabs [29]. This data set consists of GPS coordinates of 483 cabs, collected over a period of three consecutive weeks. For our studies, we select an NS-3 compatible trace ﬁle from downtown San Francisco (area dimensions: 5,700m x 6,600m) with 116 cabs, tracked over a period of one hour [30]. Vehicles advertise Hello messages every 100ms [31]. The broadcast range of each vehicle is ﬁxed to 300m, which is typical in a vehicular ad hoc network (VANET) setting [32]. We assume nodes have a homogeneous buffer capacity, which is increased from 10 to 35 messages for different simulations. Each node initially has ﬁve source messages in its buffer. Each message is of the same size and is intended for a random destination node in the network. Furthermore, we assume that each message has an inﬁnite TTL by setting the TTL to a large enough value to ensure that the message is delivered to its destination before the TTL expires. For statistical convergence, the results reported in this section are averaged from 20 simulation runs. We evaluate the following relay selection strategies and buffer management policies. Relay selection strategies: • MEED [8] selects the route with the minimum expected delay among individual routes to the destination. However, it does not take into account the aggregation of expected delays from multiple routes available. • EMD (our proposed metric) selects the route with the least expected minimum delay among all possible routes to the destination. Unlike MEED, EMD accounts for the



B. Evaluation Metrics We use the following metrics for evaluation: • Delivery ratio: the proportion of messages that have been delivered out of the total messages created. • Average delay: the average interval of time for each message to be delivered from the source to the destination. C. Comparative Results Fig. 1a compares the delivery ratio among the schemes. EMD-Utility has the highest delivery ratio of around 82% after one hour of simulation. MEED-Utility outperforms EMDGRTRSort-MOFO at low buffer sizes due to its superior buffer drop and scheduling policy. However, when buffer capacity is abundant, the role of buffer management diminishes. We observe that the performance of MEED-Utility degrades compared to EMD-GRTRSort-MOFO at high buffer sizes. This is the result of EMD-GRTRSort-MOFO using a better relay selection metric, which accounts for the expected gain in the meeting probability with the destination when multiple
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Fig. 1. Performance comparison of different combinations of relay selection strategies and buffer management policies.



routes are available. MEED-GRTRSort-MOFO has the lowest delivery ratio, with a performance gap of about 18% compared to EMD-Utility. In terms of the average delay as shown in Fig. 1b, a similar trend is observed. EMD-Utility has the best delivery delay. It successfully delivers a message by 16%, 21%, and 30% less time than EMD-GRTRSort-MOFO, MEED-Utility, and MEED-GRTRSort-MOFO, respectively. MEED-Utility has a shorter average delay than EMD-GRTRSort-MOFO when the buffer capacity is small. However, its performance degrades at high buffer sizes where the relay selection strategy has a more signiﬁcant impact than the buffer management policy.
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