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A dynamical approach to asymptotic solutions of Hamilton-Jacobi equations Naoyuki ICHIHARA∗



Abstract In this paper, the author presents some results obtained in recent joint works with Hitoshi Ishii. We are concerned with the long-time behavior of viscosity solutions to the Cauchy problem for the Hamilton-Jacobi equation ut + H(x, Du) = 0 in Rn × (0, ∞). We are particularly interested in the case where the Hamiltonian H(x, p) is coercive and strictly convex in p and has a weak periodic structure with respect to x. Our approach is based on the variational presentation formula for viscosity solutions of Hamilton-Jacobi equations.
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Introduction.



In this paper, we study the large time behavior of viscosity solutions to the Cauchy problem for Hamilton-Jacobi equations of the form  u + H(x, Du) = 0 in Rn × (0, +∞), t (1) u( · , 0) = u0 on Rn , where the Hamiltonian H is assumed to satisfy the following: (A1) H ∈ BUC(Rn × B(0, R)) for all R > 0, where B(0, R) := {x ∈ Rn | |x| ≤ R}, (A2) inf{H(x, p) | x ∈ Rn , |p| ≥ R} −→ +∞ as R → +∞, (A3) p 7→ H(x, p) is uniformly strictly convex in the following sense: there exists a modulus ω satisfying ω(r) > 0 for r > 0 such that for any (x, p) ∈ R2n , ξ ∈ D2− H(x, p) and q ∈ Rn , H(x, p + q) ≥ H(x, p) + ξ · q + ω(|ξ · q|), where D2− H(x, p) stands for the subdifferential of H with respect to p. ∗
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It has been well known in recent researches that under suitable conditions on H and u0 in addition to the above (A1)-(A3), the solution u(x, t) of (1) converges as t → ∞ to a steady state in the following sense: there exist a constant a ∈ R and a function φ ∈ C(Rn ) such that in C(Rn )



u(x, t) + at − φ(x) −→ 0



as t → ∞,



(2)



where C(Rn ) is equipped with the topology of locally uniform convergence. The pair (φ, a) enjoys in the viscosity sense the time-independent equation H(x, Dφ) = a in Rn and the function φ(x) − at is called the asymptotic solution of the Cauchy problem (1). The study on asymptotic problems of this type goes back to Kruzkov [14], Lions [15] and Barles [1] which deal with Hamilton-Jacobi equations with x-independent Hamiltonians, i.e., H = H(p). In the latter half of 90’s, Namah-Roquejoffre [16] and Fathi [7, 8] succeeded in proving general convergence results for x-dependent Hamiltonians in the case where the state space is a smooth compact manifold, typically the n-dimensional unit torus Tn . By using a nice PDE approach, Barles-Souganidis [3, 5] established similar convergence results under much weaker hypotheses on H. Indeed, the results in [3] cover some classes of non-convex Hamiltonians. Roquejoffre [17] and then Davini-Siconolfi [6] modified and improved the approach due to Fathi [8] (see also [9]). A typical result obtained in these developments can be stated in our setting as follows: Assume in addition to (A1)-(A3) that H(x, p) is Zn -periodic with respect to x for all p ∈ Rn . Then, for any initial function u0 ∈ BUC(Rn ) being Zn -periodic, the solution u(x, t) of (1) has the convergence (2) for some (φ, a). Concerning asymptotic problems for solutions that are not necessarily spatially periodic, the above (A1)-(A3) are insufficient to guarantee the convergence of the form (2) (see for instance [4]). In the literatures Fujita-Ishii-Loreti [10], Ishii [13], Barles-Roquejoffre [2] and Ichihara-Ishii [11], they treat a few situations in which the convergence (2) is valid for solutions of Hamilton-Jacobi equations in Rn with nonperiodic Hamiltonians. In this paper, basing on our recent results [11, 12], we deal with the case where H and u0 possess a weak periodic structure such as almost periodicity. Remark that in [11], we introduced the notion of semi-periodicity and semi-almost periodicity (see Section 3 for their definitions), and proved that if H is upper semi-periodic, then one has the convergence (2) for any lower semi-almost periodic initial datum. Notice here that an almost-periodic function is not semi-periodic in general. The aim of this paper is, therefore, to examine if (2) still holds for solutions of (1) with almost periodic Hamiltonians. In Section 3, we present a class of almost periodic Hamiltonians that are not semi-periodic but ensure the convergence of the form (2). For more detailed investigation into asymptotic problems without periodicity, we refer the reader to the paper [12]. 2
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A dynamical approach.



In this section, we briefly survey our dynamical approach which is based on the variational formula (4) below. In what follows, we always assume that a = 0 in (2). By replacing u(x, t) and H with u(x, t) + at and H − a, respectively, we easily see that this assumption is not a real restriction. We begin with recalling the solvability of the Cauchy problem (1) (see for instance [11] for the proof). Theorem 2.1. Assume (A1)-(A3). Then, for each T > 0 and u0 ∈ UC(Rn ), there exists a viscosity solution u ∈ UC(Rn × [0, T )) of ut + H(x, Du) = 0



in Rn × (0, T )



(3)



satisfying u( · , 0) = u0 on Rn . Moreover, the solution is unique in the class UC(Rn × [0, T )) and it can be represented as o nZ 0 ¯ L(γ(s), γ(s)) ˙ ds + u0 (γ(−t)) ¯ γ ∈ C([−t, 0]; x) , (4) u(x, t) = inf −t



where L(x, ξ) := supp∈Rn (p · ξ − H(x, p)) and C([−t, 0]; x) := {γ ∈ AC([−t, 0], Rn ) | γ(0) = x}, and AC([−t, 0], Rn ) stands for the set of curves γ : [−t, 0] −→ Rn being absolutely continuous on [−s, 0] for all 0 < s ≤ t. − + We denote by SH (resp. SH and SH ) the set of all continuous viscosity subsolutions (resp. supersolutions and solutions) of the equation



H(x, Du) = 0 in Rn .



(5)



Throughout this paper, we assume the following: − + (A4) There exist φ0 ∈ SH and ψ0 ∈ SH such that φ0 ≤ ψ0 in Rn . − + In what follows, we fix such φ0 ∈ SH and ψ0 ∈ SH , and define the class of initial functions Φ0 by



Φ0 := {u0 ∈ UC(Rn ) | φ0 − C ≤ u0 ≤ ψ0 + C



in Rn for some C > 0}.



Let (Tt )t≥0 be the nonlinear semigroup on UC(Rn ) defined by (Tt u0 )(x) := u(x, t), where u(x, t) is the unique viscosity solution of the Cauchy problem (1). For a given u0 ∈ Φ0 , we set − n u− 0 (x) := sup{ φ(x) | φ ∈ SH , φ ≤ u0 in R }, n u∞ (x) := inf{ ψ(x) | ψ ∈ SH , ψ ≥ u− 0 in R }.
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− + It is standard, in the viscosity solution theory, to see that u− 0 ∈ SH and u∞ ∈ SH . It is also well known that u− 0 can be represented as n u− 0 (x) = inf{dH (x, y) + u0 (y) | y ∈ R },



x ∈ Rn ,



(6)



where dH is defined by − dH (x, y) := sup{φ(x) − φ(y) | φ ∈ SH }.



(7)



− We refer to [6, 9] for representation (6). Note that dH ( · , y) ∈ SH for all y ∈ Rn and dH can be written as nZ 0 o ¯ ¯ dH (x, y) = inf L(η(s), η(s)) ˙ ds t > 0, η ∈ C([−t, 0]; x), η(−t) = y . −t



Moreover, in view of convexity (A3), we can show the following lemma (see Lemma 4.1 of [11] for the proof). Lemma 2.2. Assume (A1)-(A4). Then, for every u0 ∈ Φ0 , we have u∞ ∈ SH and (Tt u− 0 )(x) = inf u(x, s),



u∞ (x) = lim inf u(x, t). t→∞



s≥t



Hence, in order to prove (2), we have only to check that Tt u0 −→ u∞



in C(Rn ) as t → ∞.



(8)



Fix any x ∈ Rn and set u+ (x) := lim supt→∞ u(x, t) = limr→+0 sup{u(y, s) | s > r−1 , |x − y| < r} (see for instance Section 5 of [13] for the justification of the second equality). We choose any diverging sequence {tj }j ⊂ (0, ∞) such that u+ (x) = limj→∞ u(x, tj ). Then, in view of the monotonicity of Tt and Lemma 2.2, it turns out that in order to prove (8), it suffices to check the inequality u+ (x) ≤ u∞ (x). We remark at this stage that the asymptotic behavior of the so-called extremal curves plays a key role. Recall that, for given x ∈ Rn and φ ∈ SH , we call a curve γ ∈ C((−∞, 0]; x) an extremal curve for φ at x if it satisfies Z 0 φ(x) = L(γ(s), γ(s)) ˙ ds + φ(γ(−t)) for all t > 0. (9) −t



We denote by Ex := Ex (u∞ ) the set of all extremal curves for u∞ at x. Remark that Ex 6= ∅ for all x ∈ Rn in view of Lemma 3.3 of [11].
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Convergence results.



The goal of this section is to prove Theorem 3.5 below. For this purpose, we first recall the following important estimate due originally to [6], which is a direct consequence of the strict convexity for H. 4



Lemma 3.1. Let H satisfy (A1)-(A4) and let u0 ∈ Φ0 . Then, there exists a constant δ1 > 0 and a modulus ω1 such that for any ε ∈ [−δ1 , δ1 ], x ∈ Rn and γ ∈ Ex , L(γ(s), (1 + ε)γ(s)) ˙ ≤ (1 + ε)L(γ(s), γ(s)) ˙ + |ε|ω1 (|ε|) for a.e. s ∈ (−∞, 0). (10) See, for instance, Lemma 7.2 of [13] for the proof of this lemma. We also refer to [11, 12] for a relaxation of strict convexity assumption on H in this lemma. In this section, we use the following condition: (H) For any δ > 0, x ∈ Rn , γ ∈ Ex and any sequence {t0j }j ⊂ (0, ∞), there exist a subsequence {tj }j of {t0j }, a sequence {τj }j ⊂ (0, ∞) satisfying supj τj < ∞ and a family of curves ηj ∈ C([−τj , 0]; γ(−tj )), j ∈ N, such that Z 0 − u0 (γ(−tj )) + δ > L(ηj (s), η˙ j (s)) ds + u0 (ηj (−τj )) for all j ∈ N. (11) −τj



Our first observation is that (H) is a sufficient condition for the convergence (8). Theorem 3.2. Let H satisfy (A1)-(A4) and let u0 ∈ Φ0 . Assume also that (H) holds. Then, one has the convergence (8). Proof. Fix any x ∈ Rn and choose a diverging sequence {tj }j ⊂ (0, ∞) so that u+ (x) = limj→∞ u(x, tj ). Fix also an arbitrary γ ∈ Ex and set xj = γ(−tj ) for j ∈ N. Let {τj }j ⊂ (0, ∞) and ηj ∈ C([−τj , 0]; xj ) be such that (H) holds, and we define γj ∈ C([−tj , 0]; x) by  γ((1 + ε )s) if s ∈ [−tj + τj , 0], j γj (s) = ηj (s + tj − τj ) if s ∈ [−tj , −tj + τj ], where εj := (tj − τj )−1 τj for j ∈ N. Note that γj (−tj + τj ) = γ(−tj ) = xj for all j ∈ N. Then, for every j ∈ N, Z 0 u(x, tj ) ≤ L(γj (s), γ˙ j (s)) ds + u0 (γj (−tj )) −tj ÃZ ! Z 0



−tj +τj



=



+ Z



−tj +τj



L(γj (s), γ˙ j (s)) ds + u0 (γj (−tj )) −tj



Z



0



=



0



L(γj (s), γ˙ j (s)) ds + −tj +τj



L(ηj (s), η˙ j (s)) ds + u0 (ηj (−τj )). −τj



In view of (10) and (11), we get Z 0 Z u(x, tj ) ≤ L(γ(s), γ(s)) ˙ ds + τj ω1 (εj ) + −tj



0



L(ηj (s), η˙ j (s)) ds + u0 (ηj (−τj )) −τj



< u∞ (x) − u∞ (xj ) + τj ω1 (εj ) + u− 0 (xj ) + δ ≤ u∞ (x) + τj ω1 (εj ) + δ. By letting j → ∞ and then δ → 0, we obtain u+ (x) ≤ u∞ (x) in Rn . 5



Remark 3.3. In [11], we proved that, under (A1)-(A4), the convergence (8) holds provided that H is upper semi-periodic and u0 ∈ Φ0 is obliquely lower semi-almost periodic. Here, we recall that a Hamiltonian H is called upper (resp. lower) semiperiodic if for any sequence {yj0 } ⊂ Rn , there exist a subsequence {yj } ⊂ {yj0 }, a function G ∈ C(R2n ) and a sequence {ξj } ⊂ Rn converging to zero as j → ∞ such that H( · + yj , · ) converges to G in C(R2n ) as j → ∞ and in R2n



H( · + yj + ξj , · ) ≤ G (resp. ≥ G)



for all j ∈ N.



(12)



We call a function u0 ∈ UC(Rn ) obliquely lower (resp. upper) semi-almost periodic if for any ε > 0 and any sequence {yj0 } ⊂ Rn , there exist a subsequence {yj } ⊂ {yj0 } and a function v0 ∈ UC(Rn ) such that u0 ( · + yj ) − u0 (yj ) converges to v0 in C(Rn ) as j → ∞ and u0 ( · + yj ) − u0 (yj ) − v0 ( · ) > −ε (resp. < ε)



in Rn



for all j ∈ N.



(13)



Remark here that the upper semi-periodicity for H together with the obliquely lower semi-almost periodicity for u0 is a sufficient condition for (H), namely, we have the following (see [12] for the proof): Proposition 3.4. Let H satisfy (A1)-(A4) and let u0 ∈ Φ0 . Assume moreover that H is upper semi-periodic and u0 is obliquely lower semi-almost periodic. Then, (H) holds. We now discuss the possibility of weakening the semi-periodicity assumption for H. As is mentioned in the introduction, we give a class of Hamiltonians that are not semi-periodic but guarantee the convergence (8) for a reasonable class of initial data. Let n = 1 and let f ∈ BUC(R) be a function satisfying f ≥ 0 in R and f (x) =



N X



fi (αi x),



x ∈ R,



i=1



for some Z-periodic functions fi ∈ BUC(R), i = 1, . . . , N , and some αi > 0, i = 1, . . . , N , that are rationally independent, i.e., α1 x1 + · · · αN xN = 0 for some x1 , . . . , xN ∈ Q implies x1 = · · · = xN = 0. We define H by H(x, p) := p2 − f (x)p for (x, p) ∈ R2 . Then, it is easy to see that H satisfies (A1)-(A3). Moreover, since 0 ∈ SH , (A4) also holds with φ0 = ψ0 = 0. We remark here that H(x, p) is almost periodic with respect to x for all p, but H is not √ semi-periodic in general (a typical example is the case where f (x) = 2+sin x+sin 2x). The main theorem of this section is the following: Theorem 3.5. Let H be defined as above. Then, the solution of the Cauchy problem (1) converges to inf R u0 in C(R) as t → ∞ for any almost periodic u0 ∈ Φ0 = BUC(R). 6



Proof. Fix any almost periodic function u0 ∈ Φ0 . It suffices to check property (H). For R1 P each i = 1, . . . , N , we set ci := 0 fi (z) dz, c := N i=1 ci , f i (x) := fi (x) − ci and Z



x



F (x) :=



f (z) dz = cx + 0



N Z X i=1



x 0



f i (αi z) dz,



x ∈ R.



Rx Observe here that x 7→ 0 f i (αi z) dz is periodic with period αi−1 for each i = 1, . . . , N . In particular, if {yj } ⊂ R is a sequence such that yj α := (yj α1 , . . . , yj αN ) −→ β = (β1 , . . . , βN )



in TN as j → ∞



for some β ∈ RN , then F ( · + yj ) − F (yj ) −→ Fβ



as j → ∞ uniformly in R ,



(14)



where Fβ is defined by Fβ (x) := cx +



N Z X i=1



x 0



f i (αi z + βi ) dz,



x ∈ R.



Moreover, since u0 is almost periodic, there exists a function v0 ∈ BUC(R) such that after extracting a subsequence of {yj } if necessary, u0 ( · + yj ) −→ v0



as j → ∞ uniformly in R.



(15)



P 2 We now set g(x) := N i=1 fi (αi x + βi ) and G(x, p) := p − g(x)p. Note that g ≥ 0 in R. Let dH ∈ C(R2 ) be the function defined by (7), and we also define dG ∈ C(R2 ) in a similar way. Since dH and dG are written as dH (x, y) = max{F (x) − F (y), 0} and dG (x, y) = max{Fβ (x) − Fβ (y), 0}, respectively, we observe in view of (14) that for each x ∈ R, dH (x + yj , · + yj ) −→ dG (x, · )



as j → ∞ uniformly in R.



(16)



We now check property (H). Fix any x ∈ R, γ ∈ Ex and any sequence {tj } ⊂ (0, ∞). We set yj := γ(−tj ) for j ∈ N. By taking a subsequence if necessary, we may assume that yj α −→ β as j → ∞ in TN for some β = (β1 , . . . , βN ). In what follows, we always denote by {yj } any subsequence of {yj }. Fix any δ > 0. In view of (15) and (16), we may assume that for all j ∈ N, dH (x + yj , · + yj ) > dG (x, · ) − δ



and v0 − δ < u0 ( · + yj ) < v0 + δ
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in R . (17)



1 Moreover, since the Lagrangians associated with H and G are LH (x, ξ) = |ξ + f (x)|2 4 1 2 and LG (x, ξ) = |ξ + g(x)| , respectively, we can check that 4 in C(R2 ) as j → ∞.



LH ( · + yj , · ) −→ LG



(18)



We now choose τ > 0 and η ∈ C([−τ, 0]; 0) ∩ Lip([−τ, 0], R) so that Z 0 inf {dG (0, z) + v0 (z)} > LG (η(s), η(s)) ˙ ds + v0 (η(−τ )) − δ. z∈R



−τ



We may assume in view of (18) that LG (η(s), η(s)) ˙ > LH (η(s) + yj , η(s)) ˙ − τ −1 δ



a.e. s ∈ (−τ, 0).



Therefore, in combination with (17), we have u− 0 (yj ) = inf {dH (yj , z + yj ) + u0 (z + yj )} > inf {dG (0, z) + v0 (z)} − 2δ z∈R z∈R Z 0 > LG (η(s), η(s)) ˙ ds + v0 (η(−τ )) − 3δ −τ Z 0 > LH (η(s) + yj , η(s)) ˙ ds + u0 (η(−τ ) + yj ) − 5δ. −τ



Hence, property (H) is valid with ηj (·) := η(·) + yj and τj = τ for j ∈ N. Remark 3.6. The above theorem can be generalized considerably and similar results can also be obtained in multi-dimensional cases. We refer to the paper [12] for more discussions.
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