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A fast and exact algorithm for the median of three problem—a graph decomposition approach Andrew Wei Xu Department of Mathematics and Statistics, University of Ottawa, Canada K1N 6N5



Abstract. In a previous paper, we have shown that adequate subgraphs can be used to decompose multiple breakpoint graphs, achieving a dramatic speedup in solving the median problem. In this paper, focusing on the median of three problem, we prove more important properties about adequate subgraphs with rank 3 and discuss the algorithms inventorying simple adequate subgraphs. After finding simple adequate subgraphs of small sizes, we incorporate them into ASMedian, an algorithm to solve the median of three problem. Results on simulated data show dramatic speedup so that many instances can be solved very quickly, even ones containing hundreds or thousands of genes.



1



Introduction



The median problem[3, 7, 8, 6, 2, 1] for genomic rearrangement distances is NPhard [4, 9]. Algorithms have been developed to find exact solutions for small instances [4, 6] and there are rapid heuristics of varying degrees of efficiency and accuracy [2, 1, 5]. In a previous paper [10], with the aim of finding a decomposition method to reduce the size of the problem, we introduced the notion of adequate subgraph and showed how they lead to such a decomposition. By applying this method recursively, the size of the problem is effectively reduced. In this paper, we focus on the median of three problem, which is to find a genome q with P smallest total distance 1≤i≤3 d(q, gi ) for any given three genomes g1 , g2 , g3 . Because of its simple structure, we choose to work with DCJ distance[11] d = n − c as most likely to yield non-trivial mathematical results, where n is the number of genes in each genome (assuming that they have the same gene content) and c is the number of cycles in the breakpoint graph. We require genomes to consist of one or more circular chromosomes, but our results could be extended to genomes with multiple linear chromosomes. In Section 2 several related concepts are defined, such as breakpoint graph and adequate subgraph. In Section 3 some important properties about adequate subgraphs of rank 3 are proved. We discuss the problem of inventorying simple adequate subgraphs in Section 4. Then in Section 5, we give an algorithm ASMedian to solve the median problem. Results on simulated data are given and discussed in Section 6.
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Graphs, subgraphs and more



2.1



Breakpoint graph



We construct the breakpoint graph of two genomes by representing each gene by an ordered pair of vertices, adding coloured edges to represent the adjacencies between two genes, red edges for one genome and black for the other. In a genome, every gene has two adjacencies, one incident to each of its two endpoints, since it appears exactly once in that genome. Then in the breakpoint graph, every vertex is incident to one red edge and one black one. Thus the breakpoint graph is a 2-regular graph which automatically decomposes into a set of alternating-colour cycles. The edges of one colour form a perfect matching of the breakpoint graph, which we will simply refer to as a matching, unless otherwise specified. By the red matching, we mean the matching consisting of all the red edges. The size of the breakpoint graph is defined as half the number of vertices it contains, which equals to the size of its matchings and the number of gens in each genome. 2.2



Multiple breakpoint graph and median graph



The breakpoint graph extends naturally to a multiple breakpoint graph (MBG), representing a set G of three or more genomes. The number of genomes1 NG ≥ 3 in G is called the rank of the MBG, which is also its edge chromatic number. The colours assigned to the genomes are labeled by the integers from 1 to NG . The size of an MBG or its subgraph is also defined as half the number of vertices it contains. For a candidate median genome, we use a different colour for its matching E, namely colour 0. Adding E to the MBG results in the median graph. The set of all possible candidate matchings is denoted by E. The 0-i cycles in a median graph with matching E, numbering c(0, i) in P all, are the cycles where 0-edges and i edges alternate. Let cE = 1≤i≤3 c(0, i). Then cmax = max{cE : E ∈ E} is the maximum number of cycles that can be formed from the MBG. Minimizing the total DCJ distance in the median problem is equivalent to finding an optimal 0-matching E, i.e., with cE = cmax . 2.3



Subgraphs



Let V(G) and E(G) be the sets of vertices and edges of a regular graph G. A proper subgraph H of G is one where V(H) = V(G) and E(H) = E(G) do not both hold at the same time. An induced subgraph H of G is the subgraph which satisfies the property that if x, y ∈ V(H) and (x, y) ∈ E(G), then (x, y) ∈ E(H). In this paper, we will focus on the induced proper subgraphs of MBGs, with even numbers of vertices. Through this paper, the size of a subgraph is denoted 1



for the median of three problem, this number is just 3



by m. For a proper induced subgraph H, E(H) is the set of all its perfect 0matchings E(H). The number of cycles determined by H and E(H) is cE(H) (H), and cmax (H) is the maximum number of cycles that can be formed from H. A 0-matching E ? (H) with cE ? (H) (H) = cmax (H) is called an optimal partial 0matching, and E ? (H) is the set of such 0-matchings. 2.4



Non-crossing 0-matchings and decomposers



For a subgraph H of an MBG G, a potential 0-edge would be H-crossing if it connected a vertex in V(H) to a vertex in V(G) − V(H). A candidate matching containing one or more H-crossing 0-edges is an H-crossing. An MBG subgraph H is called a decomposer if for any MBG containing it, there is an optimal matching that is not H-crossing. It is a strong decomposer if for any MBG containing it, all the optimal matchings are not H-crossing. 2.5



Adequate and strongly adequate subgraphs



A connected MBG subgraph H of size m is an adequate subgraph if cmax (H) ≥ 1 1 2 mNG ; it is strongly adequate if cmax (H) > 2 mNG . For the median of three problem, an adequate subgraph of rank 3 is a subgraph with cmax (H) ≥ 3m 2 and a strongly adequate subgraph of rank 3 is one with cmax (H) > 3m . 2 A (strongly) adequate subgraph H is simple if it does not contain another (strongly) adequate subgraph as an induced subgraph; deleting any vertex from H will destroy its adequacy. Adequate subgraphs enable us to decompose the MBG into a set of smaller ones, as in the next theorem. Theorem 1. [10] Any adequate subgraph is a decomposer. Any strongly adequate subgraph is a strong decomposer.
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The properties of simple adequate subgraphs of rank 3



In this section, we prove other important properties about simple adequate subgraphs of rank 3. Multiple edges in MBGs are the simple adequate subgraphs of size one, which are the only exceptions to many of the properties stated below. 3.1



More properties about adequate subgraphs of rank 3



Lemma 1. The vertices of simple adequate subgraphs of rank 3 have degrees either 2 or 3. Proof. Since the MBG for the median of three problem is 3-regular, the vertex degrees of its induced subgraphs can only be 1, 2 or 3. The lemma is true for parallel edges (the smallest simple adequate subgraphs), where the vertex degrees are 2 or 3. For simple adequate subgraphs



of size two or more, we prove by contradiction that they can not contain vertices of degree 1. Assume there is a simple adequate subgraph H of size m containing a vertex x of degree 1. In one of the optimal 0-matchings of H, x is connected to vertex y by a 0-edge e, and e appears only in one of the colour-alternating cycles. By deleting edge e and vertices x, y, only that cycle is destroyed. Because of its adequacy, the maximum number of cycles formed with H is at least 3m 2 . So for the resultant subgraph F of size m − 1, the maximum number of cycles can be 3(m−1) + 12 > 3(m−1) . Therefore F , as a subgraph formed is at least 3m 2 −1 = 2 2 of H, is also an adequate subgraph, which contradicts the assumption that H is simple. So the vertex degrees in a simple adequate subgraph can only be 2 or 3. t u Lemma 2. Except for multiple edges, the size of a simple adequate subgraph of rank 3 is even. Proof. Suppose there is an odd-sized simple adequate subgraph H of size 2k + 1. Because l of itsmadequacy, the maximum number of cycles formed with H is at least 3 (2k+1) = 3k + 2. Since H is an proper subgraph, there exists a vertex 2 x with degree 2. Suppose 0-edge e is incident to x in one of H’s optimal 0matchings. By deleting e and the corresponding vertices, two colour-alternating cycles are destroyed. Then for the resultant subgraph F of size 2k, the maximum number of cycles formed with F is at least 3k = 23 × 2k. Hence F , as a subgraph of H, is also an adequate subgraph, which contradicts the simplicity of H. t u Lemma 3. Except for multiple edges, the maximum number of cycles of a simple adequate subgraph of rank 3 is exactly 3m 2 , where m is its size. Proof. Because of Lemma 2, we only need to consider even-sized simple adequate subgraphs. Suppose H is a simple adequate subgraph of size 2k, with which the maximum number of cycles formed is at least 3k + 1. Then by deleting a 0-edge connecting to a degree 2 vertex, the size of the subgraph decreases by 1 and the number of cycles decreases by 2. So H contains another adequate subgraph of  size 2k − 1 whose maximum number of cycles is at least 3k − 1 = 32 (2k − 1) , which contradicts the simplicity assumption for H. t u 3.2



There are infinite many simple adequate subgraphs



In this subsection we show that there are infinitely many adequate subgraphs, by proving the number of simple adequate subgraphs is infinite, which follows from the infinite size of a special family of simple adequate subgraphs—the mirroredtree graphs. Definition 1 An mirrored-tree graph: two identical 3-edge-coloured binary trees with corresponding pairs of leaf vertices connected by simple edges. Being an MBG subgraph, the size of an mirrored-tree graph is defined as half the number of its vertices, which also is the number of vertices contained in each tree.



Proposition 1 1. Any binary tree containing more than one vertex must have even size; 2. for a binary tree with m vertices, there are m 2 + 1 leaf vertices (with degree − 1 inner vertices (with degree 3). 1) and m 2 3. the total number of edges is m − 1. Proposition 2 For a mirrored-tree graph of size m, there are 5m 2 − 1 edges in total; m + 1 of them connect the two binary trees and 2m − 2 of them lie in the 2 trees. Definition 2 Double-Y end: A mirrored-tree graph of size 4, with one connecting edge missing, as illustrated by Figure 1(a). Being a part of an MBG subgraph, it is connected to the remaining graph through the two vertices of degree one.
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Fig. 1: (a) Illustration of a double-Y end and it is connected to the remaining subgraph only through vertices x and y; (b) shows a 0-matching not containing 0-edges (a, b), (c, d), (e, f ); (c) shows another 0-matching obtained by applying 3 DCJ operations to the 0-matching in (b), that does contain those three 0-edges and forms more colour-alternating cycles.



Lemma 4. If a double-Y end appears in an MBG subgraph H, then the 0-edges (a, b), (c, d) and (e, f ) connecting corresponding vertices of the two identical trees, must exist in any optimal 0-matching of H, as illustrated by Figure 1(c). Proof. In an optimal 0-matching of H, if any of the three 0-edges (a, b), (c, d) and (e, f ) appears, the other two 0-edges must also exist. Then only one case is left to disprove—that none of these 0-edges appears in some optimal 0-matching, as illustrated by Figure 1(b). Figure 1(c) is obtained by three DCJ operations on the 0-edges of Figure 1(b), creating 0-edges (a, b), (c, d) and (e, f ). By comparison we can see that: a0 , b0 are connected by a green-black alternating path and c0 , d0 are connected by



a blue-black alternating path in both figures. So they are involved in the same number of cycles in both figures. Apart from these, Figure 1(b) contains another 6 paths, which can form at most 6 colour-alternating cycles; Figure 1(c) contains 4 cycles as well as another 6 paths of 3 different colours which will form at least 3 cycles, summing up to a total of 7 cycles or more. So Figure 1(c) forms more cycles than Figure 1(b). For the cases where vertices a0 , b0 , c0 , d0 , e0 , f 0 are incident to different set of edges, the same result still holds. Since 0-matchings of H containing 0-edges (a, b), (c, d) and (e, f ) have more cycles than 0-matchings not containing them, these three 0-edges must exist in any optimal 0-matchings. t u Theorem 2. With a mirrored-tree graph of size m, we can form a maximum of 3m 2 colour alternating cycles, hence it is an adequate subgraph; Furthermore, it does not contain any smaller adequate subgraphs, so it is a simple adequate subgraph. Proof. We first prove that there is a 0-matching of the mirrored-tree graph, forming 3m 2 colour alternating cycles. This is just the set of 0-edges connecting the corresponding vertices of the two trees. With this 0-matching, each non-0 edge connecting two trees makes a cycle by itself; and the edges on the tree form cycles of size 2 with the corresponding edges on the other tree. From Proposition 2, there are m 2 + 1 edges connecting trees and 2m − 2 edges on the trees, the total number of cycles is 3m 2 . Next we show that is the only optimal 0-matching. For any binary tree, since the number of leaf vertices is larger than the number of inner vertices by 2, there is always an inner vertex being connected to two leaf vertices. In the corresponding mirrored-tree graph, this gives a double-Y end. For a mirrored-tree graph H, we add two 0-edges parallel to the connecting edges of its double-Y end as 0-edges (a, b) and (c, d) in Figure 1(c). Then by shrinking them, H becomes a quasi mirrored-tree graph2 of smaller size, containing double-Y ends or quasi double-Y ends3 . By applying this procedure of adding and shrinking 0-edges to the (quasi) double-Y ends recursively, H finally becomes a three-parallel edge. Since in each step the new added 0-edges must appear in all optimal 0-matchings, the resultant perfect 0-matching is the only optimal 0-matching of H. The symmetrical structure of mirrored-tree graphs leads to colour-alternating cycles of smallest sizes—1 and 2 only. In detecting whether a mirrored-tree graph H contains any smaller adequate subgraphs, it is sufficient to only consider its subgraphs with symmetrical structures. Using reasoning similar to the above paragraphs, it can be shown that the optimal 0-matchings for these symmetrical subgraphs of H are the subsets of the 0-edges in the optimal 0-matching of H. 2 3



in which, there may be multiple edges connecting the two identical trees. the ones whose connecting edges might be multiple edges. Obviously the conclusion in Lemma 4 also applies to quasi double-Y ends.



However none of these symmetrical subgraphs of H can form cycles of their sizes. So the mirrored-tree graphs are simple adequate subgraphs.



3 2



times t u



Theorem 3. There are infinitely many simple adequate subgraphs. Proof. Since there are binary trees of arbitrary large size, which give mirroredtree graphs with arbitrary large (even) size. Also because mirrored-tree graphs are simple adequate subgraphs, there exist simple adequate subgraphs with arbitrary large (even) size. t u
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Inventorying Simple Adequate Subgraphs It is practical to use simple adequate subgraphs of small sizes



Before using the adequate subgraphs to reduce the search space for finding an optimal 0-matching, we need to inventory the adequate subgraphs. Theorem 3 states that there are infinitely many simple adequate subgraphs, hence infinitely many adequate subgraphs, so it is impossible to inventory all of them and use them to decompose the median problems. However, it is practical to work on simple adequate subgraphs of small sizes, as justified by the following: 1. There are much fewer simple adequate subgraphs. And many non-simple adequate subgraphs can be decomposed into several simple adequate subgraphs embedded in each other. Hence many non-simple ones can be detected through the constituent simple ones. 2. The algorithms to inventory simple adequate subgraphs for a given size require more than exponential time in their size. 3. The total number of simple adequate subgraphs increases dramatically as the size increases. The complexity of the algorithm to detect the existence of a given simple adequate subgraph also increases accordingly. Combining these two factors, we conclude that it is prohibitively expensive to detect the existence of simple adequate subgraphs of large sizes. 4. Simple adequate subgraphs of small sizes exist with much higher probability than subgraphs of greater size on random MBGs. The details will be given in the full version of this paper. 4.2



Algorithms to inventory simple adequate subgraphs



To enumerate the simple adequate subgraphs, we need to search among all the MBG subgraphs, which consist of (perfect or non-perfect) matchings of three colours. In order to count the number of cycles, the perfect 0-matchings must also be enumerated. So the algorithms need to work on graphs consisting of 4 matchings, hence the problem is computationally costly. Our simple adequate subgraph inventorying algorithm uses a depth-first search method. The graph grows by adding an edge at each step. It is backtracked whenever the current graph contains a smaller simple adequate subgraph



and then restrained on another path to grow the graph until all subgraphs have been searched. To speed up the algorithm, we adopt several useful methods and techniques: 1. Only inventory simple adequate subgraphs of even sizes, as a result of Lemma 2. 2. Fix the 0-matching. Any median subgraph is isomorphic to 2(2m)! m m! − 1 other median subgraphs by permuting the 0-edges. 3. Only allow the graphs whose number of 1-edges is no less than the number of 2-edges and the number of 2-edges is no less than the number of 3-edges, because of the isomorphism associated with the permutation of colours. 4. Every vertex must be incident to 2 or 3 non-0-edges, because of Lemma 1.



Fig. 2: Simple adequate subgraphs of size 1, 2 and 4 for MBGs on three genomes.



4.3



Simple adequate subgraph enumerated



In Figure 2, the simple adequate subgraphs of size 1, 2 and 4 are listed. Each subgraph represent a class of subgraphs isomorphic under the permutations of vertices and colours.4
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Solving the median of three problem by recursively detecting simple adequate subgraphs



Our algorithm using adequate subgraphs to decompose the median problems is called ASMedian. It adopts a branch-and-bound method to find an optimal 4



Strictly speaking, Figures (a) and (f) are not proper subgraphs of a connected MBG.



0-matching for any given MBG. At any intermediate step during the branchand-bound search, an intermediate configuration (IC for short) is constructed, containing a partial 0-matching and an intermediate MBG (iMBG for short) resulted by a process of edge-shrinking [10] of that partial 0-matching from the original MBG. The algorithm keeps a list of unexamined ICs L, initially just consisting of the original MBG. At each step, from L an unexamined IC with the largest upper bound is selected to examine. According to whether an inventoried simple adequate subgraph exists in that iMBG and what simple adequate subgraph it is, a number of new ICs are generated, containing smaller and non-empty iMBGs and expanded partial 0-matchings. Then we update U the largest upper bound of all unexamined ICs and c∗ the largest cycle number encountered so far. We prune the ICs whose upper bounds are no larger than c∗ . The algorithm stops when c∗ ≥ U or no unexamined ICs remain. Then c∗ is the maximum cycle number for the original MBG, and the corresponding 0-matching is an optimal 0-matching.



Algorithm 1: ASMedian Input: three genomes containing any number of circular chromosomes Output: the median genome and the maximum number of cycles c 1



construct the MBG, assign its upper bound u to U and its lower bound to c∗ and push it into the unexamined list L;



2



while U > c∗ and L is not empty do pop out an IC with u = U from L;



3 4 5 6 7



8



9 10 11



12 13



if an adequate subgraph H is found in the iMBG of that IC then set the major set as the one of H; else select the vertex with smallest label and set the major set as the set containing all 0-edges incident to that vertex; generate a set of new ICs with their partial 0-matchings are expanded to include a 0-matching in the major set and their iMBGs as the resultant graphs of shrinking these partial 0-matchings; update U and c∗ ; if c∗ gets updated then Remove all the ICs with u ≤ c∗ in L; push the new generated ICs with u > c∗ into L; // the maximum cycle number has been found; set c as c∗ and construct the median genome from the optimal 0-matching obtained; return c and the median genome;



5.1



Examining the intermediate MBGs



Definition 3 The inquiry set is the set of simple adequate subgraphs (of small sizes) for which the ASMedian algorithm looks on the intermediate MBGs. For a specific algorithm, the inquiry set is given as a parameter. The iMBG of the selected IC is examined to see the existence of any simple adequate subgraph in the inquiry set. If one of such subgraphs H exists, then we know there is an optimal 0-matchings of iMBG which is non-H-crossing. This 0-matching can be divided into two parts: a 0-matching of H and a partial 0-matching of the remaining intermediate MBG. A major set of H is the minimal set of 0-matchings of H, which guarantees that at least one of them must appear in an optimal 0-matchings of the MBG, without the knowledge of the remaining part of the MBG (as will be shown else where). The size of the major set is denoted by µ. Since the inquiry set is given in advance, the major sets for the simple adequate subgraphs are also known in advance. Then according to this major set, µ new ICs will be generated with smaller iMBGs, each resulting from the shrinking of a 0-matching of H in the major set from the iMBG of the currently selected IC. When no simple adequate subgraph in the inquiry set exists, the vertex v with the smallest remaining label is selected. The nominal major set of size 2˜ n −1 is constructed, where n ˜ is the size of the iMBG — just the set of 0-edges incident to v (here each partial 0-matching is just a 0-edge). Then 2˜ n − 1 new ICs are created accordingly. If the inquiry set is chosen as all simple adequate subgraphs of sizes 1, 2 and 4, then the sizes of their major sets are just one, except for one case where it is 2. It can be seen that whenever a simple adequate subgraph is detected, the search space is roughly reduced by a factor of n ˜, n ˜ 2 or n ˜4. 5.2



The lower bound and the upper bound



For each intermediate configuration, the ASMedian algorithm calculates its upper bound and prunes it if the value is no larger than c∗ —the maximum number of cycles encountered so far. Because of the search schema we use (see next subsection), it takes a while for the algorithm to reach any perfect 0-matching. Due to the fact that the number of cycles formed by partial 0-matchings are small, to calculate c∗ from them will make the pruning procedure very inefficient. Instead, for each intermediate configuration, a tight lower bound is calculated and c∗ takes the maximum of these lower bounds and the encountered cycle numbers. Since the DCJ distance is a metric measure, for any median of three problem, there is an associated lower bound for the total distance. Assume the three known genomes are labeled as 1, 2, 3, and d1,2 , d1,3 , d2,3 denote the pairwise distances and c1,2 , c1,3 , c2,3 denote the cycle numbers between any two pairs. The lower d +d +d2,3 . Because di,j = n − ci,j , then bound for the total distance is d ≥ 1,2 1,3 2



we get an upper bound for the total cycle number, c≤



3n c1,2 + c1,3 + c2,3 + . 2 2



(1)



To find a lower bound for the total cycle number, we can set the 0-matching to any of the matchings representing the three known genomes and take largest total cycle number of the three as the lower bound, so that c ≥ c1,2 + c1,3 + c2,3 − min{c1,2 , c1,3 , c2,3 }.



(2)



For any IC, by adding c˜, the number of cycles formed by its partial 0matching, to the lower bound and upper bound of its intermediate MBG, we get the upper bound and lower bound of this IC, denoted by u and l correspondingly. 3˜ n c˜1,2 + c˜1,3 + c˜2,3 + 2 2 l = c˜ + c˜1,2 + c˜1,3 + c˜2,3 − min{˜ c1,2 , c˜1,3 , c˜2,3 }.



u = c˜ +



(3) (4)



The IC and all ICs derived from it, are referred as the parent IC and the child ICs. A non-increasing property holds between the upper bounds of the parent IC and the child ICs. Lemma 5. The upper bounds of the child ICs are never larger than the upper bound of their parent IC. Proof. Suppose a child IC is obtained from the parent IC by adding a 0-edge e. We first inspect the possible effects on c˜ and c˜1,2 of adding e to the iMBG of the parent IC. a If e connects two 1-2 cycles, then the two cycles will be merged into one. Then c˜ remains the same and c˜1,2 decreases by 1; b if e parallels a 1-edge (or a 2-edge), then one 0-1 cycle of size 1 is formed and the 1-2 cycle containing that edge becomes a shorter one. So that c˜ increases by 1 and c˜1,2 remains the same; c if e connects two vertices of the same 1-2 cycle, not paralleling any edges, then this 1-2 cycle may be split into two or remain with a smaller size. Therefore c˜ remains the same and c˜1,2 increases by 0 or 1. n Since the size of the iMBG in the child IC decreases by 1, 3˜ 2 decreases by c˜ +˜ c +˜ c2,3 3 ˜ + 1,2 1,3 does not increase more than 32 , u never increases. 2 . As long as c 2



1 If e does not parallel any edge, then c˜ remains the same, and each of c˜1,2 , c˜1,3 , c˜2,3 increases at most by 1. So u does not increase; 2 if e parallels one edge, c˜ increases by 1 and only one of c˜1,2 , c˜1,3 , c˜2,3 increases at most by 1. So u does not increase; 3 if e parallels two edges, c˜ increases by 2 and the cycle formed by the parallel edges is destroyed and the other two terms of c˜1,2 , c˜1,3 , c˜2,3 remain the same. So u does not change;



4 e parallels three edges, c˜ increases by 3 and the three cycles formed by the parallel edges are destroyed. So u remains the same. So the upper bound of the child ICs are never larger than the upper bound of their parent IC. t u The algorithm maintains an overall upper bound U which is the maximum upper bound of all unexamined ICs. Another global variable, as mentioned before, is the largest total cycle number or lower bound c∗ found so far. Obviously the maximum total cycle number c of the original MBG lies between c∗ and U . 5.3



The optimistic search schema



Our algorithm is neither a strict depth-first nor a strict breadth-first search schema, but follows an “optimistic” search strategy . From the list of all unexamined ICs, we select the one with the largest upper bound. The intuition behind this is, the ICs with larger upper bounds are more likely to lead to perfect 0-matchings with larger cycle numbers. Beside the intuitive aspect, we can prove that this optimistic search schema has a smallest search space in terms of the number of ICs it examines. Theorem 4. The set of ICs the optimistic search schema examines includes all ICs with u > c, plus a subset of ICs with u = c. Further more, since the search space of every branch-and-bound method includes all ICs with u > c, the optimistic search schema has the smallest search space possible. Proof. Obviously every IC with u > c should be examined by the algorithm, otherwise, the possibility of having a maximum total cycle number with c + 1 or more can not be eliminated. Because of Lemma 5, for any IC with u ≥ c, all the ICs lying on the path from the original of the search to this IC have their upper bounds larger than or equal to c. So the algorithm with optimistic search schema never needs to examine any IC with u < c to find the ones with u ≥ c, i.e., this algorithm finds all ICs with u ≥ c without examining any ones with smaller upper bounds. By the time that the ones with u ≥ c have been examined, an optimal 0-matching with c cycles has been found and the algorithm stops. And the search space for the optimistic schema includes all the ICs with u > c and a subset of the ICs with u = c. Hence the optimistic search schema has the smallest search space possible. t u The exact algorithm in [4] consists of cascaded runs of depth-first branch-andbound search, with the first run seeking a solution whose cycle number is equal to the upper bound of the original MBG and the subsequent runs seeking solutions with one cycle less than the previous ones, until a solution is found. The cascaded branch-band-bound algorithm and our optimistic branch-and-bound algorithm are similar in terms of the search spaces. The intermediate configurations may be



examined more than once in the former algorithm. In our optimistic algorithm, some intermediate configurations with smaller upper bounds need to be stored temporarily. Although storing huge amount of these intermediate configurations can be a challenge to physical memories or even hard disks, the problem is dramatically improved with the adequate subgraph decomposition method and it can be further improved by finding better pruning methods, such as finding a better lower bound or running a heuristic before the main exact algorithm starts.
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Results on simulated data



ASMedian algorithm is implemented in Java and runs on a MacBook, using only one 2.16GHz CPU. Sets of data are simulated with varying parameters n and π = ρ/n, where n is the number of gene in each genome and ρ is the number of random reversals applied to the ancestor I = 1, . . . , n independently to derive each of the three different genomes. n ranges among 10, 20, 30, 40, 50, 60, 80, 100, 200, 300, 500, 1000, 2000, 5000 and π starts from 0.1 and increases by intervals of 0.1. For each data set, 10 instances are generated. n ρ/n 0.1 10 4 10−4 20 2 10−4 30 2 10−3 40 1 10−4 50 0 60 2 10−3 80 3 10−4 3 10−4 100 200 7 10−3 300 5 10−3 500 2 10−2 9 10−2 1000 2000 9 10−2 5000 2



0.2 1 10−4 2 10−4 2 10−3 2 10−4 4 10−4 1 10−3 4 10−4 7 10−4 1 10−2 5 10−3 2 10−2 7 10−2 3 10−1 2



0.3 2 10−4 3 10−4 3 10−4 3 10−4 5 10−4 5 10−3 7 10−4 1 10−3 3 10−2 2 10−2 1 10−1 8 101 (3) (0)



0.4 8 10−4 6 10−4 7 10−4 6 10−4 2 10−3 3 10−2 8 10−2 7 101 (0) (0) (0) (0)



0.5 4 10−4 9 10−4 5 10−3 4 10−2 7 10−2 5 101 (9) (1)



0.6 2 10−3 6 10−4 3 10−2 1 7 101 (7)



0.7 2 10−3 2 10−2 5 10−2 6 (9)



0.8 8 10−4 7 10−3 1 10−1 6 101 (7)



0.9 4 10−4 2 10−2 4 10−1 6 101 (7)



1.0 5 10−4 5 10−3 1 5 101



Table 1: For each data set, if its ten instances all finish in 1 hour, then their average running time is shown in seconds; otherwise the number of finished instances is shown with parenthesis.



6.1



The running time for simulated data sets with varying n and π = ρ/n



Table 1 shows the average running time in seconds for all data sets whose 10 instances can all be solved within one hour or the number of solved instances



in parenthesis for the remaining data sets. It can be seen that relatively large instances can be solved if ρ/n remains at 0.3 or less. It also shows that for small n, the median is easy to find even if ρ/n is large enough to effectively scramble the genomes. speedup run time number of edges run factor with AS no AS AS1 AS2 AS4 AS0 1 41,407 4.5 × 10−2 1.9 × 103 53 39 8 0 −2 2 85,702 3.0 × 10 2.9 × 103 53 34 12 1 3 2,542 5.4 × 100 1.4 × 104 56 26 16 2 −2 4 16,588 3.9 × 10 6.5 × 102 58 42 0 0 5 > 106 5.9 × 102 stopped 52 41 4 3 6 199,076 6.0 × 10−3 1.2 × 103 56 44 0 0 7 6,991 2.9 × 10−1 2.1 × 103 54 33 12 1 6 1 > 10 4.2 × 10 stopped 57 38 0 5 8 9 1,734 8.7 × 100 1.5 × 104 65 22 8 5 10 855 2.1 × 100 1.8 × 103 52 38 8 2 Table 2: Speedup due to adequate subgraph (AS) discovery. Three genomes are generated from the identity genome with n = 100 by 40 random reversals. Time is measured in seconds. Runs were halted after 10 hours. AS1, AS2, AS4, AS0 are the numbers of edges in the solution median constructed consequent to the detection of adequate subgraphs of sizes 1, 2, 4 and at steps where no adequate subgraphs were found, respectively.



6.2



The effect of adequate subgraph discovery on speed-up



Table 2 shows how the occurrence of adequate subgraphs can dramatically speed up the solution to the median problem, generally from more than a half an hour to a fraction of a second.
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Conclusion



In this paper, several important properties about the adequate subgraphs of rank 3 are proved. We show that there are infinitely many adequate subgraphs, hence it is not possible to list all these subgraphs. By showing that the simple adequate subgraphs of small sizes have the largest occurrence probability on random MBGs and the algorithms of detecting them are simple and fast, it is practical and efficient to solve the median of three problem by only using simple adequate subgraphs of small sizes. This is confirmed by the dramatic speedup shown in the results on simulated data. Whether it is worth exploring simple adequate subgraphs of size 6 is not clear. It depends on many factors, such as the size of the problem (number of genes genomes contained) and the algorithms for detecting subgraphs and their implementations.
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