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Abstract



Clustering is the computational task to partition a given input into subsets of equal characteristics. These subsets are usually called clusters and ideally consist of similar objects



that are dissimilar to objects in other clusters. This way one can use clusters as a coarse representation of the data. We loose the accuracy of the original data set but we achieve simplification. Clustering has many applications in different areas of computer sciences such as computational biology, machine learning, data mining and pattern recognition. Since the quality of a partition is rather problem dependent, there is no general clustering algorithm. Consequently, over the years many different clustering algorithms have been developed. These algorithms can be characterized as hierarchical algorithms or partitioning algorithms. Hierarchical algorithms build a hierarchy of clusters, i.e. every clusters is subdivided into child clusters, which form a partition of their parent cluster. Depending how the hierarchy is built we distinguish between agglomerative (bottomup) and divisible (top-down) clustering algorithms. Partitioning algorithms try to compute a clustering directly. For example, they try to compute a clustering by iteratively swapping objects or groups of objects between the clusters or they try to identify dense areas containing many points. The most prominent and widely used clustering algorithm is Lloyd’s algorithm sometimes also referred to as the kmeans algorithm. This algorithm requires the input set to be a set of points in the d-dimensional Euclidean space. Its goal is to find k cluster centers and a partitioning of the points such that the sum of squared distances to the nearest center is minimized. The algorithm is a heuristic that converges to a local optimum. The main benefit of Lloyd’s algorithm is its simplicity and its foundation on analysis of variances. Also, it is relatively efficient. The drawbacks are that the user must specify the number of clusters in advance, the algorithm has difficulties to deal with outliers and clusters that differ significantly in size, density, and shape.



∗ Research is partially supported by DFG grant Me 872-8-2 and by the EU within the 6th Framework Programme under contract 001907 ”Dynamically Evolving, Large Scale Information Systems” (DELIS).



Our Contribution. In this paper we develop an efficient k-means clustering algorithm called CoreMeans. The main



In this paper we develop an efficient implementation for a k-means clustering algorithm. The novel feature of our algorithm is that it uses coresets to speed up the algorithm. A coreset is a small weighted set of points that approximates the original point set with respect to the considered problem. The main strength of the algorithm is that it can quickly determine clusterings of the same point set for many values of k. This is necessary in many applications, since, typically, one does not know a good value for k in advance. Once we have clusterings for many different values of k we can determine a good choice of k using a quality measure of clusterings that is independent of k, for example the average silhouette coefficient. The average silhouette coefficient can be approximated using coresets. To evaluate the performance of our algorithm we compare it with algorithm KMHybrid [28] on typical 3D data sets for an image compression application and on artificially created instances. Our data sets consist of 300, 000 to 4.9 million points. We show that our algorithm significantly outperforms KMHybrid on most of these input instances. Additionally, the quality of the solutions computed by our algorithm deviates less than that of KMHybrid. We also computed clusterings and approximate average silhouette coefficient for k = 1, . . . , 100 for our input instances and discuss the performance of our algorithm in detail.
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Introduction
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new idea is that the algorithm uses coresets [11] to speed up the computation of the clustering. Such a coreset is a small weighted set of points that for every set of k centers has roughly the same cost as the original (unweighted) point set [5, 15, 11, 14]. Our algorithm first computes a small coreset of the input points and then runs a combination of Lloyd’s algorithm and random swaps, which is somewhat similar to the algorithm Hybrid presented in [28, 20]. Then the algorithm doubles the size of the coreset and runs for a few steps on this coreset. This process is done until the coreset coincides with the whole point set. The coreset computation is supported by a quadtree (or higher dimensional equivalent) based data structure. This data structure can also be used to speed up nearest neighbor queries. We compare our algorithm with algorithm KMHybrid [28, 20], which uses a combination of Lloyd’s algorithm with random swaps and simulated annealing. On most of the input instances our algorithm significantly outperforms KMHybrid, especially for low dimensional instances. For high dimensional instances our algorithm finds good solutions faster but KMHybrid’s solution after a few seconds is slightly better. If we want to compute a clustering for one value of k the running time of both algorithms is often dominated by the setup time to compute auxiliary data structures. In this case CoreMeans benefits from its smaller setup time. However, in many applications we do not know the right value of k in advance. In such a case one has to compute clusterings for many different values of k. Then one can use a quality measure independent of k to find out the best clustering. A prominent quality measure for such a scenario is the average silhouette coefficient. Unfortunately, computing the average silhouette coefficient for one clustering takes quadratic time, which is not feasible for point sets of medium and large size. However, we would like to compute the sihouette coefficient for many values of k. In this situation we can see the real strength of coresets. Using coresets it is possible to find clusterings and compute their average silhouette coefficient for large point sets and many values of k. For example, we computed clusterings for k = 1, . . . , 100 and approximated their average silhouette coefficient for a set of more than 4.9 million points in 3D consisting of the RGB values of an image in a few seconds on one core of an Intel Pentium D dual core processor with 3 GHz core frequency. In higher dimensions we did the same computations for an (artificially created) point set of 300, 000 points in 20 dimensions for all values of k between 1 and 100 in less than 8 minutes. Without coresets, the computation of the sihouette coefficient for one value of k takes several hours.



1.1



give a brief overview of the most important developments with focus on partitioning algorithms. We will also briefly summarize the recent work on coresets. For a more comprehensive overview of the work in clustering we refer to the surveys/books [12, 18, 6]. An overview of coreset constructions is given in [2]. k-Means Clustering. The most popular algorithm for the k-means clustering problem is Lloyd’s algorithm [10, 23, 25]. It is known that this algorithm converges against a local optimum [32]. Recently, a number of very efficient implementations of this algorithm have been developed [3, 20, 19, 29, 30, 31]. These algorithms reduce the time needed to compute the nearest neighbors in a Lloyd’s iteration, which is the most time consuming step of the algorithm. In the Euclidean space there are many (1 + )approximation algorithms for the k-means clustering problem [5, 9, 15, 17, 22, 24]. Also for the k-means problem in metric spaces efficient constant factor approximation algorithms are known [26, 20]. The quality of random sampling in metric spaces has been analyzed for some clustering problems including the metric and the Euclidean k-median [27, 8]. The analysis can be easily extended to the k-means clustering problem. A testbed for k-means clustering algorithms has been given in [28]. We compare our implementation with algorithm KMHybrid, which is the fastest of 4 implementations described in [28]. Coresets. A coreset is a small set of points that approximates the original set with respect to some problem. In the context of clustering algorithms several coreset constructions have been developed for the k-median and k-means clustering problem [5, 15, 11, 14]. These coresets found applications in approximation algorithms [5, 14], data streaming [15, 11], and clustering of moving data [13]. Also for projective clustering, coresets have been developed [16]. Apart from clustering, coresets have found applications in basic problems in computational geometry, for example, to compute an approximation of the smallest enclosing ball of a point set [4] or to approximate extent measure of point sets [1, 7].
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Preliminaries



We will use ||p, q|| to denote the Euclidean distance between p and q and we generalize this definition to sets, i.e. ||p, Q|| = minq∈Q ||p, q|| for any set Q of points in the Rd . We use P C(Q) to denote the centroid of a set Q, i.e. 1 C(Q) = |Q| q∈Q q. We will deal with weighted and unweighted sets of points. We will always assume that the set P represents the input instance, which is an unweighted set of n points in the Rd .



Related Work



It is beyond the scope of this section to give a comprehensive overview of the clustering literature. Instead we will 2



2.2



A weighted point set will usually be denoted by R. The weights of the points in R are given by w(r) for every r ∈ R. We will only consider integer weights in this paper. In the k-means clustering problem we want to find a set C = {c1 , . . . , ck } of k cluster centers and a partition the set P into k clusters C1 , . . . , Ck such that



Algorithm KMHybrid



In the experiments we compare our algorithm to an algorithm called KMHybrid [28, 20]. KMHybrid combines swapping of centers with Lloyd’s algorithm and a variant of simulated annealing. The algorithm does one swap followed by a sequence of Lloyd’s steps and an acceptance test. If the k X X current solution passes the test, the algorithm continues with ||p, ci ||2 the current solution. Otherwise, it restores the old one. The i=1 p∈Ci acceptance test is based on a variant of simulated annealing. is minimized. The goal of the weighted k-means problem Additionally, the algorithm uses a kD-tree to speed up nearis to find a set C = {c1 , . . . , ck } of k cluster centers and a est neighbor search in the Lloyd’s steps. For more details partition of a weighted set R into k clusters C1 , . . . , Ck such see [28, 20]. that k X X 2.3 Coresets and their Construction w(p) · ||p, ci ||2 i=1 p∈Ci



A coreset for an unweighted set of points P is a much smaller weighted set of points that approximates P with respect to the k-means problem.



is minimized. Hence in this case the weight is simply the multiplicity of a point. Once the set C is known an optimal partition can be computed by assigning every point to its nearest cluster center breaking ties arbitrarily, i.e. Ci = {p ∈ P : ||p, ci || = ||p, C||} under the assumption that all distances are distinct. We therefore can write means(P, C) to denote the cost of an optimal partition of P with respect to the centers in C. In a similar way we write means(R, C) to denote the cost of an optimal partition of a weighted set R with respect to C. It is also known that the centroid C(Q) of a set Q is the point P c ∈ Rd that minimizes p∈Q ||p, c||2 .



2.1



Definition 2.1 A weighted set of points R is an -coreset for P with respect to the k-means problem, if for every set C of k centers we have (1 − )means(P, C) ≤ means(R, C) ≤ (1 + )means(P, C). Constructing a coreset. In our algorithm we will use a coreset construction from [11], which has been used to derive a streaming algorithm (a small space dynamic data structure) for several problems including k-median and kmeans clustering. We will briefly review the theoretical construction here. Later in Section 3 we will discuss our implementation. For the theoretical part we assume that the point set has integer coordinates from {1, . . . , ∆}. For simplicity we will focus on the 2D-case. We assume that we know the cost Opt of an optimal set of centers. In our algorithm we replace this assumption by guessing the value of Opt. To construct the coreset we subdivide the input space using log ∆ nested square grids G (1) , . . . G (log ∆) . The cells in grid G (i) have side length 2i . To compute the coreset we will first identify the heavy cells of each grid. A cell is called heavy, if it contains more points than specified by a certain threshold. This threshold depends quadratically on the inverse of the side length of the grid cell. Under the assumption that d is a constant we can parametrize the threshold by some value δ = Θ(d /(k log n)) in the following way.



The Basic k-Means Method



Based on the observations that it is easy to compute an optimal partition for a fixed set of centers and an optimal set of centers for a fixed partition, a simple and elegant clustering heuristic has been developed [10, 23, 25]. Nowadays, one often refers to this heuristic as the k-means algorithm or Lloyd’s algorithm. This algorithm runs in iterations. At the beginning of an iteration the algorithm has a set of k centers {c1 , . . . , ck }. Every iteration consists of two steps. 1. For every p ∈ P compute its nearest center in {c1 , . . . , ck }. Partition P into k sets C1 , . . . , Ck such that Ci contains all points whose nearest center is ci . 2. For every cluster Ci compute its centroid C(Ci ), i.e. the optimal center of that cluster. Then set ci = C(Ci ) for every 1 ≤ i ≤ k. Each iteration runs in O(ndk) time. Typically, the algorithm runs for a fixed number of iterations (standard values are in the range from 50 to 500). It is well known that the algorithm only converges to a local optimum and that the quality of this solution depends strongly on the intial set of centers. Therefore, the algorithm is usually repeated several times with different sets of initial centers and the best discovered partition is returned.



Definition 2.2 [11] We call a cell of grid G (i) heavy, if it points of P. contains at least δ · Opt 4i The process of constructing the coreset is somewhat similar to computing a quadtree decomposition of the (heavy) cells of the input space. We start with the coarsest grid G (log ∆) and identify all heavy cells. Then we subdivide every heavy cell H into 4 subcells. We call H the parent cell 3



of its subcells. We mark H, if none of its subcells is heavy. Otherwise, we do not mark H and recurse this process with all heavy subcells. By the definition of heavy cells it is clear that this recursion must eventually stop, since at some point a heavy cell is required to have more than n points (by our assumption of integer coordinates, we have Opt > n for sufficiently large n). At the end of this recursion we choose one point from every marked cell and call it a representative point of that cell. The union of all representative points is the coreset. It remains to compute the weights of the coreset points. The weight of a coreset point is given by the number of points assigned to it in the following assignment. Every point in a marked heavy cell H is assigned to the representative point of H. For every point p that is not contained in a heavy cell let H1 denote the smallest heavy cell that contains p. Since H1 is not marked it must contain at least one marked heavy cell H2 (which may be much smaller than H1 ). Then p is assigned to the representative point of H2 . If H1 contains more than one marked heavy cell, p may be assigned to the representative point of any one of them.



C ORE M EANS(P, k) m ← 2k while m ≤ |P| do Compute coreset of size m. if m = 2k then C ← k random points from coreset K←C √ (* Main loop *) repeat max{40/ k, 2} times Do d iterations of Lloyd’s algorithm starting with C Let C denote the current solution if means(P, K) < means(P, C) then C←K K←C Choose k0 at random from {0, . . . , k} Swap k0 centers from C with points chosen uniformly from the coreset m←2·m



and the algorithm continues with the better of these solutions.



Theorem 1 [11] The coreset construction described above computes an -coreset of size O(k log n/d+2 ). 2



2.4



• In the second step, the algorithm chooses a number k0 between 0 and k uniformly at random. Then it picks centers from the current set of centers according to the following probability distribution until k0 different centers are chosen. The probability that the center of cluster Cj is replaced is |C |·Pk1 1 , where



The Silhouette Coefficient



Usually, the right number of clusters is not known in advance. Since the k-means objective function drops monotonically as k increases, one needs a different measure for the quality of a clustering that is independent of k. Such a measure is provided by the average silhouette coefficient [21] of the clustering. The silhouette coefficient of a point pi is computed as follows. First compute the average distance of pi to the points in the same cluster as pi . Then for each cluster C that does not contain pi compute the average distance from pi to all points in C. Let bi denote the minimum average distance to these clusters. Then the silhouette coefficient of pi is defined as (bi − ai )/ max(ai , bi ). The value of the silhouette coefficient of a point varies between −1 and 1. A value near −1 indicates that the point is clustered badly. A value near 1 indicates that the point is well-clustered. To evaluate the quality of a clustering one can compute the average silhouette coefficient of all points.



j



i=1 |Ci |



C1 , . . . , Ck denotes the current clustering. Finally, these k0 random centers are replaced by points chosen uniformly at random from the coreset.



After the main loop is finished the algorithm doubles the size of the coreset and continues with the main loop. This is done until the coreset is the whole point set. The algorithm is given in Figure 3. To support efficient computation of coresets and to speed up nearest neighbor queries in Lloyd’s algorithm we use a quadtree or its higher dimensional equivalent. Our approach is the analog to the kD-tree algorithm from [20]. The root of the quadtree corresponds to a bounding box of the point set. With each cell B associated with a node of the quadtree we store the number of Ppoints contained in the cell, the sum 3 The Algorithm of the point vectors p∈B p, and the sum of the squared P `2 -norm of the point vectors p∈B kpk22 . This information We first provide a high level description of our algorithm can be used to quickly compute the exact cost of the partiand then we give some more details on the implementation. tion of P that corresponds to a given partition of the coreThe algorithm starts to compute a coreset of size roughly set. Since all points from one cell are assigned to the same 2k and chooses k points from this √ coreset as a starting so- coreset point and hence to the same cluster, we can comlution. Then it repeats max{40/ k, 2} times the following pute the cost of a cluster C by first computing the mean c two steps, which form the main loop of the algorithm. of the cluster from the sum of the vectors devided by the • First it runs Lloyd’s algorithm for d steps. After this, number of points inPthe cluster. Then P we have to compute P 2 2 2 2 the current solution is compared to the previously best d(p, c) = kp − ck = 2 p∈C p∈C p∈C kpk2 − kck2 , 4



which can be done efficiently by using the information stored with each box. In our implementation we fixed the depth of the quadtree to 11. To build the tree we proceeded bottom-up. We identify the non-empty cells in the grid corresponding to the 11th level of the tree. The non-empty cells are stored in a hash table with cell coordinates as keys. After we have computed the non-empty cells in the finest grid we iterate over these cells and compute all non-empty cells in the next coarser grid together with the corresponding point statistics. To compute a coreset of around m points we first have to identify a good guess for γ := δ · Opt. We do it by setting γ to a large value and dividing it iteratively by 1.3. After each iteration we compute the size of the coreset from the cell statistics (without computing the actual coreset points). For high values of γ this is done very fast since the coreset size can be computed using a few large cells. Alltogether the time to compute the coreset size is negligible compared to the coreset computation time. The coreset for a given value of γ is computed using a recursive depth first search function on the quadtree cells. For the root cell we call a function C OMPUTE C ORESETP OINTS. This function has a cell as input parameter as well as statistics about points to be moved into that cell. C OMPUTE C ORESET P OINTS adds the input points to the cell statistics. Then for each subcell it checks heaviness. If there is at least one heavy subcell, it calls C OMPUTE C ORESETP OINTS for all heavy subcells. The points given as function parameter and the points in all light subcells are then moved into a heavy subcell by adding up their statistics and giving these statistics to one call of C OMPUTE C ORESET P OINTS as function parameters. If a cell has no heavy subcell, a coreset point is introduced from the statistics about cell points and the statistics given as function input. To speed up of the later k-means algorithm we store the following statistics: For each cell occupied by coreset points we store a pointer to a corresponding coreset point (if there is one) and pointers to all subcells containing coreset points. During the construction of coreset R we additionally P compute for each cell B thePsum of the coreset vectors r∈R∩B w(r) · r, the number r∈R∩B w(r) of points assigned to the coreset points in the cell P and the sum of squared `2 -norm of the coreset vectors r∈R∩B w(r) · krk22 . One iteration of the k-means algorithm is done as follows: Instead of searching the nearest center for each coreset point separately we use an approach analogous to the kd-tree approach as in [20]. We start with a list L of all centers as possible candidates for nearest centers and do a depth first walk on those quadtree cells which contain a coreset point. For each cell B in the quadtree we check if we can rule out that some centers c in L are the nearest center to any point in B. This is done by first computing the point p from L that is nearest to the center of B. Then we check for each point q ∈ L, whether B lies completely on the same side as



S ILHOUETTE(K) m←5 while m ≤K Compute coreset of size m. for each k ∈ {1, . . . , 100} do Use main loop of CoreMeans to compute clustering Compute average silhouette coefficients for the current coreset and centers m←2·m



p of the bisector between p and q. All centers which cannot be nearest centers for coreset points in B are evicted from L and the algorithm proceeds to the children of cell B. If |L| = 1 we know the nearest center for all coreset points within the cell. Since we hold statistics for all coreset points within each cell we can then assign all coreset points in one step to the center c ∈ L and stop. If |R∩B| = 1, we compute the distances of the coreset point to all c ∈ L directly, assign the coreset point and stop the depth first walk. Computation of silhouette coefficients. The computation of silhouette coefficients for each point pi is speeded up in the following way: We first compute the average distance ai to all points in the same cluster. To compute bi , the minimum over average distances bi,j to points in other clusters Cj , we identify the second nearest cluster center cl and compute the average distance bi,l to all points in Cl . In most cases bi,l is the minimum of all bi,j for other clusters. To get a certificate for this, we use the lower bound d(pi , cj ) ≤ bi,j . We check for all other clusters if d(pi , cj ) ≥ bi,l . If this inequality holds then bi,l ≤ bi,j and bi,j cannot be the minimal one. In that case we save the computations of all distances to points in cluster Cj .
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Experiments



We implemented our algorithm using C++. The code was compiled using gcc version 3.4.4 using optimization level 2 (-O2). We compare our algorithm to KMHybrid [20]. KMHybrid was compiled using the same compiler and also with optimization level 2. We ran it using the standard settings given by the developers. We ran our experiments on an Intel Pentium D dual core processor with two cores. The algorithm used one core with core frequency 3 GHz. The computer has 2 GByte RAM.



4.1



Data Sets



We performed our experiments on two different types of instances. The first type of instance consists of images and we want to cluster the RGB values of the pixels. Thus the input 5



points lie in 3D and the i-th input point corresponds to the RGB-values of the i-th pixel of the image. Such a clustering has applications in lossy data compression, since one can reduce the palette of colors used in the picture to the colors corresponding to the cluster centers. Our test images consist of three large images (Tower, Bridge, and PaSCo) and three medium size images (Monarch, Frymire, and Clegg). The latter images are commonly used to evaluate the performance of image compression algorithms. The exact sizes of the test images can be found in Table 4.1. The images are available at http://homepages.unipaderborn.de/frahling/coremeans.html



time (however, the time to extract the coresets from the data structure is contained in the given running times). This is done in Sections 4.2.2 to 4.2.4. In Section 4.2.2 we compare both algorithm for different input sizes. In Section 4.2.3 we focus on the performance with increasing dimension, and in Section 4.2.4 we investigate into the dependence on the number of clusters. 4.2.1 Setup time



The times to compute the auxiliary data structure are given in Table 4.1. The time to build these structures does not depend on k. The setup time for KMHybrid is between 1.5 to 7 times higher than that of CoreMeans. There is a tendency that the gap becomes larger for larger instances. However, 4.1.1 Artificially created instances. there seems to be also an dependence on the distribution of The second type of instance is artificially created. Instance points as the largest factor was achieved for the medium size ArtificialxD consists of 300, 000 points in x dimensions. instance Frymire. The instance is generated by taking a random point from one If one computes a clustering for one value of k then the of 20 Gaussian distributed clusters, whose center are picked setup time is typically larger than the computation time. uniformly at random from the unit cube. The √ standard devi- Even for the larger instances both algorithms obtain a good ation of the Gaussian distribution is 0.02 · d, i.e. it is the clustering in a few seconds (see also Section 4.2.2). product of the one dimensional Gaussian distribution with standard deviation 0.02. An example of a sample of points 4.2.2 Dependence on input size from instance Artificial2D is given in Figure 5. To evaluate the dependence on the input size we run both



4.2



Comparison of CoreMeans and KMHy- algorithms on instance Monarch, Clegg, Frymire, PaSCo, Bridge, and Tower. We used paramter k = 50. In general, brid CoreMeans performs better for smaller k (see Section 4.2.4) and tends to perform similar to KMHybrid as k increases. The results are shown in Figures 7 to 12. The plots give the average performance of 10 runs. The vertical bars indicate the best and worst solution found within these runs. The relative performance of CoreMeans increases slightly with the size of n. We would like to emphasize that the difference between the best and worst solution found during the 10 runs is much smaller for CoreMeans. Therefore, to guarantee a good solution we have to run KMHybrid more often than CoreMeans. Another interesting observation is that CoreMeans achieves slightly better approximations for larger instances.



To evaluate the performance of CoreMeans we compare our algorithm to KMHybrid. We first compare the setup times for both algorithms, i.e. the time to construct the auxiliary data structures. If one wants to compute a clustering for fixed value of k then the setup times often dominate the running time of the algorithm. If a good value of k is not known, then one often wants to compute a clustering for multiple values of k. In this case, it is more interesting to compare the running time of both algorithms without setup Setup Times Instance Tower Bridge PaSCO Frymire Clegg Monarch Artificial5D Artificial10D Artificial15D Artificial20D



Size 4,915,200 3,145,728 3,145,728 1,234,390 716320 393,216 300,000 300,000 300,000 300,000



KMHybrid



CoreMeans



28.59 18.13 19.41 4.71 2.76 1.43 2.27 3.71 4.71 6.09



4.77 2.95 4.29 0.65 1.05 0.63 1.49 2.17 2.70 3.87



4.2.3



Dependence on the dimension



Next we are interested in the dependence on the dimension. To evaluate this dependence, we compare the average performance of 10 runs of KMHybrid and CoreMeans for k = 20 on the instances ArtificialxD for x = 5, 10, 15, and 20. The graphs are shown in Figure 1 and 2. CoreMeans performs better on all instances. The most significant difference in performance can be found in the 5D instance, where CoreMeans performs a factor 10 − 30 better. The higher the dimension the smaller is the advantage of CoreMeans. In these experiments the deviation of KMHybrid



Table 1: Data sets and setup time. 6



was much bigger than that of CoreMeans. Although CoreMeans shows the much better average performance, the best solution found by KMHybrid was better than the best solution found by CoreMeans. Overall, the performance of the algorithm for medium dimensions was much better than theory predicts with an exponential dependence on the dimension.



KMHybrid varies significantly. CoreMeans is less sensitive to the random choices of the algorithm. As a consequence one must perform more runs of KMHybrid to obtain a good solution with high probabilty. As k grows larger the performance gap between the two algorithms decreases. The reason for this is that the quality of the coreset decreases as k grows.
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Figure 1: Performance for ArtificialxD with x = 5 and x = 10 excluding setup time.
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Figure 3: Performance for Bridge with k = 10 and k = 50 excluding setup time.
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Figure 2: Performance for ArtificialxD with x = 15 and x = 20 excluding setup time. Figure 4: Performance for Bridge with k = 100 and k = 200 excluding setup time. 4.2.4



Dependence on the number of clusters



To investigate in the dependence on the number of cluster centers, we ran a number of experiments on different inputs. Due to space limitations we only present results for k = 10, 50, 100, and 200 for instance Bridge. These results are typical for the performance we encountered. As before, the Figures 3 and 4 show the average performance of 10 runs excluding the setup times. Typically, our algorithm performs significantly better for small values of k. For example, for k = 10 CoreMeans often performs a factor 10 − 100 better. Additionally, the quality of the solutions computed by



4.3



Computing the silhouette coefficient



We computed the approximate average silhouette coefficient for 1 ≤ k ≤ 100 for instances Tower, Clegg, Monarch, and ArtificialxD with x = 2, 10, 20 using coresets of different sizes. Table 4.3 summarizes the running times of our tests. The second column gives the overall running time for the computation and the third column states the time spend to compute the silhouette coefficients. Since the time to compute the silhouette coefficient is quadratic in the coreset size, 7



Instance Tower Clegg Monarch Artificial2D



Artificial10D Artificial20D



Coreset 404 1607 423 1720 428 1626 427 1616 6431 400 1711 408 1778



Time 7.99 19.24 4.69 15.07 4.80 15.37 2.52 7.73 51.89 43.34 123.38 139.58 442.5



Silhouette 0.84 6.43 0.8 6.58 0.77 6.11 0.62 4.3 45.57 1.88 17.68 4.18 40.62
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Table 2: Time to compute clusterings and approximate average silhouette coefficients. The second column contains the overall running time (including setup). The third column gives the time required to compute the approximate average silhouette coefficient.
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Figure 5: A sample of points from instance Artificial2D. The bold points are the centers that achieve the best average silhouette coefficient.



the fraction of time spent for this computation increases significantly with increasing coreset size. To show the effectivity of our method we focus on instance Artificial2D. A sample of points from this instance is shown in figure 5. The average silhouette coefficent for this instance and coreset sizes 427, 1616, and 6431 is given in Figure 6. We see that even the smallest coreset suffices to approximate the coefficient quite well. The only problem is that the silhouette coefficient increases slightly with k. A reason for this may be that the number of centers is already relatively large compared to the number of coreset points. If some centers contain only one point, then they have silhouette coefficient exactly 1 and this may lead to slightly increasing coefficient, if k is large compared to the coreset size. For our applications a coreset of size roughly 1600 will definitly suffice. There is almost no difference to one with more than 6000 points. The highest silhouette coefficient value was achieved for 14 clusters (using the larger coreset) by the cluster centers shown in figure 5. The reason why only 14 clusters were found (although we had 20 cluster centers) can be explained by the fact that some of the clusters were very close to eachother and so the clustering coefficient is higher when one assign only one center to these clusters.
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is much more volatile and might require a number of runs to guarantee a good solution. The main strength of CoreMeans is that it can very quickly compute relatively good solutions and that one can approximate the average silhouette coefficient from the coreset.



5



Conclusions



In this paper we presented an efficient implementation of a k-means clustering algorithm using coresets. Our algorithm performs very well compared to KMHybrid [28] for small dimension and small to medium k. The quality of the solutions varies less than that of KMHybrid, which implies that we need fewer runs to guarantee a good solution. The main strength of our algorithm is to quickly find relatively good approximations for many values of k, for example when a good value for k is not known in advance. In this case, we can also use the coresets to compute the average clustering coefficient and thus to find a good choice of k.
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Figure 7: Data set Monarch; k = 50; excluding setup time.
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Figure 10: Data set PaSCo; k = 50; excluding setup time.
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Figure 8: Data set Clegg; k = 50; excluding setup time.
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Figure 11: Data set Bridge; k = 50; excluding setup time.



Objective



Objective



250 1200



KMLocalHybrid



KMLocalHybrid 200



CoreMeans



1000 800



CoreMeans



150



600 100 400 50



200 sec 0.2



0.4



0.6



0.8



sec



1



0.25



Figure 9: Data set Frymire; k = 50; excluding setup time.
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Figure 12: Data set Tower; k = 50; excluding setup time.
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