









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Computer Vision and Image Understanding 114 (2010) 700–711



Contents lists available at ScienceDirect



Computer Vision and Image Understanding journal homepage: www.elsevier.com/locate/cviu



A framework for visual-context-aware object detection in still images Roland Perko *, Aleš Leonardis Faculty of Computer and Information Science, University of Ljubljana, Trzˇaška 25, 1001 Ljubljana, Slovenia



a r t i c l e



i n f o



Article history: Received 9 September 2008 Accepted 22 March 2010 Available online 27 March 2010 Keywords: Visual context Object detection Context integration



a b s t r a c t Visual context provides cues about an object’s presence, position and size within the observed scene, which should be used to increase the performance of object detection techniques. However, in computer vision, object detectors typically ignore this information. We therefore present a framework for visualcontext-aware object detection. Methods for extracting visual contextual information from still images are proposed, which are then used to calculate a prior for object detection. The concept is based on a sparse coding of contextual features, which are based on geometry and texture. In addition, bottom-up saliency and object co-occurrences are exploited, to deﬁne auxiliary visual context. To integrate the individual contextual cues with a local appearance-based object detector, a fully probabilistic framework is established. In contrast to other methods, our integration is based on modeling the underlying conditional probabilities between the different cues, which is done via kernel density estimation. This integration is a crucial part of the framework which is demonstrated within the detailed evaluation. Our method is evaluated using a novel demanding image data set and compared to a state-of-the-art method for context-aware object detection. An in-depth analysis is given discussing the contributions of the individual contextual cues and the limitations of visual context for object detection. Ó 2010 Elsevier Inc. All rights reserved.



1. Introduction Objects tend to co-vary with other objects and particular environments, providing a rich collection of contextual associations [29]. It is well known from the literature on visual cognition [31,10,4] and cognitive neuroscience [2,12,1], that the human and animal visual systems use these relationships to improve their ability of categorization. Consequently, context should be used in computer vision as well and can help object detection, as shown in [45,5,18,46,34,29]. In this paper we introduce a framework that uses two different types of visual contextual information to improve object detection. The ﬁrst type is the spatial relation between an object and its surrounding. It is determined by exploring the visual content of a given scene. The second type are spatial relations between a speciﬁc object and other objects in the scene where the context is represented by spatial object co-occurrence (also called object-to-object priming in [16]). Both concepts are visualized in Fig. 1. In the ﬁrst case semantic information could be extracted from images and exploited to ﬁnd out if the object is in context, i.e. coherent w.r.t. the scene. In the second case, relative location priors could help to distinguish between correct and incorrect detections, e.g. in urban scenes pedestrians should be more or less at the same height or windows should occur above pedestrians. Overall, we employ * Corresponding author. Fax: +386 1 4264 647. E-mail address: [email protected] (R. Perko). 1077-3142/$ - see front matter Ó 2010 Elsevier Inc. All rights reserved. doi:10.1016/j.cviu.2010.03.005



the basic ideas as Biederman [3] when he stated that ‘‘object identiﬁcation is facilitated when an object is presented in a coherent scene”.



1.1. Our contributions In this work we present a complete framework for visual-context-aware object detection. We answer two major questions which are essential for such a system, i.e. how to represent visual context and how to combine this information with object detection. First, we propose methods of how to extract visual contextual information from single images and how this information can be learned from examples. For doing so, we utilize a method for sparse coding of contextual features using a spatial sampling technique. Appropriate image features based on geometry and texture are discussed as well. As a result a prior for object detection can be extracted. In addition, we deﬁne object co-occurrences and bottom-up saliency as further contextual cues. Second, we introduce a concept to integrate the contextual information with a local appearance-based object detector. Our mathematical framework and the speciﬁc modeling of the conditional probability density functions used for integrating visual context with object detection is a crucial part of this work. As seen later, this modeling contributes signiﬁcantly to the success of our method.
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Fig. 1. Deﬁnitions of visual contextual information: spatial relations (a) between an object and its surrounding based on the visual content of the scene (e.g. the image content of the given yellow circular region) and (b) between a speciﬁc object and other objects in the scene (shown for the object categories pedestrians, cars and windows). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)



In contrast to other works the proposed integration technique avoids two common mistakes in literature: (i) Researchers assume statistically independence of local-appearance and visual context [47,45,5]. We model these dependency accordingly. (ii) Researches use the output of an object detector as a probability measure [47]. We do not rely on a detector’s output, instead we model the probabilities correctly. For modeling the underlying multi-dimensional probability density functions, we propose to use a kernel density estimation (KDE). To evaluate the system’s performance, we chose the task of pedestrian detection in urban images using a state-of-the-art pedestrian detector on a demanding image database. The evaluation shows that our deﬁnition and integration of visual context increases the initial local appearance-based detection rate signiﬁcantly and outperforms other frameworks for contextual processing. Using the gained insights we discuss the results of visual-context-aware object detection and show its limitations. 1.2. Organization of the paper Related work will be discussed in detail in Section 2. After that our framework of context-aware object detection and implementation details are described in Section 3, followed by an in-depth analysis of results in Section 4. In Section 5 we discuss the limitations of contextual processing and conclude the paper with Section 6. 2. Related work The inﬂuential work from Oliva and Torralba, e.g. [28,47,44,45], introduced a novel global image representation. An image is decomposed by a bank of multi-scale oriented ﬁlters, in particular four scales and eight orientation. The magnitude of each ﬁlter is averaged over 16 non-overlapping blocks in a 4  4 grid. The resulting image representation is a 512-dimensional feature vector, which is represented by the ﬁrst 80 principal components. Despite the low dimensionality of this representation, it preserves most relevant information and is used for scene categorization, such as a landscape or an urban environment. Machine learning provides the relationship between the global scene representation and the typical locations of objects belonging to that category. To the best of our knowledge there exist no evaluation for the combination of this derived context priors with a state-of-the-art object detection algorithm. In a real scenario a coarse prior for the possible object location in the image does not automatically increase the performance of an object detector. As will be seen later, when combined just by multiplication, the results of the object detection may and often do degrade. Hoiem et al. [17] provided a method to extract the spatial context of a single image. The image is ﬁrst segmented into so called superpixels, i.e. a set of pixels that have similar properties. These regions are then described by low level image features, i.e. color,



texture, shape and geometry, forming a feature vector. Each region is classiﬁed into a semantic class, namely ground, vertical structures and sky, using a classiﬁer based on AdaBoost with weak decision tree classiﬁers. As a result each pixel in the input image is associated with the probabilities of belonging to these three classes. For the task of object detection this classiﬁcation provides useful cues and they are exploited in [18,34]. Hoiem et al. [18] use the coarse scene geometry to calculate a viewpoint prior and therefore the location of the horizon in the image. The horizon, being the line where the ground plane and the sky intersect in inﬁnity, provides information about the location and sizes of objects on the ground plane, e.g. pedestrians or cars. The scene geometry itself limits the location of objects on the ground plane, e.g. no cars behind the facade of a building. The innovative part of their work is the combination of the contextual information with the object hypotheses using inference. They construct a graphical model of conditional independence for viewpoint, object identities and 3D geometry of surfaces surrounding the objects. The inference is solved using Pearl’s belief propagation algorithm [33]. Overall, the main idea is to ﬁnd the object hypotheses that are consistent in terms of size and location, given the geometry and horizon of the scene. As a result, a cluster of object hypotheses is determined, that ﬁts the data best. This contextual inference uses the global visual context and the relation between objects in that scene. The position of the horizon is an integral part of this system, limiting the approach to object categories that are placed on the ground plane and to objects of approximately the same size. E.g. the approach cannot be used to detect windows on facades or trees. Bileschi [5] classiﬁes an image into four pre-deﬁned semantic classes. These classes indicate the presence of buildings, roads, skies, and trees, which are identiﬁed using their texture properties. These classes are learned from different sets of standard model features (also known as HMAX [43]). Bileschi then deﬁnes the context using low-level visual features from the Blobworld system [6] (three color and three texture-based features). In addition ten absolute image positions are encoded followed by four binary sematic features, representing the four extracted classes (building, road, sky and tree). To extract a context vector for a given position in the image, the data is sampled relative to the object’s center for 5 radii and 8 orientations, which results in an 800-dimensional feature vector. However, when using this type of contextual information for object detection, in addition to a standard appearance-based approach, the gain in the detection rate is negligible. This is also conﬁrmed in [53]. A more interesting outcome of the extensive studies by Bileschi is that using global position features (also applied by Torralba and Hoiem) indeed helps to improve the detection rate, due to the input image data being biased. In Bileschi’s image database for example, cars are more likely to be in the lower half of the image, because the horizon is in the center of each image. There are a couple of additional works on visual context, however, they are only sparsely related to our work. For example the
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authors in [24] use local context to improve face detection. The main idea is that in the local neighborhood of a detected face also other body parts, e.g. shoulders, should exist. With this local context they are able to eliminate phantom faces. Or in [15] the spatial and topological relationships are exploited, which are learned via Non-Gibbsian Markov random ﬁeld models. Manually segmented objects in images can then automatically be labeled using these models. 3. Our approach An overview of the proposed framework is sketched in Fig. 2. The underlying concept is to derive context priors, from contextual feature maps or other cues, which are then combined with localappearance based object detection within a fully probabilistic framework. 3.1. Mathematical formulation of object detection and context integration In general, the problem of object detection in still images requires calculating a conﬁdence score for an image patch given a set of features v (image measurement). In order to reduce the dimensionality of the vector v, only a local neighborhood is used to calculate the object’s presence (see e.g. [41]). This formalizes the main principle of classical object detection, stating that the only features relevant for detection of an object are the features that potentially belong to the object and not to the background [47]. In terms of mathematics an object detector is a function that maps a high-dimensional vector (holding image measurements) into a single value that represents the conﬁdence score, also called the detection score sL. Depending on the underlying object detection algorithm this score is e.g. determined by a support vector machine (SVM) [32,7], by the AdaBoost concept [48,40] or by a voting scheme [42,26]. When working within a probabilistic framework these detection scores have to be mapped to probabilities. This important aspect is neglected by other authors [47,53,34]. The standard way for performing this mapping is to evaluate the detector on a training set where the ground truth for object detection is known. Therefore, all detections can be classiﬁed into correct dt and incorrect detections df, with all detections forming the set d ¼ fdt ; df g. Given this ground truth information the characteristics of the object detector’s scores sL can be calculated and then mapped to probabilities. As we do not want to limit the notation to a single dimension we deﬁne the score s as the set s ¼ fsL g. To get the mapping, we ﬁrst model the conditional probability density



functions (pdfs) pðsjdt Þ and pðsjdf Þ. Second, we model the probability of a detection being correct given the detection score. According to the Bayes’ theorem this probability, pðdt jsÞ, can be written as



pðdt jsÞ ¼



pðsjdt Þpðdt Þ pðsjdt Þpðdt Þ ¼ pðsÞ pðsjdt Þpðdt Þ þ pðsjdf Þpðdf Þ



ð1Þ



where p(dt) and p(df) are the prior probabilities of a detection being correct or incorrect respectively with pðdt Þ þ pðdf Þ ¼ 1. These prior probabilities are extracted from the training set. Note that, the challenge here is to model the conditional pdfs pðsjdt Þ and pðsjdf Þ, to ﬁnally get pðdt jsÞ. So far each score s is a scalar value so that pðdt jsÞ could be directly modeled via e.g. a polynomial ﬁtting [35] or a sigmoid ﬁtting [36]. To incorporate visual contextual information in this probabilistic framework, the contextual extraction is deﬁned similarly as an object detector. Again, image measurements are taken and are used to calculate a conﬁdence value for each location in the image. In contrast to a classical object detector, using a set of local image measurements on the object, the contextual information is gathered from the background or the surrounding of the object. As we will present different modalities of visual context, for each location in the image several contextual scores can be extracted sC ¼ fsC 1 ; . . . ; sC n g. To fuse the local appearance score sL with the contextual scores sC, we construct a combined score vector s ¼ fsL ; sC g. Now, the functions pðsjdt Þ and pðsjdf Þ are multi-dimensional probability density functions and therefore more difﬁcult to model. Other authors assume that the underlying features used for object detection and context extraction are statistically independent, as they are extracted from non-overlapping regions in the image [47,34]. In this case the conditional pdf of sL and sC given a correct detection (the same holds for incorrect detections), deﬁned as



pðsjdt Þ ¼ pðsL ; sC jdt Þ ¼ pðsL jsC ; dt Þ  pðsC jdt Þ;



ð2Þ



simpliﬁes to



pðsjdt Þ ¼ pðsL jdt Þ  pðsC jdt Þ;



ð3Þ



since under the assumption that sL is independent of sC



pðsL jsC ; dt Þ , pðsL jdt Þ:



ð4Þ



Now instead of modeling the dependencies, the conditional pdf can be calculated by multiplication of the individual one-dimensional pdfs (cf. Eq. (3)). However, the assumption of statistical independence is rather vague and, as we will show later, even incorrect.



Fig. 2. Concept of context-aware object detection on the example of pedestrian detection. Context feature maps based on geometrical and textural features are extracted and are used to calculate a prior for object detection. Fusing the local appearance-based object detector scores with the contextual priors, ranks detections which are in context higher, yielding more accurate object detection.
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To model the dependencies of object detection and context given in Eq. (1) adequately we introduce a novel approach based on kernel density estimation (KDE) [50,22], used to estimate pðsjdt Þ and pðsjdf Þ and therefore pðdt jsÞ. The advantage of using KDE modeling in this speciﬁc setting is, that the conditional probabilities can also be learned for multi-dimensional input data without any manual modeling or setting of parameters, which is not the case for e.g. multi-dimensional histograms. For performing KDE the Matlab toolbox of Ihler and Mandel was utilized.1 It should also be mentioned, that although KDE produces good probabilistic models for our kind of data, these models have a high number of components, which affects the computation time for evaluation. However the KDEs could be compressed using reduced set density estimator [11] or other techniques [23] which then allows efﬁcient calculation. In particular, we apply a Parzen-window estimator with a Gaussian kernel, which is known to be a powerful tool in approximating distributions even when their form is far from Gaussian [50]. Starting from a set of data points, the Parzen estimator approximates the underlying distribution that generated those points by placing a Gaussian kernel on each data point. The covariances (also known as bandwidths) of the kernels are then adjusted by minimizing the asymptotic mean-integrated-squared error between the unknown distribution and its kernel-based approximation. In our approach we use diagonal covariance matrices and the well-known Silverman’s rule-of-thumb rule [50, page 60] to estimate the optimal bandwidth automatically. It should be noted here, that the main concept is to model the co-dependencies (cf. Eq. (1)). KDE is just used as a mathematical tool and could be replaced by any multi-dimensional modeling technique.
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ple is shown in Fig. 2 where these three layers are color-coded: ground (green)2, vertical (red), sky (blue). For extracting the geometrical context feature maps, we used the publicly available executable.3 The resulting context feature maps are downsampled to a width of 80 pixels if the image is in landscape mode else the height is set to 80 pixels and smoothed with a 5  5 pixel average ﬁlter. The smoothing is performed to get rid of classiﬁcation outliers, like done in [5]. Other ﬁltering techniques, like a median ﬁlter, could be used as well. The extraction of this geometrical context is rather time consuming as it is calculated from about 1.5 megapixel (972  1448 pixel) input images. The images can not be downsampled further before the geometric context extraction since the resolution inﬂuences the results of Hoiem’s algorithm. Texture features. For describing texture, three features proposed within the Blobworld system [6] are used, capturing information about the local structure and the gradient magnitude. They are polarity, anisotropy and texture contrast, measuring the likelihood of the local gradient to switch direction, the relative strength of the gradients in orthogonal direction and the roughness of the region. These features are extracted from the second moment matrix over a multiscale search. This matrix could be calculated in a very efﬁcient way and is well know in the ﬁeld of point of interest detection (e.g. [14]). An example is shown in Fig. 2 where these three layers are color-coded: anisotropy (red), polarity (green), texture contrast (blue). The textural context features are calculated using the publicly available source code4. In this case we calculate the textural context on a downsampled version of the images with a width (respectively height) of 80 pixels, which is computationally very efﬁcient.



3.2. Visual context extraction 3.2.1. From image features to contextual information 3.2.1.1. Extracting contextual features. We assume that contextual information can be stored in feature maps, which are images themselves. These maps are stored in a lower resolution w.r.t. the input image since the contextual information is collected over a large part of the image. In our speciﬁc implementation these maps are stored so that the larger image dimension has 80 pixels. This speciﬁc width (respectively height) of 80 pixels was inspired by [6,5,49] and is meant as a tradeoff between capturing the gross contextual information and being computationally efﬁcient. We also tried to reduce these maps to 60 pixels and lower, which results in strong degradation of the results. These maps can encode high-level semantic features or low-level image features. Examples for semantic feature maps could be the result of a semantic image classiﬁcation (distinguishing classes like vegetation, sky or cars), where each feature map holds the classiﬁcation score for the given class. Whereas low-level features could be information of e.g. image gradients, texture descriptors, shape descriptors or color descriptors. In this work, two complementary types of features are used to form contextual information. The ﬁrst are geometrical features and encode geometrical properties of the given scene, i.e. vanishing points, parallel lines, spatial relation of semantic classes, etc. The second are texture features and represent intrinsic local image properties. Geometrical features. The proposed context feature maps are the three semantic classes from Hoiem’s classiﬁcation approach [17] giving a conﬁdence that the current pixel belongs to the ground, the vertical class (buildings, trees, etc.) or the sky. Therefore, the contextual features consist of a three layer image holding the conﬁdences of the three semantic classes. An exam-



1



http://www.ics.uci.edu/ihler/code/.



To demonstrate that this kind of image features can assist object detection in urban environments, we visualize the average object of interest, the average gradient magnitude, the average geometrical context and the average textural context in Fig. 3 for different scales. Pedestrians were chosen as objects of interest given the data set in [30]. It is obvious that the average pedestrian’s contextual arrangement is well deﬁned. Pedestrians are standing on the ground; the body is in the vertical context class and is not located in the sky; the pedestrians themselves are highly textured; areas above are strongly textured and areas below are more or less homogeneous. Since this is not a random conﬁguration, it can be learned. The geometrical context contributes to object detection as our objects of interest are strongly related to it. The texture cue contributes as it implicitly encodes the concept of ﬁgure/ground organization [38]. That is, in the case of urban scenes, ﬁgure corresponds to regions behind the object (buildings, trees, etc.), which are highly textured regions. Whereas ground corresponds to regions in front of the object, which are more or less homogeneous (grass, street, etc.). 3.2.1.2. Extracting and learning contextual features vectors. The next step is to extract feature vectors from the previously calculated context feature maps for a given position in the image. In order to reduce the dimensionality of the contextual representation we perform a sparse sampling strategy instead of using the whole information encoded in the context feature maps similar to [5]. A feature vector is extracted by sampling the data of the context feature maps relative to the objects’ centers for a certain number of radii and orientations. Since we deal with objects of an a-priori 2 For interpretation of color in Figs. 1–12, the reader is referred to the web version of this article. 3 http://www.cs.cmu.edu/dhoiem/projects/software.html. 4 http://elib.cs.berkeley.edu/src/blobworld/.
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Fig. 3. The average pedestrian out of approximately 4000 manually labeled pedestrians from the data set in [30]. The average pedestrian, the average gradient magnitude image, the average geometrical context and the average textural context are shown for three different scales (a) 1.0, (b) 2.0 and (c) 4.0.



Fig. 4. Contextual feature sampling concept (the sampling locations are shown as crosses): one object is represented by a feature vector holding the contextual information, shown for (a) the input image, (b) the corresponding geometrical features and (c) the textural features.



known range of sizes in the real world, e.g. pedestrians or cars, these ﬁxed sized regions are not representing the same semantic content for objects perceived at different scales. Therefore, these regions should be scaled with the object’s size in the image, visualized in Fig. 5a, in contrast to [5,34], where a ﬁxed sized region is used for sampling. In our previous work [35] we discuss the positive inﬂuence of the proposed scaling in detail. Actually, this scaling increases the similarity of the contextual feature vectors and yield a 1.3% increase of the detection rate. Fig. 4a illustrates the sampling concept, where the feature maps are sampled at 60 positions (5 radii and 12 orientations). The radii (r 2 ½3%; 5%; 10%; 15%; 20% of the image diagonal) are scaled w.r.t. the object’s height. We tested various other combinations of orientation counts and radii. We found that small variations do not have strong inﬂuence on the results and that the combination we use gives the best results. Samples beyond the image borders are collected by border replication padding. The replication padding assumes that the semantics continue outside the image (e.g. a facade of a building will continue outside the given image). Then, these 60 values are stacked into a single feature vector for each layer of the conﬁdence maps. These vectors are then concatenated and form the ﬁnal feature vector, sparsely representing the contextual information surrounding the current object of interest. This yields a lowdimensional context representation, i.e. a 180-dimensional vector in the used implementation per object. Such a contextual feature vector can be extracted for each object in a training set. These positive feature vectors together with negative feature vectors, randomly drawn from images not containing the speciﬁc object category, are passed to a supervised learning algorithm, i.e. a linear SVM in our case. The learned model should be capable of discriminating between a realistic or an unrealistic context for the object category of interest. Fig. 4 illustrates the workﬂow of how to extract a contextual feature vector from an image. For testing the stability of the SVM modeling, the image data set is split into halves via random selection, where one half of the images is used for training and the other half for testing. Having positive and negative examples, a linear SVM is trained, where we use the SVMLight implementation [21].5 A cross-validation approach shows, that the classiﬁcation rate is very stable for geomet-
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http://svmlight.joachims.org/.



rical and for textural context features (changes less than 1% over 100 iterations, where for each iteration the splitting into training and test set is performed randomly). This is a nice proof-of-concept for the generality of the extracted contextual information. 3.2.1.3. Using learned contextual model. To extract a context prior for a given image for each image position the corresponding contextual feature vector is extracted and supplied to the learned contextual model, i.e. a trained SVM in our case. As result this prior gives the likelihood of the presence of an object at this spatial location (see Fig. 2). Typically, the output of the machine learning algorithm is not probabilistic and spans over an arbitrary range of numbers. In order to make the fusion of different contextual scores simpler, we map the SVM outputs to the domain [0, 1] using robust statistics. This is done by zero-mean normalization of the training data. Then setting the standard deviation to 3, clipping values below 1 and above +1 and ﬁnally scaling the data to [0, 1]. The basic reason for the clipping is to remove outliers. The speciﬁc parameters are tuned for the used SVMLight implementation [21] and have to be set accordingly for other machine learning techniques. We also tested the approach from [36] to map SVM outputs to probabilities. However, this approach uses non-robust ﬁtting and therefore is not stable in our case. Our method also enables the extraction of several context priors for predeﬁned object sizes by scaling the radii in the sampling stage. An example of such priors is given in Fig. 5 for six scales s 2 ½4; 2; 1:5; 1; 0:5; 0:25. The ﬁnal context conﬁdence score for a given detection can then be calculated by linear interpolation using the scores of the two adjacent scales. E.g. an object of size s = 2.5 gets the interpolated score conf 2:5 ¼ 0:25 conf 4:00 þ 0:75 conf 2:00 . As a result the prior based on context is not only able to provide regions where an object is likely to occur, it also gives the possible size of the object. In Fig. 5b the most likely locations for pedestrians for six different scales are visualized using geometrical context only. In general, objects of different sizes occur at different locations in the image, so that these priors can be directly used for a ﬁxed sized template-based object detection technique. 3.2.2. Object Co-Occurrences According to [29], a natural way of representing the context of a speciﬁc object is in terms of its relationship to other objects. That is, if one object in a scene or image is known, the locations and
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Fig. 5. Top row: The regions from which the contextual information is gathered in one feature vector is visualized with the red and yellow circle for the two marked objects. The blue crosses indicate the locations where the contextual information is sparsely sampled. (a) The regions are scaled according to the object’s size so that they represent similar semantic information. (b) The most likely locations for pedestrians for six different scales are visualized using geometrical context only, showing that visual context provides a location and a scale estimate. Bottom row: Context priors based on geometry features for six scales s for the image in the top row. Bright regions indicate locations where pedestrians are likely to occur. It is visible that smaller objects are more likely to occur at different locations than bigger objects. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)



sizes of other target objects are strongly restricted. For illustration purposes we conducted a proof-of-concept experiment. We ﬁxed the location of one pedestrian in the image center and marked the relative occurrences of pedestrians and windows using the test image data set of [30]. As input approximately 4000 manually labeled objects were used for each class. Fig. 6 gives the probability distribution for the two object categories. In addition, some randomly drawn ground truth objects are visualized by their bounding boxes. It is clearly visible that the occurrence of different objects is not independent. Consequently, it makes sense to exploit this dependency for the task of object detection. To model these spatial dependencies within our framework we extract the conditional probability function for object co-occurrences which is a 2D pdf like visualized in Fig. 6. This pdf is learned from ground truth information, i.e. manually labeled objects for the employed databases (see Section 4.1), using kernel density estimation (KDE) in the following way: All images in the data set are sequentially processed. For each image the ground truth objects are collected. Then, for each object the relative offsets to all other objects in the current image are calculated. These relative offsets w.r.t. the image center are then used to calculate the 2D pdf via KDE. The prior holds the likelihood of the presence of other objects given one known object in the center. Once the co-occurrences are learned they are embedded in the test stage as follows: All object hypotheses from an object detector are used in a voting scheme. Each detection votes for all other detections in the image based on the spatial relation and according



to the derived 2D pdf. For comparison we also perform a weighted voting, where the weight is deﬁned as the object detection score. In this case weak detections, that are more likely to be incorrect, have a smaller inﬂuence in the voting process. Similar as the approach in [18] this object co-occurrence principle acts as a spatial clustering of the given object hypotheses. In the special case of detecting pedestrians in urban scenes we introduce a second type of probability modeling. As clearly visible in Fig. 1b and in Fig. 6a pedestrians (more speciﬁcally their centers) are more or less aligned on a horizontal line. As a consequence we also model a 1D pdf by marginalizing the initial 2D pdf over the xaxis, yielding a 1D Gaussian-like shaped pdf. This kind of modeling reduces the computational costs and yield better results in this particular setting. Note that, the generality of the framework is lost when switching to 1D modeling. If our task, e.g., would be to detect cars in a circular trafﬁc setup, then the original 2D pdf has to be used. 3.2.3. Bottom-up saliency It is a common technique to focus on salient regions when searching for a particular object in an image. This kind of sequential processing is also known from the human visual system. In this work we are using pure bottom-up saliency as deﬁned in [20] to calculate the prior for object detection. In contrast to the method described in Section 3.2.1 the extracted saliency map is task-independent and can therefore not adapt for speciﬁc object categories. Overall, it can be assumed that a purely task-independent bottom-



Fig. 6. Conditional dependencies of objects. The probability distribution of (a) pedestrians and (b) windows is visualized, under the condition of the presence of one pedestrian in the center of the image. A couple of object locations are shown by their corresponding bounding boxes.
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Fig. 7. Example of bottom-up saliency map extraction. (a) Input image, (b) input image with superimposed saliency map, (c) the saliency map, (d) conspicuity map based on color, (e) conspicuity map based on intensities and (f) conspicuity map based on orientations. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)



up saliency map will not contribute as much as the previously presented approach. However, it is included in our system to enable a comparison to other cues. The particular method to extract the saliency map of a still image is described in [49] which is available as a Matlab implementation.6 As underlying conspicuity features color, intensity and orientations are used. The proposed default parameters in [49] are applied, i.e. using four orientations calculated via Gabor ﬁltering and equally weighting between the different image features. Dyadic image pyramids are utilized with the lowest surround level of 3, highest surround level of 5, smallest center-surround delta of 3, largest center-surround delta of 4 and saliency map level of 4. For normalization the iterative scheme is used with 3 iterations (see [49] for details). The resulting saliency map is extracted at lower resolution setting the larger image dimension to 80 pixels and scaled to the domain [0, 1]. An example is given in Fig. 7. 3.3. Object detector Local appearance-based object detection is not the main focus of this paper. Nevertheless, the basic principle of the evaluated object detection algorithm is given. As the underlying object detector we apply the method of Dalal and Triggs [7], using Dalal’s binaries.7 The main arguments why this speciﬁc detector was chosen are: (i) It was developed for pedestrian detection which is exactly our use case. (ii) The resulting detection rates are very good and outperform several other methods [26,52]. (iii) It can be implemented on GPU and is therefore very efﬁcient [51]. (iv) Threshold parameters can easily be modiﬁed so that also weak hypotheses can be used in the experiments. This object detector is based on the histograms of gradients method, encoding the silhouette of an object. Like proposed in [18] we set the threshold for rejecting hypothesis very low, actually to the value 2.0. The detection scores are normalized to [0, 1] using the given minimal and maximal values, where we used [1.0, 1.7] (different scalings would not alter the ﬁnal results due to KDE modeling, as long as minimal and maximal numbers are not clipped). Values above the thresholds are clipped. The detector’s output are therefore normalized, however not probabilistic. To compare the detections to the ground truth, the criteria in [25] are implemented, being relative distance, cover and overlap. A detection is considered correct, if the relative distance is less than 0.5 and cover and overlap are both above 30%. These classical cri6 7



http://www.saliencytoolbox.net/. http://pascal.inrialpes.fr/soft/olt/.



teria are also used in the PASCAL challenge [9] and in other works on pedestrian detection, e.g. [18,34,52]. 4. Experimental results After introducing the database used for evaluation, we analyze the inﬂuence of the different contextual cues on the task of pedestrian detection. Then our proposed method is compared to a stateof-the-art approach for pedestrian detection using contextual information. Finally, results are given for other object categories to show that our method is general and not limited to pedestrians only. 4.1. Database We collected a demanding image databases for performing the evaluations. By demanding we mean images with a lot of background clutter and textured regions, where object hypotheses from local appearance-based object detection are often weak or even incorrect, and where objects occur at very different scales. Standard data sets like LabelMe [39] and especially its subset as used in [18,19] have a more or less homogeneous foreground. Therefore, classical object detectors perform better than on our data set, where the ground plane is often covered by cobblestones or grass. 4.1.1. Darmstadt urban image data set (DUIS131) We collected the DUIS131 which is freely available8 and ﬁrst published in [35]. This image data set contains 1572 images of the city of Darmstadt in Germany with a resolution of 1944  2896 pixels each. For our evaluation the images were downsampled to 972  1448 pixels. For ground truth we manually labeled 4133 pedestrians. Each pedestrian is deﬁned by its corresponding bounding box, encompassing the whole object. The object centered bounding boxes have a ﬁxed aspect ratio of 1:2. On average, there are many small pedestrians with a height smaller than 128 pixels. However, also large objects are in the data set, the tallest having more than 900 pixels. 4.2. Evaluation of different contextual cues We conducted tests to evaluate the performance of the proposed contextual cues, while also comparing the context integra-
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tion techniques. For these tests we used local appearance alone (i.e. the object detector) as a reference and compared it to the fusion with geometry, texture, saliency, object co-occurrence, weighted object co-occurrence and to the fusion of all mentioned cues. The integration of context into the object detection framework is obviously only successful if it improves the detection rate. Therefore, we plot the detection rate versus the false positives per image (FPPI), i.e. the average number of incorrect detections (false positives) per image. For the case of object co-occurrences conditional dependencies of pedestrians are exploited and the evaluation is given only for the 1D prior, as the 2D prior yields slightly worse results and is computationally more complex. In the ﬁrst test, we assume that the local appearance scores and the context conﬁdence scores are statistically independent and their conditional probability can therefore be calculated by multiplication (cf. Eq. (3)). In addition, the initial scores are treated as if they were probabilistic, as done in [47,5]. The detection rate plots are given in Fig. 8a showing that the contextual integration degrades the initial result signiﬁcantly. The reason for this behavior is, that both assumptions used are incorrect. The initial conﬁdence scores are not probabilistic and they are also not statistically independent. Nevertheless, we can interpret the inﬂuence of the different contextual cues. The worst cue is saliency, followed by nonweighted object co-occurrence, then weighted object co-occurrence, while the best cues are texture and geometry. The combined score ‘‘suffers” from the saliency score and is therefore not better than the best individual cue. The particular issue for saliency being more or less useless in this framework is, that it is task-independent. Pedestrians in urban scenes are often not very salient (e.g. dressed in black and walking on a gray pavement) and get a saliency score of exactly zero, which then also yields a combined score of zero. In the second test, we again assume statistical independency but calculated the prior probabilities of the conﬁdence scores.



a



The difference to the previous test is that the conﬁdence scores are mapped to probabilities with a prior function learned during training (performing a 1D KDE). Results are given in Fig. 8b. Obviously, the saliency maps are again degrading the results. However, all other cues contribute in a positive way to the object detection accuracy. The ranking of the cues is the same as in the previous test, with the exception that texture is aiding more than geometry. The combination of all cues is now better than any initial cue, which is an indication that the cues provide complementary information. In the third test, we model the dependencies of the cues with the proposed KDE approach. To show the impact of the individual cues we modeled the conditional probabilities of local appearance and each of the contextual cues, which is done via a 2D KDE. Then all cues are modeled with a 6D KDE. Results are given in Fig. 8c, where two major changes to the curves in Fig. 8b are visible. First, the correctly modeled dependency of saliency and local appearance is not degrading the result anymore. However, the combined curve of these two modalities does not yield better accuracy then local appearance alone. The conditional pdf, generated via KDE, automatically models that saliency is not distinctive for this task. Second, the combination of all cues yields a signiﬁcantly better outcome than the pairwise combinations. This is exactly what should be the case if the cues are complementary and the context integration is performed correctly. To emphasize the importance of the context integration step we plotted the combined scores from all three tests in one graph (see Fig. 8d). At a ﬁxed rate of two FPPI the naive approach (ﬁrst test) decreases the detection rate by 3.8%, the second method modeling 1D pdfs increases the performance by 5.5% and the full KDE modeling boosted the results by 11.1%. To reduce the complexity in modeling the conditional pdfs we are not using saliency in the further test. This kind of contextual information could not assist object detection in our setting. From the object co-occurrence cues
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Fig. 8. Comparison of detection rates using different context integration techniques on the DUIS131 data set. Context integration based on (a) multiplication of the individual conﬁdence scores, (b) multiplication of the individual probability scores and (c) modeling the total dependencies using the KDE approach. (d) Comparison of the fused detection rates from (a–c), where our KDE approach signiﬁcantly outperforms the other context integration concepts.
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the image’s height. In general, a cluster of incorrect object hypotheses from the object detection algorithm yields an improper solution in the contextual inference in [18]. However, in our approach only one out of three contextual cues, namely the object co-occurrence cue, is inﬂuenced by clusters of wrong hypotheses. The other cues based on geometry and texture are not intertwined with the spatial relations of the hypotheses, and therefore are not inﬂuenced negatively in this case.
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we use the weighted version only, as it always performed better. Therefore, in total three contextual features are used, namely texture, geometry and object co-occurrence. Next, we evaluate if one speciﬁc combination of these features performs better than others. All combinations of the three contextual cues were combined with the local appearance information and results are shown in Fig. 9. The ordering of combination of cues is as following (from worst to best, average detection rate improvements given in brackets): object co-occurrence (3.4%), geometry (4.5%), texture (5.5%), geometry and object co-occurrence (6.2%), texture and object co-occurrence (7.4%), geometry and texture (8.5%), combination of all cues (11.3%). These results are a proof-of-concept that local appearance and contextual information are not independent. The dependency can be modeled e.g. using the proposed KDE approach. The ﬁnal results are signiﬁcantly better than the results achieved by other authors. 4.3. Comparison to a state-of-the-art method In this section we compare our framework for context-aware object detection to the well-known concept by Hoiem et al. [18]. For the tests their publicly available code is used.9 We perform two different experiments to show that the contextual integration is of great importance. First, both methods are evaluated without modeling the probability functions. The results are given in Fig. 10a, showing that both methods degrade the initial detection rate (cf. Fig. 8a). For our approach we use contextual features based on texture, geometry and object co-occurrence. Since Hoiem’s et al. approach is based on a probabilistic framework as well it cannot work correctly on this kind of data. Second, we convert the detection scores to probabilities and supply them to Hoiem’s et al. algorithm. Then we compare the results to our framework using multi-dimensional KDE modeling. The detection rates are given in Fig. 10b. Both methods increase the accuracy of object detection if the contextual integration is performed accordingly. Our approach increase the detection rate by 11% on average and Hoiem’s approach by 4%. At a ﬁxed rate of two FPPI the increase is 11.5% and 3.8% respectively. One reason for the rather poor performance of the approach in [18] can be found in their inference process, which sometimes produces an incorrect solution. A cluster of object hypotheses is determined that satisﬁes a viewpoint estimate, which however is incorrect. In such a case typically all resulting detections are incorrect and correct detections are mostly discarded. In the data set used for evaluation the viewpoint estimate is imprecise for 10.1% of all cases. We consider the horizon estimate as correct if its position w.r.t. the ground truth horizon deviates maximally by 10% of 9
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In the experiments described thus far, the evaluation was performed using pedestrians as objects of interest. To prove that the concept is not limited to this kind of objects, we calculated context priors also for cars and windows using the LUIS34 data set presented in [30]. In addition to the 3803 pedestrians we manually labeled 803 cars and 3601 windows and run the context extraction with the same parameters. Results for visual interpretation are given in Fig. 11 using geometry as contextual cue. As the presence of an object also inﬂuences the visual contextual features, for the object category cars only regions where there are actually cars in the image get high scores not e.g. the whole road. In Fig. 11 it can be seen, that pedestrians should appear on pavements, cars occur on the road, which is next to the possible location of pedestrians. Windows are basically above the road on facades of buildings. These different image regions are correctly detected using our deﬁnition of visual context. The priors for cars and for windows will deﬁnitely support a local appearance-based detection algorithm, as it is the case for pedestrians. When applying the framework for detecting a different object category using another local appearance-based detector, the following parameters have to be adjusted: The detector’s output should be mapped to the domain [0, 1] (cf. Section 3.3) and also weak hypotheses should be gathered (normally there is a threshold in the detection process). When switching to another learning scheme, instead of using the proposed SVM approach, the resulting values of this method have to mapped to [0, 1] as well (cf. Section 3.2.1.2). All other internal parameters are calculated automatically from the given input data. 5. Discussion We presented methods to extract visual contextual information from images and used it to increase the performance of local appearance-based object detection. The proposed framework is very general and evaluated on outdoor scenes. It is assumed that the beneﬁt of using visual context for object detection would be lower for more complex scenes and objects, e.g. arbitrary indoor settings. However, the authors are conﬁdent that context also plays an important role in indoor recognition which was recently shown by e.g. [8,37,27]. A major contribution of this work was the context integration technique based on multi-dimensional KDE modeling. We compared our approach to the one state-of-the-art method by Hoiem et al. [18]. Both methods for performing visual-context-aware object detection improve the detection rate of the underlying detector. However, the increase of the detection rate is on average only about 4% for [18], while it is 11% for our method (see Fig. 10). Depending on the ﬁnal application this boost is of interest or may be negligible. An interesting question is why these novel methods are not providing stronger cues to assist object detection. Part of the answer is illustrated in Fig. 12. In Fig. 12a two images of our data set are shown with all object hypotheses based on local appearance marked. In Fig. 12b all detections with a probability of being correct higher than 0.5 are given. In Fig. 12c the horizon estimate from [18] is visualized with the
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Fig. 10. Comparison to the state-of-the-art approach [18]. Detection rates (a) using the context integration based on pure multiplication and (b) using our KDE-based context integration technique. While the original methods decrease the accuracy, they yield good results when incorporating the visual context in a proper way.



Fig. 11. Context priors for three different object categories shown for two images of the database in [30]. Shown are the context priors for pedestrians, cars and windows and the input image multiplied by these maps. Bright areas indicate locations where the probability for the presence of the given object category is high.



remaining object hypotheses after contextual inference. Even though the horizon is correctly estimated and all 11 (top row) respectively 9 (bottom row) detections satisfy the global scene geometry, only 1 of them is a correct detection in each row. In Fig. 12d the location priors from our method are shown for geometry features (shown for the scale s = 1, cf. Fig. 5). These priors are robust estimates, however they only down-rank a few detections with a high detection score, i.e. the hypothesis on the roof top in the second example. In general the problem is that there are many object hypotheses based on a local appearance measure that are incorrect but suit to the scene in terms of their position and size. Such hypotheses cannot be rejected or down-ranked by visual contextual information. Additionally, it can happen, that a correctly detected object gets a low contextual score. This is the case when a speciﬁc situation is (i) not presented in the training set (e.g. a person standing on a balcony in our pedestrian scenario) and therefore not modeled or (ii) rare, i.e. an outlier in the contextual feature space. Such speciﬁc detections are basically ‘‘sacriﬁced” for an overall increased detection rate.



In total, visual context only provides priors for the position and size where an object of interest is likely to occur according to the given scene content. On the one hand, false object hypotheses ﬁtting to the scene layout ‘‘survive” the contextual inference. On the other hand, hypotheses that are strongly out-of-context have a weak local appearance in many cases anyway. Due to this aspects, the boost of the detection rate is limited using visual context as an additional cue. Next, we discuss the contributions of the proposed contextual cues for pedestrian detection. First, we found that pure bottom-up saliency is not helping at all. To be fair, we have to point out that there is evidence that saliency in fact aids pedestrian detection, if motion is included in the saliency extraction. Obviously, moving objects in urban scene are often pedestrians, which is exploited in e.g. [13]. However, for this kind of processing video data is needed and non-moving pedestrians will not get detected. Second, our concept of modeling object co-occurrences is straight forward and extremely efﬁcient to implement. The detec-
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Fig. 12. Limits of visual-context-aware object detection. (a) Urban scene with hypotheses for pedestrians, (b) object hypotheses with a score larger than 0.5, (c) horizon estimate and detections supporting this estimate [18] and (d) context priors using geometry features.



tion rate increases by 3.4% in our evaluation using this contextual cue. The object co-occurrence method is limited due to two reasons: (i) The conﬁdence score is not really telling if there is only a small number of objects detected in an image and (ii) clusters of incorrect hypotheses will get a high score even though all hypotheses are erroneous. The same two problems are also experienced with the algorithm in [18]. Third, the contextual cue based on the semantic image segmentation is contributing with 4.5% to the detection rate. The main limitations for the geometry are that many other objects share the same scene context which are not within the object category of interest. In the case pedestrian detection classical examples are trash cans or part of fences having coarsely similar shape as pedestrians and are often of similar height. Fourth, the contextual cue based on a simple texture descriptor performs better than geometry, aiding 5.5% to the pedestrian detection. The beauty of these contextual features is that they can be estimated in a very low resolution (the input image can be downsampled to approximately 80  60 pixel) and are therefore computationally very cheap. However, it focuses on speciﬁc properties of urban scenes, i.e. that the ground is rather textureless in general. Therefore, this learned model is not general and will yield incorrect results in random outdoor scenes. Overall, the individual contextual cues are not completely complementary, therefore the context integration via KDE yields on overall increase of 11.3% which is less than the sum of the single contributions. Nevertheless, it was shown that modeling the dependencies of local-appearance and the contextual cues via KDE yields very good results. This empirically proves that these cues are actually statistically depended and an independency assumption like e.g. in [47,45,5] is inadequate.



crease the performance of object detection techniques. Therefore, we presented a novel framework for visual-context-aware object detection in still images. Methods for extracting visual contextual information from still images were proposed, which were then used to calculate a prior for object detection. The concept is based on a sparse coding of contextual features, which are based on geometry and texture. In addition, bottom-up saliency and object co-occurrences were exploited, to deﬁne auxiliary visual context. To integrate the individual contextual cues with a local appearance-based object detector, a fully probabilistic framework was established. In contrast to other methods, our integration is based on modeling the conditional probabilities between the different cues using a kernel density estimation. We empirically proved that our dependency assumption is correct and that this integration is a crucial part of the framework which was demonstrated within the detailed evaluation. Our method was evaluated using a novel demanding image data set and compared to a state-of-the-art method for context-aware object detection. An in-depth analysis was given discussing the contributions of the individual contextual cues and the limitations of visual context for object detection. In our experiments the proposed framework increased the object detection rate by over 11%, which is a proof-of-concept that visual context, as deﬁned in this work, aids object detection signiﬁcantly.



6. Conclusion
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