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a b s t r a c t Hierarchical clustering problem is a traditional topic in computer science, which aims to discover a consistent hierarchy of clusters with different granularities. One of the most important open questions on hierarchical clustering is the identiﬁcation of the meaningful clustering levels in the hierarchical structure. In this paper, we answer this question from algorithmic point of view. In particular, we derive a quantitative analysis on the impact of the low-level clustering costs on high level clusters, when agglomerative algorithms are run to construct the hierarchy. This analysis enables us to ﬁnd meaningful clustering levels, which are independent of the clusters hierarchically beneath it. We thus propose a general agglomerative hierarchical clustering framework, which automatically constructs meaningful clustering levels. This framework is proven to be generally applicable to any k-clustering problem in any a-relaxed metric space, in which strict triangle inequality is relaxed within some constant factor a. To fully utilize the hierarchical clustering framework, we conduct some case studies on k-median and k-means clustering problems, in both of which our framework achieves better approximation factor than the stateof-the-art methods. We also extend our framework to handle the data stream clustering problem, which allows only one scan on the whole data set. By incorporating our framework into Guha’s data stream clustering algorithm, the clustering quality is greatly enhanced with only small extra computation cost incurred. The extensive experiments show that our proposal is superior to the distance based agglomerative hierarchical clustering and data stream clustering algorithms on a variety of data sets. Ó 2014 Elsevier Inc. All rights reserved.



1. Introduction Clustering analysis is a well studied topic in computer science [14,16,3,31,2,11,10,5,41]. Generally speaking, clustering analysis tries to divide the unlabelled objects into several groups, maximizing the similarities among objects in the same group while minimizing the similarities among objects from different groups. It is widely used in many real applications, such as market analysis, image segmentation and information retrieval. While traditional clustering techniques usually just
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split the objects based on a speciﬁed or estimated cluster number, hierarchial clustering [13,34] aims to construct a hierarchical structure consisting of clusters with different granularities. The interests on hierarchical clustering stem from different applications. First, it is well observed that people understand the universe in a hierarchical manner. In zoology, for example, gorilla and chimpanzee are all animals similar to human given a high level of species categorization, while both of them are quite different from human beings when zooming into the speciﬁc category of ‘‘Euarchonta’’. To better understand the relationships among unknown objects, it is necessary and fundamental to construct a hierarchical clustering rather than clustering with a single granularity, e.g. recovering the hierarchy of natural topics in text mining [43,42,25]. Second, hierarchical clustering is useful in many operational tasks. In sensor network, a well designed hierarchical clustering on the sensor nodes is able to improve the structure of the network system [8], leading to less communication cost and more energy savings on the nodes. Third, a good hierarchical clustering provides concise summarizations of the data on different granularities. These summarizations facilitate applications in scenarios with strict memory constraints, such as data streams. Existing clustering algorithms on data stream usually exploit the hierarchical structure for fast and accurate clustering on large data set [17,12,37]. In this paper, we focus on the general k-clustering problem, which discovers k centers in the space, minimizing the clustering cost, i.e. the sum of the distances from the data points to the nearest center. Given a point group of size n, the standard hierarchical clustering is a natural extension of k-clustering problem, constructing level-wise consistent k-clusters with k from 1 to n on different levels. Speciﬁcally, each clustering level Li is the reﬁnement on the level Li1 , with L1 is exactly the original data set. In Fig. 1, we present an example of hierarchical clustering on 1-dimensional data. It is straightforward to verify that clustering on level Li simply merges two centers in the clustering on level Li1 . In the last decade, extensive efforts were devoted to k-clustering problems with respect to a wide spectrum of distance functions, such as squared Euclidean distance (k-means) [3,31] and general metric distance (k-median) [2,11,10,5], leading to algorithms achieving constant approximations on the clustering cost. However, solutions to hierarchical k-clustering problem with performance guarantee were not available until recently [13,38,34], due to the hardness on the approximation requirements on all levels. While existing hierarchical clustering algorithms only return results with large approximation factors, an important question arises on the meaningfulness of the hierarchy with all clustering levels of all possible cluster numbers, since most of the levels do not provide additional categorization information to other levels. In this paper, we address this problem by carefully identifying more important clustering levels from the hierarchy. Intuitively, a clustering level Li may be more informative, if the levels beneath it in the hierarchy do not affect the clustering cost of Li achieved by the clustering algorithm. Later, we will give detailed analysis of this intuition using a Chinese Restaurant Process model [9]. This criterion distinguishes core clustering levels from trivial ones. Take Fig. 1 an example, L2 is simply trivial compared with L1 , while L4 may give a much better abstraction on the four clusters in the original data set. To effectively and efﬁciently discover a clustering hierarchy containing only important and meaningful clustering levels, we propose a general agglomerative hierarchical clustering framework. This framework is general enough to handle any k-clustering problem in any a-relaxed metric space, in which the strict triangle inequality is relaxed with some constant factor a. Given a k-clustering algorithm and the relaxed metric space, the framework constructs the hierarchical clustering in a bottom-up manner. In each construction iteration, the framework ﬁrst selects the appropriate size si for the next clustering level to build. The clustering algorithm is then invoked to ﬁnd si centers in the space as elements in the new level. The construction process terminates when reaching the top level with exactly one center. If running the framework on the 1-dimensional data in Fig. 1, it skips the ﬁrst two levels L2 and L3 , and directly jumps to level L4 . Another level L5 is selected and constructed in next round, before L7 capping the clustering hierarchy.



L7 L6 L5 L4 L3 L2



L1



p1 p2 p3



0 1



2



p4



4



p5



6



p6 p7



10 11



Fig. 1. Example of hierarchical clustering on 1-dimensional data.
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To verify the effectiveness of our hierarchical clustering framework, we ﬁrst conduct two case studies on two a-relaxed metric spaces employing squared Euclidean distance (a ¼ 2) and general metric distance (a ¼ 1), which are commonly known as k-means and k-median clustering problems respectively. Given the existing algorithms for traditional k-clustering problem on these two spaces, we theoretically prove that the approximation factors of our framework are superior to the state-of-the-art hierarchical clustering methods on these two spaces. To fully utilize the proposed framework, we also try to incorporate our proposal into the existing summarization-based clustering algorithm on data stream [17]. While the original algorithm [17] merges the items on the data stream with speciﬁed merging rate, our framework enhances the performance by adaptively choosing the size of summarization with respect to the next meaningful clustering level. This greatly improves the performance of data stream clustering algorithm, incurring only small extra computation cost spent on the size selection. To evaluate the practical values of our proposal, we conduct extensive empirical studies on both synthetic and real data sets. The experimental results show that our framework dramatically outperforms the existing methods on clustering quality in both hierarchical and data stream clusterings, with competitive computation cost on a variety of data sets. The contributions of the paper are summarized below: We propose a new selection criterion on meaningful clustering levels in hierarchical clustering. We present a general framework for hierarchical clustering with any k-clustering problem in any a-relaxed metric space. We study the cases on combining our framework with k-means and k-median clusterings. We enhance the existing data stream clustering algorithm with better summarization size selection by our hierarchical clustering framework.  We conduct extensive experiments to evaluate the performance of our proposal.



   



The remainder of the paper is organized as follows. Section 2 reviews some existing studies on related clustering problems. Section 3 provides the preliminary technical knowledge of our paper. Section 4 introduces our general framework of hierarchical clustering. Section 5 studies the applications of the framework on k-median and k-means clusterings. Section 6 presents a general method to enhance the performance of existing data stream clustering algorithm. Section 7 evaluates our proposed methods empirically, and Section 8 ﬁnally concludes this paper. 2. Related work Clustering is an important topic in computer science that has been studied for a long time. Generally speaking, studies on distance-based clustering problems can be divided into some subﬁelds according to the clustering objective, such as k-centers, k-means, and k-median. Among the research on the k-centers problem, Gonzalez [16] ﬁrstly proved the NP-hardness of the problem and proposed a 2-approximate algorithm with OðnkÞ time complexity. Feder and Greene [14] improved the time complexity to Oðn log kÞ. Har-Peled [21] showed that for k ¼ Oðn1=4 Þ, a linear time algorithm can ﬁnd the 2-approximate k-centers solution. k-means is the most popular clustering methods because of the existence of some efﬁcient algorithm without quality guarantee. Inaba et al. [26] provided a OðnOðkdÞ Þ algorithm to solve the problem and an -approximate 2-means algorithm in Oðnð1=Þd Þ time. In [31], Kumar et al. proposed a 1 þ -approximate algorithm for the k-means problem in any Euclidean space of time complexity linear to both data size and dimensionality. Kanuago et al. [29] gave a swapping based algorithm, achieving ð9 þ Þ-approximation. Arthur et al. showed a seeding method directly achieving Oðlog kÞ approximation. There are also some studies on the convergence speed of k-means algorithm [3,24] and some fast algorithms [7]. Among the k-median studies, Arora et al. [2] presented the ﬁrst constant approximation algorithm on the Euclidean k-median problem. Then, Charikar et al. [11] gave the ﬁrst 6 23-approximate k-median algorithm in any metric space. In [28,27], Jain and Vazirani gave a 6-approximate k-median algorithm using Primal–Dual technique, which is improved to 4-approximate in [10]. Arya et al. [5] proved that local search by swapping can obtain a 5-approximate k-median result, which can be improved to 3 þ 2=p with the replacement of p out of k medians at the pﬃﬃﬃ same time. Le and Svensson [33] proposed a pseudo approximation method and achieve the approximation ratio 1 þ 3 þ d for any d > 0. Recently, some constant factor approximation methods [18,30] were proposed for the fault-tolerant k-median problem. A hierarchical clustering method generates a hierarchical structure of the given data set [20]. The formal deﬁnition of hierarchical clustering, from algorithmic point of view, was ﬁrst proposed by Dasgupta in [13]. He solved the hierarchical k-center problem by presenting an 8-approximate algorithm. In [38], Plaxton extended the problem to k-median clustering on the basis of the incremental clustering technique [35]. In [34], Lin et al. improved the approximate ratio of hierarchical k-median clustering with their general framework for incremental optimization. Recently, minimum spanning tree [44], dynamic k-nearest-neighbor list [32] and so on heuristic techniques were also used to improve the performance of the algorithm. Hierarchical clustering is widely applied in many real applications. In [43], a topic hierarchy was automatically discovered by running both bottom-up and top down hierarchical clustering algorithms on unlabeled documents. In [8], the communication network among sensor nodes was optimized with hierarchical clustering result, which was shown to save communication cost and energy consumption on the nodes. A lot of scalable clustering algorithms for the large data set were also developed using the hierarchical concept, such as the BIRCH [40] and CURE [19].
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The problem of hierarchical clustering is also closely related to coreset problem in computational geometry. The concept of coreset for clustering was ﬁrst proposed in [6], trying to ﬁnd a small subset of the original data set, k-clustering on which is also a good solution for the original data set. In [23], Har-Peled and Mazumdar showed a method to construct a coreset of 2 size Oðkd log nÞ in low dimension Euclidean space. In [22] Har-Peled and Kushal reduced the coreset size to Oðk =d Þ which is independent of data size. Data stream clustering is another important topic related to hierarchical clustering. The stream data is usually summarized hierarchically to save memory consumption. In [17], for example, a pyramid structure was used to aggregate streaming data, by which k-median clustering was computed on top of the structure. In [12], density-based summarization was employed to maintain useful information for clustering on data stream environment. In [15], Frahling and Sohler gave a coreset construction for k-median on data streams of size Oðkd log nÞ. In [1], the clustering was conducted on a sampled data from the data stream, and the extension showed good performance on the detection of spam information on twitter data stream [36]. 3. Preliminaries For a real number a P 1, a distance function dð; Þ in the data space is a-relaxed metric, if it follows all the conditions of metric distance except the triangle inequality. Instead, given three points x; y; z in the space, an a-relaxed metric dð; Þ has dðx; zÞ 6 aðdðx; yÞ þ dðy; zÞÞ. By the deﬁnition, any metric distance is 1-relaxed metric distance, and squared Euclidean distance is a 2-relaxed metric, as proved in [38]. The hierarchical clustering framework proposed in this paper accepts any a-relaxed metric as the underlying distance. With the underlying distance dð; Þ, the general k-clustering problem is formally deﬁned as discovering a set of k centers, denoted by C, in the space to minimize the cost, which is the weighted sum of the distances from every point in a data set D to the closest center in C, i.e.



CðC; DÞ ¼



X mindðp; cÞwp p2D



ð1Þ



c2C



Here, wp is the weight of the point p. Thus, it is easy to verify that k-median clustering is a k-clustering problem with any metric distance as underlying distance, while k-means clustering is k-clustering problem with squared Euclidean distance. In Fig. 2, we present an example of some clusters on a 1-dimensional data set D with 7 points, i.e. D ¼ fp1 ; p2 ; . . . ; p7 g. If a center set fc1 ; c2 ; c3 g is outputted as the 3-clustering result, the clustering costs are 5 with Euclidean distance. If squared Euclidean distance is employed instead, the new clustering cost is 7. Our clustering hierarchy consists of h levels, denoted by L1 ; L2 ; . . . ; Lh from bottom to top. The bottom level L1 contains all the points from the original data set D with weight 1 for every single point in D, and any other level Li contains si points, satisfying siþ1 < si . Every point in Li (i < h) has one and only one parent in Liþ1 . The weight wp of a point p 2 Li 1 < i 6 h is the number of p’s descendants on L1 , denoted by jNðp; L1 Þj. Thus, the cost of a level Li with respect to another level Lj is P P measured as CðLi ; Lj Þ ¼ p2Li q2Nðp;Lj Þ dðp; qÞwq where Nðp; Lj Þ consists of all the descendants of p in Lj . Recalling the example in Fig. 2, there are two levels of hierarchical clusters, L2 and L3 , with 3 and 2 centers respectively. Based on the deﬁnitions above, we have jNðc1 ; L1 Þj ¼ 3 since there are three points on L1 close to c1 . Similarly, jNðc4 ; L2 Þj ¼ 1 and jNðc5 ; L2 Þj ¼ 2. The qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ cost of L3 with respect to L2 is 3  ð1  1Þ2 þ 2  ð6  8Þ2 þ 2  ð10  8Þ2 ¼ 8 if adopting Euclidean distance. If employing squared Euclidean distance instead standard Euclidean distance as underlying distance measure, the cost will be 3  ð1  1Þ2 þ 2  ð6  8Þ2 þ 2  ð10  8Þ2 ¼ 16 .
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Fig. 2. Example of traditional clustering on 1-dimensional data.
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To make the notations clearer, we also use Hðp; Li ; Lj Þ to denote the points in Lj which are closer to p 2 Li than any other points in Li . Considering two levels L2 and L1 , it is easy to verify Hðc1 ; L2 ; L1 Þ ¼ fp1 ; p2 ; p3 g. For c4 on L3 , its neighborhood on L1 are Hðc4 ; L3 ; L1 Þ ¼ fp1 ; p2 ; p3 ; p4 g. Note that despite p4 is descendant of c5 , its distance to c4 is smaller than that to c5 . Let XkD denote the optimal k-clustering result for a data set D, which minimizes k-clustering cost CðC; DÞ among all center sets C of size k. Then, another center set C of size k is b-approximate to XkD if CðC; DÞ 6 bCðXkD ; DÞ. A k-clustering algorithm is bapproximate if it can always output b-approximate result for any k and D. A hierarchical clustering structure in our framework is constructed agglomeratively, in a bottom-up manner. Given a series of general k-clustering algorithms fA1 ; A2 ; . . . ; Ah1 g, each of which outputs some center set C ¼ Ai ðk; DÞ for any speciﬁed cluster number k and data set D. Assuming each clustering algorithm Ai generally achieves bi -approximation, i.e. for any cluster number k and data set D, the algorithm ﬁnds some C that



CðC; DÞ 6 bi CðXkD ; DÞ



ð2Þ



Given the algorithm set, the hierarchy is built recursively, by running Ai on Li , i.e. Liþ1 ¼ Ai ðsiþ1 ; Li Þ, for 1 6 i 6 h  1. With the clustering result Liþ1 , every p 2 Liþ1 takes all points in Li close to p as its children and uses the sum of the weights on its children as the new weight wp . In Fig. 2, for example, the weight of the center c5 in L3 is 4, since both c2 and c3 have weights 2. Different from clustering cost for k-clustering, the clustering quality of a level Li with respect to another level Lj (j < i) is measured without assigning points to closest center. Instead, the hierarchical cost of Li depends on the descendant relationships, i.e.



CðLi ; Lj Þ ¼



X X



dðp; qÞwq



ð3Þ



p2Li q2Nðp;Lj Þ



where Nðp; Lj Þ consists of p’s descendants on Lj . In Fig. 2, Nðc5 ; L1 Þ ¼ fp4 ; p5 ; p6 ; p7 g. A clustering level Li of size si is



ci -approximate si -clustering with respect to L1 ¼ D, if  s  CðLi ; L1 Þ 6 ci C XDi ; D



ð4Þ



The basic goal of hierarchical clustering is to achieve constant ci for every level Li in the clustering hierarchy for any



a-relaxed metric space. To discover meaningful hierarchical clustering, we also aim to ﬁnd important clustering levels. Speciﬁcally, a clustering level Li is independent to the level beneath it, if its hierarchical clustering cost is not affected by the construction of Li1 , i.e.



ci ¼



CðAi1 ðsi ; Li1 Þ; DÞ  s  ¼ Oðbi1 Þ C XDi ; D



ð5Þ



The condition equation above implies that a clustering level Li is meaningful, if the algorithm Ai1 run on Li1 achieves no worse quality guarantee than Ai1 does on the original data set D. In the rest of the section, we use nested Chinese Restaurant Process [9], a generative model of hierarchical clustering, to explain the intuition behind our level selection criterion. This model has achieved great successes in document analysis, but incurring huge computation overhead due to the slow inference procedure. In nested Chinese Restaurant Process (CRP), there is an order on the points coming into the system, i.e. D ¼ fp1 ; p2 ; . . . ; pn g, as well as a predeﬁned hierarchy level number h. For the ﬁrst point p1 , the process generates a new cluster on all h levels and sets p1 as the representative for all these newly generated clusters. For the ith point pi , with probability w, the process creates a new cluster for pi and labels pi as the representative. Otherwise, it uniformly picks up an old object pj and puts pi in pj ’s current cluster, i.e. ﬁnding a cluster with probability proportional to the cluster size. This procedure continues until pi has been assigned to one cluster on all h levels. In Fig. 3, we present an example of the stochastic process, in which the ﬁrst level and second level generate 2 and 4 clusters respectively.
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Fig. 3. Example of nested distance-dependent Chinese Restaurant Process.
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Description



d



The underlying distance function The relaxation factor of the distance The weight of the points p A center set in the space A data set in the space k-Clustering cost of C on D The number of levels The ith level The size of Li The descendants of p on Lj The points in Lj which are closer to p 2 Li than any other point in Lj The hierarchical cost of Li with respect to Lj The optimal k-clustering result on D



a wp C D CðC; DÞ h Li si Nðp; Lj Þ Hðp; Li ; Lj Þ CðLi ; Lj Þ



XkD



A general k-clustering algorithm the k-Clustering approximation ratio of Ai The hierarchical clustering approximation ratio for Li with respect to D



Ai bi



ci



In nested CRP, the assignments of the points on the higher levels are independent of the assignments on lower levels. This means that, knowing the information of the clusters on level 2 in Fig. 3 does not affect the distribution of the clusters on level 1. Our condition in Eq. (5) is motivated by the observation, and thus reﬂects such probabilistic independence across levels of the hierarchical clustering. Despite of the motivation on level-wise independence, there are two key differences between our work and nested CRP. First, our method does not need any assumption on the number of levels, while nested CRP requires a pre-deﬁned number of levels before processing the data. Second, our method runs distance-based clustering on any domain associated with appropriate distance function, while nested CRP only works on document domain where words are assigned to documents under certain topic model. For ease of paper reading, all the notations used in the rest of the paper are summarized in Table 1. 4. A general hierarchical clustering framework In this section, we will present our main result about how to construct hierarchical clustering, satisfying the following two conditions: (1) each level achieves good approximation on hierarchical cost; and (2) the hierarchy consists of only important clustering levels as deﬁned in previous section. All of the proofs in this section assume the employment of some distance function in a-relaxed metric space. Before we delve into the detail of how to achieve small ci for every level Li , we ﬁrst study the relationship between ci and fb1 ; b2 ; . . . ; bi1 g by the following lemmas and theorems. To begin with, the ﬁrst lemma connects the hierarchical cost and the clustering cost in the clustering hierarchy. Lemma 1. Given a hierarchical clustering framework, for any 1 < i 6 h, we have



CðLi ; L1 Þ 6 aðCðLi ; Li1 Þ þ CðLi1 ; L1 ÞÞ Proof. The proof starts by partitioning the hierarchical cost of a given level Li depending on the neighborhood derived by the centers in Li1 .



CðLi ; L1 Þ ¼



X X



dðp; qÞ ¼



p2Li q2Nðp;L1 Þ



X X



X



dðp; qÞ



ð6Þ



p2Li r2Nðp;Li1 Þq2Nðr;L1 Þ



Since dðp; qÞ 6 aðdðp; rÞ þ dðr; qÞÞ, and wr ¼ jNðr; L1 Þj, we have the following derivation by a-relaxed triangle inequality.



CðLi ; L1 Þ 6 a



X X



X



! ðdðp; rÞ þ dðr; qÞÞ



p2Li r2Nðp;Li1 Þq2Nðr;L1 Þ



X X X X dðp; rÞjNðr; L1 Þj þ a dðr; qÞ ¼a p2Li r2Nðp;Li1 Þ



r2Li1 q2Nðr;L1 Þ



¼ aCðLi ; Li1 Þ þ aCðLi1 ; L1 Þ Thus, CðLi ; L1 Þ 6 aðCðLi ; Li1 Þ þ CðLi1 ; L1 ÞÞ.



h



Then, the following lemma reveals the relationship between the hierarchical costs on two consecutive levels.
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Lemma 2. Given a hierarchical clustering framework, for any 1 < i 6 h, we have!?A3B2 tpb=-1mm?>



C















 







XsLii1 ; Li1 6 2a2 C XsLi1 ; L1 þ CðLi1 ; L1 Þ







s



s



Proof. To prove the lemma, we construct a new set of centers, based on Li1 and XLi1 ; C0 ¼ farg minp2Li1 dðp; qÞjq 2 XLi1 g. Intuitively speaking, C 0 contains all the nearest neighbors in Li1 for all points in Xðsi ; L1 Þ. Then, it is easy to verify the s following by the optimality of XLi1 and a-relaxed triangle inequality.



    s s C XLii1 ; Li1 6 CðC 0 ; Li1 Þ 6 2aC XLi1 ; Li1



  s Based on the property above, we can further upper bound C XLii1 ; Li1 by the following inequalities.



    X s s C XLii1 ; Li1 6 2aC XLi1 ; Li1 ¼ 2a



X



s p2XLi q2Nðp;Li1 Þ 1



6 2a



X



X



X



s p2XLi q2Nðp;Li1 Þr2Hðp;Li ;L1 Þ 1



dðp; qÞwq 6 2a



X



X



s p2XLi q2Nðp;Li1 Þr2Hðp;Li ;L1 Þ



0



1



X aðdðp; rÞ þ dðq; rÞÞ 6 2a2 B @



    s ¼ 2a2 C XLi1 ; L1 þ CðLi1 ; L1 Þ



X



X



s p2XLi r2Hðp;Li ;L1 Þ 1



dðp; qÞ 1



C dðp; rÞ þ CðLi1 ; L1 ÞA



The second last inequality is because the hierarchical cost is deﬁnitely larger than the k-clustering cost with the same center set and data set. h The following theorem is the core of this paper, deriving the condition on the independent levels and providing useful tool to achieve high clustering quality in hierarchical clustering. Theorem 1. Given a hierarchical clustering framework, for any 1 < i 6 h, we have



ci 6 2a3 bi1 þ



ð2a3 bi1 þ aÞCðLi1 ; DÞ  s  C XDi ; D



Proof. By combining Lemma 1 and Lemma 2, we can derive as follows.



    s CðLi ; L1 Þ 6 aðCðLi ; Li1 Þ þ CðLi1 ; L1 ÞÞ 6 a bi1 C XLii1 ; Li1 þ CðLi1 ; L1 Þ         s s 6 a bi1 2a2 C XLi1 ; L1 þ CðLi1 ; L1 Þ þ CðLi1 ; L1 Þ ¼ 2a3 bi1 C XLi1 ; L1 þ ð2a3 bi1 þ aÞCðLi1 ; L1 Þ Since ci ¼ CðLi ;L1 Þ, we have s



C XLi ;L1 1



ci 6 2a3 bi1 þ



ð2a3 bi1 þ aÞCðLi1 ; L1 Þ   s C XLi1 ; L1



We can get the result of the theorem by simply replacing L1 with D. h The last theorem shows that the clustering quality of a level Li depends on two factors. The ﬁrst factor is the k-clustering approximation ratio of the algorithm used on Li1 ; bi1 of Ai1 . The second is the ratio of the hierarchical cost on   s Li1 ; CðLi1 ; L1 Þ, to the optimal si -clustering cost on Li , C XLi1 ; L1 . Given the results above, the following corollary is fairly straightforward.   Corollary 1. In a hierarchical clustering framework, if CðLi1 ; L1 Þ is no larger than C XsLi1 ; L1 for all 1 < i 6 h, we have ci 6 4a3 bi1 þ a The corollary paves the way to our hierarchical clustering framework construction, since 4a3 bi1 þ a is Oðbi1 Þ when a is a constant. Therefore, the next signiﬁcant level is only required to have the optimal k-clustering cost larger than the current   s hierarchical cost, i.e. CðLi1 ; L1 Þ 6 C XLi1 ; L1 . Although it is NP-hard to know the optimal si -clustering cost on each level in polynomial time, it remains possible to compute some lower bound on the optimal costs. We call it Cost Estimator. Based on the lower bound outputted by the estimators and the hierarchical cost on the current level, we can decide the size of next level, and guarantee the new constructed level achieves Oðbi1 Þ-approximation result.
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Algorithm 1. Hierarchical Clustering (Original Data Set D, Algorithm Set fA1 ; A2 ; . . . ; Ai ; . . .g) 1: 2: 3: 4:



construct bottom level L1 ¼ D i¼1 while jLi j > 1 do



  s use the estimator to ﬁnd the minimal siþ1 that C XLiþ1 ; L1 5 P CðLi ; L1 Þ. 1



5: 6: 7: 8: 9: 10: 11: 12: 13:



if siþ1 > 0 then construct Liþ1 ¼ Ai ðsiþ1 ; Li Þ. else construct Liþ1 ¼ Ai ð1; Li Þ. end if compute CðLiþ1 ; L1 Þ. compute the weights of the points in Liþ1 increment i by 1 end while



We summarize the general construction algorithm of our Hierarchical Clustering Framework (HCF) in Algorithm 1. In step (1), we construct the bottom level with the original data set D. In the iterations between step (3) and step (12), the algorithm ﬁrst calculates the proper size of the higher level siþ1 with the help of the estimator. If such siþ1 larger than 1 is found, it constructs Liþ1 by running Ai with input siþ1 and Li . Otherwise, there is no need to construct more levels, and the algorithm terminates with the hierarchy cap constructed by algorithm Ai with input 1 and Li . Theorem 2. Given a concrete algorithm working as the abstracted Algorithm 1 and ending with h levels, the approximation ratio ci of Li is



(



4a3 bi1 þ a



i


8a6 bi1 bi2 þ a4 ð2bi1 þ 4bi2 Þ þ 2a3 bi1 þ a2



i¼h



Proof. For 1 < i < h, it is trivial to get the result by applying Corollary 1. The case when i ¼ h is more complicated, since we can not guarantee the condition of Corollary 1 any more. However, since Lh1 achieves ch1 approximation, we have



  s CðLh1 ; L1 Þ 6 ch1 C XLh1 ; L1 1 Combining with the fact that



    s s C XLh1 ; L1 < C XLh1 ; L1 1 We can get the following from Theorem 1,



ch 6 2a3 bi1 þ ð2a3 bi1 þ aÞci1 By replacing ci1 with 4a3 bi2 þ a, we can get the result of the theorem by simple mathematics. h The theorem shows that our framework can achieve Oðbi1 Þ approximation on intermediate levels and Oðbi1 bi2 Þ approximation on the top level. Since the top level has only one point, which is less interesting, we can roughly say the framework achieves Oðbi Þ-approximation on almost all levels. In this section, we do not show any intuition about how to ﬁnd and use a cost estimator and how to choose proper algorithm group fAi g. In the next section, we will answer these questions by using two case studies on k-median and k-means clustering respectively. 5. Two case studies As is shown in the last section, the most important two components in our hierarchical clustering framework are the cost estimator and the level-wise k-clustering algorithm group. In this section, we present two case studies on the application of our framework on k-median and k-means clusterings. Before delving into the details of the clustering algorithms, we ﬁrst discuss the complexity issues on these two components. In particular, the cost estimator is expected to output all the lower bounds on the optimal costs of k-clusters for all 1 6 k 6 n, in polynomial time with respect to the data size n. For the clustering algorithm group, the most important
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factor to note is the computational complexity when the cluster number k is large. It is desirable that no algorithm with exponential complexity to k is employed on lower levels, which may incur huge computation cost. In the rest of the section, we focus on the implementations of these two components with k-median and k-means clusterings carefully, addressing the complexity issues of the components. Besides the complexity problem of the clustering, another important issue is the approximation factor on the levels. While the clustering levels are straightforwardly meaningful due to the careful selection on the center sizes, these center sets are also expected to well approximate the optimal clustering results as k varies. In this section, we also provide quantitative analysis on the approximation factors of our framework, when combined with state-of-the-art k-median and k-means clustering algorithms for speciﬁed k. 5.1. k-Median clustering Given a data set D and a cluster number k, the problem of k-median is ﬁnding k points from D, forming the center set C, minimizing the sum over the metric distances from every point in D to the closest center in C. To ﬁnd a good estimator on optimal k-median costs for all 1 6 k 6 n, we start with the lemma proved by Mettu and Plaxton in [35]. Lemma 3 [35]. Given a data set D of size n, we can ﬁnd an order on the points in D; fp1 ; p2 ; . . . ; pn g, in Oðn2 Þ time, that fp1 ; p2 ; . . . ; pk g is a 30-approximate solution to k-median problem over D for all 1 6 k 6 n. The proof of the lemma is the direct conclusion of the incremental k-median clustering algorithm proposed in [35]. Using this lemma, we can estimate the optimal k-median cost for all k efﬁciently, as is shown in the next lemma.   Lemma 4. Given a data set D of size n, we can estimate the lower bounds on C XkD ; D for all 1 6 k 6 n in Oðn2 Þ time.



Proof. By Lemma 3, we can ﬁnd the order of the medians in Oðn2 Þ time. Since every clustering cost is bounded by the multiplication factor 30, the lower bound for every k is straightforward if we have the k-clustering cost of fp1 ; . . . ; pk g for every k. Thus, the following problem is whether we can compute the costs of the incremental center sets efﬁciently. Fortunately, we can do it as is shown in Algorithm 2. In the algorithm, for every point pi in the data set, we maintain its current closest center and the distance to it. Starting with p1 , it is trivial to visit all the other points in D, compute the distance to p1 and return the cost in OðnÞ time. Then recursively, for every new median point pi , we can iterate all the points pj behind pi , if the distance from pj to pi is smaller than the distance to its previous center, it updates the new smallest distance, center and the total cost. Thus, all the costs of n median sets can be calculated in Oðn2 Þ time. Finally, we divide all the costs by 30, which are the lower bounds of optimal costs. h



Algorithm 2. k-Median Cost Estimator (data Set D, data size n) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16:



Compute the point order fp1 ; p2 ; . . . ; pn g by Mettu and Plaxton’s algorithm Construct the cost estimation array fE1 ; E2 ; . . . ; En g Set E1 ¼ 0 for every pi (i > 1) do Increment the cost estimation by E1 ¼ E1 þ dðp1 ; pi Þ end for for every pi (i > 1) in the order do Ei ¼ Ei1 for every pj (j > i) do if pi is closer to pj than pj ’s current nearest median pm then Set pi as pj ’s nearest median Ei ¼ Ei þ dðpi ; pj Þ  dðpm ; pj Þ end if end for Ei ¼ Ei =30 end for



Currently the best known k-median algorithm is proposed by Arya et al. in [5] with approximation ratio 3 þ 2=p (p 6 k) with polynomial computation time in terms of p and n. If using this algorithm on every level of the hierarchical structure, we have bi ¼ 3 þ  for all 1 6 i < h. Thus, we can achieve the performance guarantee shown in the following theorem.
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Table 2 Approximations on hierarchical k-median and k-means. Problem



GFIO (opt.)



HCF (opt.)



GFIO (appr.)



HCF (appr.)



k-Median k-Means



20.71 



5 34



62.13 



13 þ  34 þ =322



Theorem 3. Given a data set D, we can construct a hierarchial clustering with approximation 13 þ  on level Li 1 < i < h, in polynomial time. Proof. By Corollary 1, ci 6 4a3 bi1 þ a. Since k-median problem assumes metric distance, the metric relaxation factor a ¼ 1. Together with the approximation factor of Arya’s algorithm, i.e. bi1 ¼ 3 þ , we have ci ¼ 13 þ . h Following the proof of last theorem, we can quickly verify that if we have an algorithm always outputting optimal k-median clustering as the underlying clustering algorithm used for every level, our framework achieves 5-approximation results on all levels. In the ﬁrst row of Table 2, we compare the results of proposed Hierarchical Clustering Framework (HCF) with the best results achieved by General Framework for Incremental Optimization (GFIO) proposed in [34]. Assume that there is some algorithm oracle always outputting optimal k-median clustering for any k and D and both our HCF and GFIO employ this oracle as the clustering algorithm Ai for all levels, the corresponding approximation factors are listed in the ﬁrst two columns in Table 2. While the optimal oracle is unrealistic due to the NP-hardness of k-median clustering problem, we also compare the approximation factors when Arya’s approximate algorithm is employed in both HCF and GFIO, in the third and fourth column in Table 2. In both cases, our HCF shows huge advantage over GFIO, with much more accurate clustering levels computed in the hierarchy. 5.2. k-Means clustering For k-means clustering, the underlying distance is squared Euclidean distance. Therefore, given two points x and y in the Euclidean space, the distance between x and y is measured as kx  yk2 . Although such a distance is not a metric, Plaxton [38] showed that it is a 2-relaxed metric distance. Thus, k-means is also consistent with HCF proposed in last section. Similar to k-median clustering, we use some existing methods to estimate the lower bounds on the global optimums of k-means clustering for every k 2 ½1; n. In [4], Arthur and Vassilvitskii presented a method which ﬁnds k-means clustering in OðknÞ time with expected approximation ratio log k. Their method incrementally chooses a new center from the data set with probability based on the distance to their closest center already chosen. Thus, we can construct the cost estimator in Oðn2 Þ time. Lemma 5. For a data set D of size n, an estimator for k-means clustering can be constructed in Oðn2 Þ time. Proof. Starting at k ¼ 1, the estimator follows the same iterations as the method proposed by Arthur and Vassilvitskii [4]. There are two differences here. First, our estimator does not necessarily use k-means iteration to get better solution. Second, the cost of the current centers are computed during the center choice procedure. Thus, every iteration will take OðnÞ time. The cost of every k will be divided with log k as the ﬁnal lower bound for that value of k. The total time spent is Oðn2 Þ. h The estimation algorithm for k-means clustering is almost the same as Algorithm 2 for k-median clustering. There are only two differences. The ﬁrst is on line (1), on which Arthur and Vassilvitskii’s algorithm replaces the previous one. The second is on line (15), on which Ei is divided by logðkÞ instead of 30. In stead of using only one clustering algorithm on all levels for k-median clustering, we employ two different algorithms for k-means clustering, due to the complexity issue. When k ¼ siþ1 is large, we use the algorithm proposed by Kanungo et al. 3



[29] with approximation ratio 10 and complexity1 Oðn log n þ n2 k log nÞ. When k is small enough, we use another algorithm  Oð1Þ  k proposed by Kumar et al. [31], with approximation ratio 1 þ  and linear complexity O 2ðÞ dn . Theorem 4. Given a data set D of size n, we can construct a hierarchical k-means clustering in polynomial time with approximation ratio 322 on lower levels and approximation ratio 34 þ  on higher levels. Since the method proposed here is the ﬁrst hierarchical k-means clustering algorithm, we only list the approximation ratios of our methods in the second row of Table 2. Assuming the existence of clustering oracle for any k-means clustering problem, HCF achieves approximation ratio 34 on all levels. When approximate algorithm is employed instead, the 1



The approximation ratio proved in their paper is 9 þ , we simplify it by setting



 ¼ 1.
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approximation factor of HCF remains 34 on high levels, because Kumar’s algorithm is arbitrarily close to optimal results when  is small enough. On low levels with a looser but faster clustering algorithm, the approximation factor degrades to 322. 6. Designing data stream clustering framework In this section, we further extend HCF to the design of efﬁcient and effective algorithm solving k-clustering problems on data stream, and propose the data stream version of HCF (SHCF). In hierarchical clustering, the clustering is performed when all the data points are available, while in data stream environment, the huge number of data points cannot be loaded into the limited memory and all points are only accessed by a single linear scan. Following Guha’s intuition in [17], we use an incremental hierarchical framework to summarize the real time data stream, and constructs the ﬁnal result using the summarization. In the original algorithm proposed in [17], data points are summarized by levels. Given pre-deﬁned parameters m and k, an intermediate level is summarized with exactly k centers if it contains more than m points. All these centers as well as their weights, i.e. how many data stream points they represent, are lifted to the higher level above the original one. One of the drawback of this algorithm is that errors are accumulated with the lift of levels. Our framework is able to overcome this difﬁculty, since independent levels are adaptively selected without being affected by the lower levels. In the rest of the section, we will present the general data stream framework for any k-clustering problem in a-relaxed metric space. Algorithm 3. Data Stream K-Clustering (Data Stream D, Cache Size m, Cluster Number k) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17:



while Data Stream is Active do Set i ¼ 1 Read the new coming points to cache Li Update the reservoir sample Ri while Li contains more than m points do



  s Use the estimator to ﬁnd the minimal siþ1 that C XLiþ1 ; L1 P 2CðLi ; si Þ. 1



if siþ1 > 0 then Liþ1 ¼ Liþ1 [ Ai ðsiþ1 ; Li Þ else Liþ1 ¼ Liþ1 [ Ai ð1; Li Þ end if Update Riþ1 with Ri Set Ri ¼ / and Li ¼ / Set i ¼ i þ 1 end while end while cluster all the intermediate centers in L into k ﬁnal centers.



In Algorithm 3, we list the details of our general k-clustering framework on real time data stream. In step (3), the new coming sample is added to the memory cache L1 . When the size of Li reaches the memory constraint m, the points in Li are clustered into s2 centers and added to Liþ1 , as presented in step (5) to step (15). Those steps are iterated until the size of the current level is smaller than m. In step (6), the number of center size siþ1 is estimated on the reservoir samples which are uniformly sampled from the original data points belonging to the Li points. The uniform samples are obtained in step (4) and (12) using reservoir sampling method [39]. In the following, we will show that our framework obtains constant approximate ratio, independent of the number of levels maintained in the system. Fig. 4 illustrates the idea of stream summarization using Algorithm 3. With the hierarchical clustering framework, points on low levels are summarized and approximated by points on high levels. As the ﬁgure shows, only points in gray color are maintained by the system at this moment. When some new streaming data come into the bottom level and accumulate a block of unprocessed point set of size m, some clustering algorithm summarizes them with a couple of points, which are inserted into level L2 . This process continues until it reaches some level with less than m gray points. Assume that the points in Li are divided into n blocks, L1i ; L2i ;    ; Lni , and each block contains m points. The points in jth block Lji are clustered into sjiþ1 centers and these new generated centers are added into Liþ1 . The number sjiþ1 is determined according to step (6) of Algorithm 3. These procedures are performed until all the points are merged into the top level. To prove the constant approximate ratio of our streaming algorithm, we start with the small space lemma proved by Guha [17].  Pn j   j  s P Lemma 6 [17]. Consider an arbitrary partition of a point set L into L1 ; L2 ;    ; Ln , then, nj¼1 C XsLj ; Lj 6 2C XL j¼1 ; L .
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Fig. 4. Data stream clustering.



Combining the small space Lemma 6 and Theorem 2, we reach the constant approximate ratio as shown in the following theorem. Theorem 5. Given a concrete algorithm working as the abstract Algorithm 3, the approximation ratio of the highest level Lh is:



ch ¼ 8a6 bh1 bh2 þ a4 ð2bh1 þ 4bh2 Þ þ 2a3 bh1 þ a2   s Proof. According to Theorem 2, we only need to prove that C XLiþ1 ; L1 P CðLi ; Si Þ holds on each level in the generated 1 hierarchical structure.



 Pn j   j  n n n       X X X s s s j P C XLiþ1 ; L X j j¼1 iþ1 ; Lj1 P 1=2 C X iþ1 C Lji ; Lj1 P C Li ; Lj1 ¼ CðLi ; L1 Þ ¼ C 1 j ; L1 1 L1



j¼1



L1



j¼1



j¼1



The ﬁrst inequality is because of the small space Lemma [17]. The second inequality is ensured by the step (6) of Algorithm 3. The third inequality is because Lji is a subset of Li . h Note that this data stream clustering framework is consistent with both k-median and k-means clustering introduced in previous sections. In the experimental section, we evaluate the performance of the clustering algorithms empirically. 7. Experimental results To evaluate the effectiveness and efﬁciency of our framework on both hierarchical clustering and data stream clustering, we conducted extensive empirical studies on several synthetic and real data sets. All the algorithms are developed in Visual C++ 6.0 environment and all the experiments are run on a server with Quad-Core AMD Opteron (tm) Processor 8356 (2.29 GHz16), and 127 GB of RAM. In the experiments, only one CPU core is used. The memory consumptions are reported in the corresponding experiments. The experimental results are partitioned into two parts, with Section 7.1 focusing on hierarchical clustering and Section 7.2 on data stream clustering. 7.1. Hierarchical clustering We tested our hierarchical clustering on the following data sets:  Cloud2: consists of 1024 samples, each sample includes 10 dimensions which is generated from 16  16 super-pixels. According to the data description, all the points are normalized to zero mean and standard variance on each dimension. The aim of Cloud is to discover similar super-pixels.  Spambase3: is a spam e-mail database which contains 4601 records collected from individuals and postmasters. Each record is described by 57 attributes of the corresponding email. The aim of Spambase is to discover diverse concepts of the 2 3



http://archive.ics.uci.edu/ml/datasets/Cloud. http://archive.ics.uci.edu/ml/datasets/Spambase.
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Frequency



Description



earn acq crude trade money-fx interest ship sugar coffee gold



3713 2055 321 298 245 197 142 114 110 90



Income and money related topics Corporate acquisitions related topics Crude oil related topics Domestic and foreign trade related topics Money foreign exchange related topics Interest rate related topics Global shipping and transport commerce related topics The sugar’s trade, price and related topics The coffee’s trade, price and related topics The gold price related topics
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Fig. 5. Hierarchical clustering results on Reuters-21578 dataset after cleaning.



corresponding e-mail, such as advertisements for products/web sites, make money fast schemes, chain letters, and pornography.  Synthetic: Synthetic data sets are generated by creating a Gaussian Mixture Model with 12 components following Gaussian distributions. To study the scalability of the algorithms, the dimensions and data size are varied accordingly, with default dimensionality and data cardinality at 16 and 6000 respectively.  Reuters-21578: The original Reuters-21578 corpus contains 21,578 documents in 135 categories. But the data used in the experiments are well cleaned.4 In particular, documents with multiple categories have been already removed by the curator. Based on the dataset, we select the top ten frequent categories and remove documents about minor topics. The result categories are summarized in Table 3. After the preprocessing, this corpus data set contains 7285 documents, and 18,933 distinct terms. To represent by vectors of ﬁxed dimensionality, we derive the term-frequency vectors of all the documents and calculate Singular Value Decomposition (SVD) on the vectors. To compress the vectors, the top 6 eigenvalues are used in the new representation, leading to a 6 length vector for each document. We ﬁrst discuss the hierarchical clustering results on Reuters-21578 dataset. By running our hierarchical clustering algorithm with k-means clustering, a four-level hierarchy is constructed. The number of individual clusters on all these levels are 2, 4, 11 and 54 respectively. To analyze the meaning of the hierarchy, we eliminate the clusters of small cardinality and extract the dominating categories from the remaining clusters. For a speciﬁc cluster and category, if the cluster contains more than 25% samples of the category, the category is considered as the dominating category of the cluster. We also remove the highest level, which only contains 2 general clusters. In Fig. 5, the survival clusters are visualized, in which edges direct child clusters to their corresponding parent cluster. On the upper level in the ﬁgure, the clusters generally cover four types of different topics in the Reuters news. In particular, the ﬁrst cluster identiﬁes news on change of bank interests and its impact on international trades. The second cluster discusses the trade on crude oils, and the third cluster is related to income issues. The last cluster is the biggest cluster focusing on trades on consumable goods, e.g. sugar and coffee. To get a clear understanding on the hierarchy, we zoom into the child clusters of the last cluster. While this cluster covers a wide spectrum of topics, our hierarchy method is capable of dividing them into four small sub-clusters. Each of the sub-clusters is related to an individual topic about trades on certain type of goods. Three of the sub-clusters, for example, are about coffee, gold and sugar respectively. The other sub-cluster concerns more on the exchange rates between the currencies, which is closely related to the transactions on these consumable goods. 4



http://www.zjucadcg.cn/dengcai/Data/TextData.html.
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In the rest of the section, we test the performance of hierarchical clustering using standard cost function measurement. To evaluate the superiority of our proposal, we include the following algorithms in all the rest experiments:  HCF: Two concrete algorithms, K-Median + HCF and K-Means + HCF are implemented in our hierarchical clustering framework. For K-median, Mettu and Plaxton’s algorithm is used as the cost estimator, and Arya’s [5] local search based clustering algorithm is the only option in our clustering algorithm pool. For K-Means, Arthur and Vassilvitskii’s method [4] is used as the optimal cost estimator and the basic clustering algorithm.  GFIO: Similar to HCF, there are two versions tested, including K-Median + GFIO and K-Means + GFIO. For K-Median, Arya’s [5] algorithm is used in the augmentation, same as the original work of GFIO [34]. The GFIO framework has not been applied on K-Means before. For a fair comparison between HCF and GFIO, we simply employ Arthur and Vassilvitskii’s method [4] as the basic clustering method in the augmentation step. There are two measures recorded in our experiments, on effectiveness and efﬁciency respectively. Direct comparison on clustering quality is inapplicable, since GFIO generates all clustering levels, while HCF only constructs the important levels. To facilitate meaningful and understandable measurement on the difference of clustering performance, we deﬁne the concept of Relative Cost Ratio as follows. Speciﬁcally, the relative cost ratio on level Li of size si is deﬁned as: CHCF ðLi ; DÞ=CGFIO ðC si ; DÞ, where C si is the clustering level constructed in GFIO with si centers. Intuitively, HCF outperforms GFIO when the relative cost is smaller than 1, otherwise GFIO achieves better approximation factor than HCF. The computation time of HCF and GFIO is also studied in the experiments to evaluate the efﬁciencies of them. Table 4 summarizes the average relative cost ratios of the HCF and GFIO on all clustering levels, for both k-median and k-means clusterings. On all the experiments, the relative cost ratios are smaller than 1, implying huge advantages of HCF on clustering qualities. While Table 4 only provides a general overview on the clustering qualities of HCF and GFIO, Fig. 6(a) and (b) give insights into the relative cost ratios of all levels when running the algorithms on the Cloud data set. From the ﬁgures, it can be observed that the relative cost ratios on lower levels are much smaller than that of the higher levels. This implies that HCF discovers only meaningful clustering levels and ﬁnds much better clusters than GFIO does. When moving toward higher levels, the performance of both methods tend to converge, because both of them ﬁnd similar clustering results when smaller number of centers are retrieved. From the ﬁgures, it is also interesting to observe that the granularity of the clustering levels selected by HCF decrease quickly on lower levels and decreases much slowly on higher levels. This phenomenon is consistent with human knowledge, since it does not make sense to have many different low-level conceptual categorizations. Similar phenomenon can be found in Spambase and Synthetic data set in Fig. 7(a, b) and Fig. 8(a, b), respectively. The computation time of the methods is given in Table 5. HCF spends more time than GFIO does. This is due to the estimation operator on line (4) in Algorithm 1, which estimates the cardinality of next level. But in all the experiments,



Table 4 Average relative cost ratios. Data set
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Fig. 6. Relative cost ratios on Cloud.
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Fig. 7. Relative cost ratios on Spambase.
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Fig. 8. Relative cost ratios on synthetic data sets.



Table 5 CPU time (s). Data set



k-Median



k-Means



GFIO



HCF



GFIO



HCF



Cloud Spambase



1.92 162



100



0.89 77.36



2:53  104



Synthetic



45



2:83  104 70



62.4



our HCF based methods are always competitive on efﬁciency, compared with GFIO. Considering the effectiveness of HCF shown earlier in this section, HCF remains attractive on extracting informative hierarchical clustering structure. Fig. 9(a) and (b) presents the performance of HCF and GFIO on the synthetic data sets with different dimensionality. Since the relative cost ratios are always smaller than 1, our HCF outperforms GFIO on clustering cost, regardless of the dimensionality of the data set. This advantage is consistently stable on both k-median and k-means clusterings. In Fig. 9(b), we analyze the computation costs of the methods on synthetic data sets with respect to the dimensionality. When doubling the number of dimensions, the CPU times of both methods are doubled in a similar way. This implies that the complexities of HCF and GFIO increase linearly with the dimensionality, proving the scalability of them. Finally, we investigate the framework’s scalability on different data cardinalities. Fig. 10(a) and (b) summarize the average relative cost ratios of HCF and GFIO when the number of data points increases from 2 K to 10 K. The relative cost ratios are not affected by data cardinality, showing that our framework is able to greatly improve the hierarchical clustering quality over GFIO. Fig. 10(b) plots CPU times of both methods as the function of the data size. Although HCF usually takes more time than GFIO, the difference keeps within a small margin with the increase of data size.
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Fig. 9. Tests on varying dimensionality.
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Fig. 10. Tests on varying data cardinality.



7.2. Data stream clustering The data stream algorithms are tested on the following data sets:  Network Intrusion5: is used in KDD-CUP competition. The data set contains about ﬁve million connection records which were released by MIT Lincoln Labs. Among all 42 attributes, 34 continuous attributes are used in previous data stream experiments [17]. The data stream consists of four different types of network attacks and one type of normal data record, thus consisting of ﬁve natural clusters in total.  Household6: contains 127 K records. Each record has 6 attributes that presents the percentages of an American family’s annual income spent on: gas, electricity, water, heating, insurance, and property tax.  Synthetic: the synthetic data sets are generated in a similar way, as is described in experiments for hierarchical clustering. Four concrete data stream clustering algorithms are implemented under the two frameworks. They are k-median + SHCF, k-means + SHCF, k-median + Guha and k-means + Guha. The following experiment settings are used for all the four algorithms. The memory cache size is m ¼ 500. The summarization algorithm is run once by both SHCF and Guha, but the ﬁnal k-clustering on top of the summarization is run 5 times, after which the one with minimal cost w.r.t. the summarization data is outputted as ﬁnal result. For the Network Intrusion data set, the data points are clustered with 5 centers as speciﬁed by the data set. Without otherwise speciﬁed, 10 centers are used by default on the other two data sets. More details about the implementations are listed below:



5 6



http://kdd.ics.uci.edu/databases/kddcup99/task.html. http://www.ipums.org.
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 SHCF. In order to efﬁciently deal with the high-speed data streams, the seeding based clustering methods are used as the cost estimators and the basic clustering methods. For K-Median, the online seeding method [17] is used in both the optimal estimation step and the basic clustering procedure, which is the same as Guha’s method compared in the experiments. For K-Means, Arthur and Vassilvitskii’s method [4] is used as the optimal cost estimator and basic clustering algorithm. Moreover, an additional reservoir sample of size 500 is obtained for each level.  Guha. In all the methods using Guha’s Small-Space algorithm, the intermediate level size is constrained by 50 points. For k-median, similar to SHCF, the online seeding method is used as the basic clustering scheme, as is done in the original paper. For k-median, Arthur and Vassilvitskii’s k-means++ algorithm [4] is deployed as the basic clustering operator, same to SHCF. Table 6 demonstrates the k-clustering costs of the algorithms on the data sets. SHCF achieves much lower clustering cost than Guha, on both k-median and k-means clusterings. The only exception happens on the Household data set, on which k-median + SHCF is slightly higher than k-median + Guha on clustering cost. It is mainly due to the fact that the household data set has a smaller cardinality, on which Guha’s approximate ratio remains reasonably bounded. We will delve into the details on this phenomenon in the rest of the experiments. Table 7 studies the computation time of the four algorithms on the data sets. Generally speaking, algorithms with SHCF spend slightly more CPU time than methods associated with Guha’s solution. Since our framework adopts an updating reservoir sample and a level size estimator is run on each merging operation, our algorithm tends to be more computation intensive. But methods with SHCF select more appropriate level sizes than Guha’s algorithms, leading to better results and less merging operations needed. In Fig. 11(a), we investigate the dimensional scalability, by plotting the cost as the function of dimensionality on the synthetic data sets. SHCF outputs better k-clustering than Guha on every dimensionality with both k-means and k-median.



Table 6 Comparisons on clustering cost for data stream data. Data set
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8:11  106



3:16  108
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2:09  105



2:31  105
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Table 7 CPU time (s). Data sets
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Fig. 11. Tests on varying dimensionality.
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And the corresponding CPU time analysis is also given in Fig. 11(b). The computation costs are all linear to the dimensionality, as implied by the plots. The impact of data stream cardinality is measured in Fig. 12(a–c). Fig. 12(a) shows the performance gap between SHCF and Guha widens with the increasing of data size. When the data cardinality is as large as 4 M, both k-means + SHCF and k-median + SHCF achieve only half of the costs returned by k-means + Guha and k-median + Guha respectively. Explanation
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Fig. 12. Tests on varying data cardinality.
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for this phenomenon is that methods with SHCF always construct clustering levels not affected by the lower levels, rendering robust results even when the level increases; while the approximation rate of the Guha’s algorithms worsens with the growing data size. Fig. 12(b) shows the CPU times with varying data size. Again, the CPU times of all methods are shown to be linear to the data size with ignorable difference between SHCF and Guha. We also report memory consumptions of all algorithms in Fig. 12(c), with the number of point entries recorded as the memory usage. SHCF based methods usually spend more memory because of the reservoir samples maintained for the clustering levels. Since the number of levels increases in a logarithmic manner with respect to the data size, such cost does not affect the memory usage greatly when the streaming data grows. Finally, we test our framework on data streams with evolving distributions. Besides the standard data stream, four different evolving data streams are generated, including ordered, close-ﬁrst, far-ﬁrst, and shifting. In ordered data set, the synthetic data points are sorted in the order of the corresponding Gaussian component generating them. For close-ﬁrst and far-ﬁrst data sets, the order of the points depends on the distance between the points and the center of the corresponding Gaussian component. In particular, close-ﬁrst gives higher priorities to points closer to the component center, while far-ﬁrst picks up points with larger distance ﬁrst. In shifting data set, two Gaussian mixture models are created for the beginning generation time (0) and ending generation time (n) respectively. When generating some point pi for the synthetic data set, it selects the Gaussian mixture models with probability i=n and ðn  iÞ=n respectively. The clustering costs and computation times for all data streams with different evolving patterns are given in Fig. 13(a) and (b) respectively. Fig. 13(a) shows that SHCF-based algorithms always outperform Guha’s algorithms on clustering quality. Moreover, the performance of the methods using our framework is more stable that those using Guha’s framework. For algorithms in SHCF, they adaptively determine the center size in the intermediate levels, which are more robust when dealing with the evolving data streams. Moreover, the computation cost of the two frameworks are comparable as presented in Fig. 13(b). 8. Conclusion In this paper, we propose a general framework of hierarchical clustering working in any a-relaxed metric spaces. Our framework is able to (1) achieve good approximation factors on all of the clustering levels, and (2) construct the clustering hierarchy only on meaningful clustering levels whose clustering costs are independent of lower levels. We give two case studies on k-median and k-means clusterings to show how our framework can be applied in practise. We also present a general k-clustering data stream framework. The extensive experiments show that our proposal performs better than the distance based agglomerative hierarchical clustering and data stream clustering algorithms. Acknowledgements Ruichu Cai and Zhifeng Hao are ﬁnancially supported by Natural Science Foundation of China (61070033, 61100148, and 61202269), Natural Science Foundation of Guangdong Province (S2011040004804), Foundation for Distinguished Young Talents in Higher Education of Guangdong, China (LYM11060), Science and Technology Plan Project of Guangzhou (12C42111607 and 201200000031), Science and Technology Plan Project of Panyu District Guangzhou (2012-Z-03-67). References [1] M.R. Ackermann, M. Märtens, C. Raupach, K. Swierkot, C. Lammersen, C. Sohler, Streamkm++: a clustering algorithm for data streams, J. Exp. Algorithmics 17 (1) (2012) 2–4. [2] S. Arora, P. Raghavan, S. Rao, Approximation schemes for euclidean k-medians and related problems, in: Proceedings of the Annual ACM Symposium on Theory of Computing, 1998, pp. 106–113. [3] D. Arthur, S. Vassilvitskii, How slow is the k-means method? in: Proceedings of the 30th Annual Symposium on Computational Geometry, 2006, pp. 144–153. [4] D. Arthur, S. Vassilvitskii, k-Means++: the advantage of careful seeding, in: Proceedings of the Annual ACM–SIAM Symposium on Discrete Algorithms, 2007. [5] V. Arya, N. Garg, R. Khandekar, K. Munagala, V. Pandit, Local search heuristic for k-median and facility location problems, in: Proceedings of the Annual ACM Symposium on Theory of Computing, 2001, pp. 21–29. [6] M. Badoiu, S. Har-Peled, P. Indyk, Approximate clustering via core-sets, in: Proceedings of the Annual ACM Symposium on Theory of Computing, 2002, pp. 250–257 [7] L. Bai, J. Liang, C. Sui, C. Dang, Fast global k-means clustering based on local geometrical information, Inf. Sci. 245 (2013) 168–180. [8] S. Bandyopadhyay, E.J. Coyle, An energy efﬁcient hierarchical clustering algorithm for wireless sensor networks, in: Proceedings of the IEEE International Conference on Computer Communications, 2003. [9] D.M. Blei, T.L. Grifﬁths, M.I. Jordan, The nested Chinese restaurant process and bayesian nonparametric inference of topic hierarchies, J. ACM 57 (2) (2010). [10] M. Charikar, S. Guha, Improved combinatorial algorithms for the facility location and k-median problems, in: Proceedings of the IEEE Annual Symposium on Foundations of Computer Science, 1999, pp. 378–388. [11] M. Charikar, S. Guha, E. Tardos, D.B. Shmoys, A constant-factor approximation algorithm for the k-median problem, in: Proceedings of the Annual ACM Symposium on Theory of Computing, 1999, pp. 1–10. [12] Z. Chong, J.X. Yu, Z. Zhang, X. Lin, W. Wang, A. Zhou, Efﬁcient computation of k-medians over data streams under memory constraints, J. Comput. Sci. Technol. 21 (2) (2006). [13] S. Dasgupta, Performance guarantees for hierarchical clustering, in: Proceedings of the Conference on Learning Theory, 2002, pp. 351–363. [14] T. Feder, C. Sohler, Optimal algorithms for approximate clustering, in: Proceedings of the Annual ACM Symposium on Theory of Computing, 1988, pp. 434–444
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