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Abstract— For decades, a disk-graph model has been used to design scheduling (coloring) in wireless networks, influencing many practical medium access control schemes. The pairwiseinterference model used by a disk graph, however, has a fundamental limitation because it does not account for the suminterference. Thus, a coloring algorithm that uses such a model cannot guarantee the originally intended rate on all links. In this paper, we specify a mapping to a flow-contention graph, which fully considers the aggregated effect of all interferers (suminterference), and thus, guarantees the originally intended rate on all links. A coloring algorithm, specific to the generated graph, is presented along with a bound on the required number of colors (channels). Further, a mathematical analysis of the scheduling is presented along with simulation results, to show that the minimum number of channels required in a random network is Θ( logloglogn n ), where n is the number of links, even after accounting for the sum-interference. This allows us to investigate the effect of the underlying physical layer, thus demonstrating the utility of the presented algorithm and analysis results.



Keywords: scheduling, channel assignment, MAC, graph coloring, wireless ad-hoc networks, ultra wide band. I. I NTRODUCTION In a wireless ad hoc network, a group of nodes communicate with each other over a shared wireless medium with a limited bandwidth. One of the major problems in such a wireless network is therefore the efficient use of bandwidth. In search of better resource sharing schemes, there has been intensive research on scheduling, i.e., the assignment of frequency channels or time slots to a set of communication links to avoid interference, and thereby meet the required Signal-to-InterferenceNoise Ratio (SINR) to achieve the data rate required on each link. Some optimization theoretic approaches have shown that finding the optimal solution to this scheduling is, in general, a hard non-convex problem and have indicated that scheduling is the bottleneck towards efficient wireless networking [1], [2]. Given the fact that the optimal scheduling in a wireless network is difficult, disk graph coloring has been considered as a viable method to solve the scheduling problem in a computationally affordable manner [3], [4], [5]. In this traditional approach to scheduling, first, each communication link with a transmitter and a receiver is represented by a vertex. Then, two vertices are connected by an edge if any one is within a disk of radius d centered on the other. Thus, in the resulting flow-contention graph, an edge between vertices represents contention between two closely located links for the shared This work was supported in part by the National Science Foundation under awards CNS-0347455 and CNS-0520153, and by Samsung Electronics.



medium. There are other variations on this basic disk-graph model that have also been considered. However, in all such models, the interference is modeled in a pairwise manner. i.e., contention between two links is decided by the properties of the two links only - other links do not play a role in deciding an edge between two links. The scheduling is now reduced to a coloring problem on the flow-contention graph, which minimizes the number of colors, while not allowing neighboring vertices to have the same color. Each color is interpreted as a frequency channel or time slot and consequently, links within the distance d from each other are assigned distinct channels so as to avoid strong interference. However, disk graph coloring has a few critical problems: 1) It may fail to achieve the target data rate, because the graph is generated based on a pairwise interference model - the aggregate effect of interference from all other operating links in a real wireless networking environment is ignored, 2) It is not obvious how to choose an appropriate disk radius d because there is no clear relation between d and the underlying PHY (physical layer) parameters of the network [6]. The coloring (equivalently, resource assignment) may be too aggressive when d is very small, resulting in many links operating below the required rate. On the other hand, it may be too conservative with large d, resulting in wasted bandwidth, 3) Even with the simplified pairwise-interference model, the coloring problem still remains NP-complete, and hence, there is no polynomialtime algorithm achieving the number of colors arbitrarily close to the minimum, i.e., the chromatic number χ of the graph [3]. Realizing these drawbacks of disk graph coloring, we propose a new graph-based scheduling algorithm suitable for wireless networks. The key difference is that this algorithm takes into account the sum-interference, instead of resorting to the simplified pairwise-interference model. Thus, this algorithm guarantees the required rate for any arbitrary wireless network. Further, since the algorithm constructs a graph for a given network by making explicit use of the required SINR, it does not require an arbitrary specification of parameters, such as disk radius d. This allows a precise analysis of the effect of the PHY parameters on the scheduling solution. In addition to these advantages, by analyzing the algorithm, we have found a useful theorem on the minimum required number of channels for scheduling in a network. This theorem may be considered the wireless network-specific counterpart of the well-known inequality, χ ≤ ∆ + 1, relating χ and the maximum degree ∆ for a general graph [4]. The theorem will be detailed in the next section. An application of this



Fig. 1. A sample flow-contention graph generated by GRAPH-GENERATION with indexed vertices labeled with their (out-degree, in-degree)



theorem allows us to analyze the performance of the new scheduling algorithm in the case of a random network with n uniformly distributed links. The analysis accounts for suminterference, and so, uses the precise physical layer model of the links. The analysis provides an upper bound on the number of channels used by the algorithm. Further analysis in the asymptotic case of n → ∞, proves that the order of the number of channels is Θ( logloglogn n ), which is the same as the result for the traditional disk graph coloring [3], [5]. Therefore, even after considering the sum-interference, the scheduling algorithm is asymptotically as effective in the use of channels as is disk graph coloring. Finally, simulations in random networks verify the analysis in the paper, as well as provide information that can be useful in choosing parameters for practical MAC protocols. The rest of the paper is organized as follows. The newly proposed scheduling algorithm is described, along with a theorem on the number of channels, in Section II. In Section III, an upper bound on the number of channels is derived and in Section IV, the analysis is extended to the asymptotic case. In Section V, simulation results are presented with some discussions. Section VI concludes the paper. II. N EW G RAPH - BASED S CHEDULING A LGORITHM Consider a wireless network with n arbitrarily distributed links where link i has a fixed required rate ri and a fixed transmission power pi . This is either the case of a singlehop network or the case of a multi-hop network with the predetermined routing, i.e., the set of links constituting routes and the corresponding data rates have been specified by the network layer. For simplicity of presentation, we assume a frequency channelization, though the results in this paper are applicable to the case of a time-slotting with only minor changes. For efficient use of bandwidth, we minimize the number of frequency channels used, subject to: N0 +
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pj gij
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j∈Ii ,j=i



Here, gij is the gain from the transmitter of link j to the receiver of link i and N0 is the normalized background noise power. Ii denotes the set of links using the same channel as link i. βi is the SINR threshold which is determined by the required rate ri and the PHY-specific relation between the rate and SINR. For example, if links are assumed to operate below the Shannon capacity with a gap Γ, then the relation is ri = W log(1 + βi /Γ), where W is the bandwidth of each



channel. Notice that the SINR constraint uses sum-interference, rather than the pairwise-interference of the disk-graph model. To ensure that the channel assignment (equivalently coloring) satisfies the SINR constraint (1), we first generate a graph for a given wireless network using the following procedure. G RAPH -G ENERATION({gij , pi , Si }) 1 F ← an n × n all zero matrix; 2 for i = 1 to n 3 do{p[j] gi[j] }←{pj gij |j = i} sorted in increasing order; 4 s ← 0, k ← 0; 5 while s ≤ Si 6 do k ← k + 1, s ← s + p[k] gi[k] ; 7 for l = k to n 8 do F (i, [l]) ← 1; 9 return F In the above procedure, Si is the maximum allowed interference for link i to achieve ri and equals piβgiii − N0 from (1) and F is the adjacency matrix [4] representing the generated graph (We also use the same notation F for the graph itself.) For each link i, this procedure first finds a set of links which are prohibited from transmitting in the channel used by link i. This is done by arranging all links in the sequence k of increasing interference to link i, forming a partial sum i=1 of this interference sequence, until the partial sum exceeds the threshold Si at some value of k. All the remaining n − k links are considered to form the interfering set. Therefore, directional edges are formed from link i to this set of links. The number of such outgoing edges is called the ‘out degree’ of link i out (F ) = maxi dout and denoted by dout i (F ). We define d i (F ). When outgoing edges have been obtained for all links, each link, equivalently, also has incoming edges from other links. in The number of such edges to link i is denoted nby di (F ) out and called the ‘in-degree’. Thus, di (F ) = j=1 F (i, j) n and din (F ) = F (j, i), respectively. A sample graph i j=1 generated by the procedure is shown in Fig. 1, with directional edges illustrating out-degree and in-degree. e.g., link 3 (vertex 3 in Fig. 1) has an out-degree of 2 and an in-degree of 4. It is obvious that making the partial sum of interference to every link below the threshold (Line 5-6 in GRAPHGENERATION) is sufficient to satisfy the rate requirement (equivalently the SINR constraint) after a proper coloring of F . However, this graph generating procedure can generate more than enough edges which may cause a conservative sharing of channels. This is because the computation of the partial sum simply assumes all links are transmitting. Realizing only a certain set of links will share each channel after scheduling, this procedure may be improved for a better spatial reuse of channels. Certainly any two links violating the SINR constraint even without other links cannot be assigned the same channel. A selective summation of interference using this necessary condition imposed on pairs of links can be used to make the overall scheduling result less conservative. Details will not be discussed in this paper due to the lack of space. Let χ(F ) denote the chromatic number of F , i.e., the minimum required number of channels of the original network. We provide a constructive bound on χ(F ) based on dout (F ), by using an interesting observation (Lemma 1) and a modification



of a well-known coloring heuristic. out Lemma 1: max min din (F ), where H(F ) is i (H) ≤ d H∈H(F ) i



the set of all sub-graphs of F . Proof: In any directed graph, the sum of out-degrees equals the sum of in-degrees since an outgoing edge a link  from in is also an incoming edge to another link, i.e., d (H) = i i  out out d (H) ≤ kd (H), where k is the number of vertices i i out (H). Since dout (H) ≤ in H. Therefore, mini din i (H) ≤ d out d (F ), ∀ H ∈ H(F ), we have Lemma 1. Theorem 1: χ(F ) ≤ 2dout (F ) + 1. Proof: We provide a constructive proof of this theorem by introducing a new coloring algorithm, which is a modification of the coloring in [7]. First, we obtain a sequence of sub-graphs Hs of F , by successively removing that link (i.e., vertex in F ) that has the smallest in-degree in Hs−1 , and also remove its edges. Then, we put the removed links back to the graph in the reverse order and assign a valid color to each added link. Due to Lemma 1 and the fact that Hs ∈ H(F ), the maximum of the minimum in-degree of all Hs is upper bounded by dout (F ). Then, by definition, the least in-degree link in {Hs }, has its degree (sum of in & out-degree) ≤ 2dout (F ). Therefore, F is colorable in 2dout (F ) + 1 colors using this algorithm. Combining GRAPH-GENERATION and the coloring scheme in the proof of Theorem 1, we have a scheduling algorithm that uses ≤ 2dout (F ) + 1 channels, while guaranteeing that each link achieves its required rate. Note that this algorithm is applicable to any wireless network with arbitrary fixed gij ’s. Thus, Theorem 1 also applies to general wireless networks. Further, it is worth noticing that the relation between χ(F ) and dout (F ) in Theorem 1 is similar to the well-known theorem, χ ≤ ∆ + 1, that holds for a general graph. In analyzing the chromatic number of a disk graph, the theorem χ ≤ ∆ + 1 is useful, since it is often more convenient to investigate ∆ than to directly analyze χ [3], [5]. Analogously, analyzing dout (F ) is possible in some cases where the direct analysis on χ(F ) still remains hard (we will see an example in the next section). From this point of view, Theorem 1 relating dout (F ) to χ(F ), is significant in investigating the minimum required number of channels in a wireless network. III. U PPER B OUND ON THE N UMBER OF C HANNELS In this section, the performance of the scheduling algorithm presented in Section II is analyzed for the case of a specific random network. Instead of directly analyzing the number of channels (colors) obtained by the algorithm, we first find an upper bound on dout (F ). The obtained upper bound on dout (F ) yields an upper bound on the number of channels, and thus, an upper bound on χ(F ) due to Theorem 1. Consider a wireless network consisting of n links independently and uniformly distributed over a circular area of radiusR. We assume a constant link density ν and thus n . All links have the same required rate rt (and thus, R = πν same SINR threshold β), the same transmission power p (we normalize p = 1) and the link distance dtr (and thus, same link gain g). The maximum allowed interference for each link to achieve rt is, therefore, Sth = βg − N0 . A simple path loss



model, based on distance, is considered for the gains and thus gij = d(Ri , Tj )−α , where d(Ri , Tj ) is the distance between the receiver of link i and the transmitter of link j and α > 2 is the path loss exponent. The chromatic number χ(F ) is related to both, in-degree and out-degree. However, analyzing the in-degree is complicated because each din i (F ) depends on the joint interference environment of all links, which are not independent of each other. However, by the virtue of Theorem 1, it is possible to upper bound χ(F ) using only dout (F ), the maximum of dout i (F )’s. Recollect that the out-degree of link i is obtained by considering the threshold-crossing of the partial sum-interference at receiver i. Since the links are distributed independently, we can, hopefully, analyze this partial sum. To analyze dout (F ), we consider K such that: Pr{dout (F ) ≥ K} ≤ 2 .



(2)



Thus, K satisfying (2) upper bounds dout (F ) with probability 1 − 2. Due the assumption of the equal transmission power, for each link i, Steps 3 to 6 of GRAPH-GENERATION in the previous section will find a set of contending links (out-degree neighbors) whose transmitters are the closest to receiver i (i.e., with the largest gains gij ). Let [k] denote the furthest of these transmitters, i.e., for which gi[k] is the minimum gain among contending links. Using a union bound and gi[k] , we bound the probability in (2) as below, Pr{dout (F ) ≥ K}



≤ n Pr{dout (3) i (F ) ≥ K} out = n Pr{(di (F ) ≥ K) ∩ (gi[k] ≥ c)} + n Pr{(dout i (F ) ≥ K) ∩ (gi[k] < c)} ,



where c = rc−α is a threshold-gain that will be chosen to minimize K. Given the path-loss model d−α , c corresponds to the radius rc of a disk centered at receiver i. Now, if gi[k] ≥ c,  . d˜ = Number of links with gij ≥ c = ≥ j=i 1(gij ≥c) dout i (F ). (Here, 1A denotes the indicator function for event A.) This is because, based on GRAPH-GENERATION, the out-degree dout i (F ) is the number of transmitters within the −1/α disk of radius gi[k] ≤ rc . This can be visualized as the partial sum-interference procedure stopping within the disk of radius rc . On the other hand, if gi[k] < c, the partial suminterference procedure stops outside the disk of radius rc . In . that case, s = Total  interference of all links outside disk = of radius r c j=i gij 1gij  gi[k] . Hence, Pr{dout (F ) ≥ K} ≤ n Pr{d˜ ≥ K} + n Pr{s ≥ Sth }.



(4)



To satisfy (2), we now find K so that each of the two terms in the RHS of (4) is no larger than . Due to the independence of the locations of the links, the following Chernoff bound applies to the second term. n Pr{s ≥ Sth } ≤ ne−φSth Eeφs φgij 1(gij 


≤ ne−φSth (Ee = ne−Ψ(φ,rc ) ,



)



(5)



. where Ψ = φSth − n log Eeφgij 1(gij 


decreasing in K. From (2), this value K ∗ is an upper bound on dout (F ) with high probability (1 − 2). However, by applying Theorem 1, we also have a high probability upper bound on χ(F ), i.e., 2K ∗ + 1. In the next section, we analyze this upper bound and also present a simple lower bound, in the asymptotic case of n → ∞.



IV. A SYMPTOTIC A NALYSIS OF C OLOR B OUND In this section, we show that the chromatic number of where τ ∈ [0, φgij 1(gij  0, then r2−α φ = o(log n) ΨLB = a1 (rc )φ − a2 (rc ) c 2 −α  2−α  . . and rc2−2α φ2 eφrc = o(log n). Hence, the dominant positive 2 2−α where a1 (rc ) = Sth − α−2 rc − R and a2 (rc ) = term in ΨLB is Sth φ. By dropping lower order terms, we 1 2−2α 2−2α r . − R c α−1 have ΨLB ∼ k1 Sth log n. Finally, by choosing k1 ≥ 2/Sth , In order to make Pr{d˜ > K} in (4) small, while satisfying n Pr{s ≥ S } → 0 as n → ∞. th ne−Ψ ≤  from (5), the following optimization is required to Lemma 3: dout (F ) = O( logloglogn n ) in probability. 1 find the minimum rc (equivalently, the maximum c). k2 log n Proof: For rc = (log n) α and K = log log n , one (8) can easily show that there exists a positive constant k2 such min rc rc ,φ>0



n subject to: ΨLB ≥ ln .  It seems impossible to solve this minimization problem analytically. However, the structure of the problem allows an efficient algorithm to find the optimal rc numerically. Since a2 (rc ) ≥ 0 for all rc ≤ R, a1 (rc ) has to be positive for φ to  1  2−α 2−α . satisfy the constraint, and hence, rc ≤ α−2 2 Sth + R For such a fixed value of rc , ΨLB is a concave function of φ, and finding the optimum φ∗ (rc ) maximizing ΨLB , is trivial. Therefore, the optimum rc , say rc∗ , can be efficiently found  1  2−α 2−α , R], by a binary search over the range [ α−2 2 Sth + R evaluating ΨLB (φ∗ (rc ), rc ). Intuitively, finding a value of rc that keeps the second term in the RHS of (4) small, may be interpreted as the step that manages the sum-interference, so that the required rate rt can be obtained. Thus, this is the key step that makes this analysis distinct from that of a pairwiseinterference model. Note that we have considered the precise PHY parameters and the correct sum-interference resulting from wireless transmission. Having computed the optimal rc∗ , we next calculate the first term in the RHS of (4). For the computed rc∗ , d˜ is Binomial(n, p) with p = rc∗ 2 /R2 and mean µ = πνrc∗ 2 . Thus, a binomial-tail upper bound [3] can be applied as below, and an optimal value of K keeping this bound ≤  can be selected.  K πνrc∗ 2 K−πνrc∗ 2 ˜ n Pr{d ≥ K} < ne ≤ . (9) K The minimum K ∗ satisfying the second inequality in (9) is easily calculated since the binomial-tail bound is monotonically



2



πνr 2



K



c in (9) is less than 1/n and hence, that neK−πνrc K converges to 0, in the limit [3], [5]. Now, from Theorem 1 and Lemma 3, we have the following asymptotic upper bound on χ(F ). Lemma 4: χ(F ) = O( logloglogn n ) with high probability. Next we show that χ(F ) is also Ω( logloglogn n ). Lemma 5: χ(F ) = Ω( logloglogn n ) with high probability. Proof: We lower bound the maximum clique size ω(F ) since χ(F ) ≥ ω(F ) [4]. Consider a disk with radius rb −1/α satisfying (2rb + dtr )−α > Sth , i.e., rb < 12 Sth − dtr . Then, all links having their transmitters within this disk form a clique [4] because no pair of such links can achieve rt in the same channel. It is known that for a constant radius, the maximum over all such  disks of the number of nodes within each disk is Ω logloglogn n with high probability as n → ∞ [3], [5]. We can use this result since rb is also a constant and therefore, χ(F ) = Ω( logloglogn n ). Finally by combining Lemma 4 and Lemma 5, we get the following theorem. Theorem 2: χ(F ) = Θ( logloglogn n ) with high probability. This theorem shows that, in the order of n, the algorithm presented in this paper is asymptotically as efficient as is the traditional disk graph coloring, since the latter also uses Θ( logloglogn n ) colors [3], [5]. Intuitively, even with optimal scheduling, the number of channels required to provide a constant per-link data rate must be an increasing function of n. This is because there are likely to be local pockets of high density in a large random network. Considering this fact, χ(F ) = Θ( logloglogn n ), which is a slowly increasing function of n, is the best one can expect.
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Upper bound vs. simulation results



V. S IMULATION & N UMERICAL R ESULTS In this section, we first perform the numerical calculations specified in the analysis of the previous section, and verify the analysis by comparing against simulations. Then, we examine the behavior of χ(F ) in two contrasting physical layer scenarios: one in a high SNR regime and the other in a low SNR regime. The choice of all necessary parameters is as follows, assuming appropriate normalization. The following two different values of received SNR, SN Rrx , were chosen: 50 dB typical in high SNR systems such as 802.11a [8] and 0 dB typical in low SNR systems such as UWB (ultra wide band) [9]. The link rate and SINR were assumed to be related by Shannon-capacity formula with a gap Γ. Γ was set to be 15 dB based on the receiver sensitivity of 802.11a and UWB [9], [10]. rt = 0.1rmax for the high SNR case and rt = 0.6rmax for the low SNR case, respectively, where rmax is the rate achieved in the absence of interference, i.e., W log(1 + SN Rrx /Γ). Note that a link in a networking environment operates at a certain rate below rmax due to the interference and the ratio rt /rmax must be lower in a high SNR case since the interference will dominate the background √ noise. We choose dtr = 0.3 and R = n, so that the link density is constant. Finally, α = 3 and the normalized noise power N0 = d−α tr /SN Rrx . Fig. 2 shows the numerically calculated upper bound (labeled out (F ), i.e., K ∗ in Section III. The figure also shows dout U B ) on d out d (F ) and χ(F ) (labeled as dout SIM and χSIM , respectively) obtained by executing the scheduling algorithm presented in Section II, for randomly generated networks with the parameters chosen above. The range of n is from 40 to 1280. dout UB was calculated for  = 0.05. Therefore, it is the upper bound with probability 1 − 2 = 0.9 from (2). Accordingly, dout SIM , χSIM are the 90th percentile of the samples obtained from 100 randomly generated networks for each value of n. For both values of SN Rrx , the following observations from Fig. 2 verify the analysis presented in this paper: 1) χSIM ≤ out 2dout SIM + 1 as expected by Theorem 1 in Section II; 2) dU B out exceeds dSIM by a factor of only 2, showing the practical use of the upper bound derived in Section III; 3) The x-axis for n is in log-scale and therefore, all curves in Fig. 2 are roughly linear in log n. This supports Theorem 2 in Section IV.



The effect of different SNR values on the required number of channels is also demonstrated in Fig. 2. In the low SNR case (SN Rrx = 0 dB), thermal noise is dominant over interference, and the effect of interference is low. That is why the figure shows that χSIM is only weakly dependent on the size of the network. In contrast, in the high SNR case (SN Rrx = 50 dB), interference is dominant, and so, more channels are required to avoid the strong interference between the proximal links. That is why, in the high SNR case, χSIM increases faster with n, although for both cases of SNR, χSIM is O(log n). Next, we try to assess the sub-optimality of the presented scheduling algorithm. Since the optimal scheduler is unknown, we quantify the sub-optimality of our scheduling algorithm as . follows. Consider a single isolated link that uses all the χU B = out 2dU B + 1 channels. The rate on this link rs = χU B W log(1 + SN Rrx χU B Γ ). This rate is clearly an upper bound on the per-link rate that can be achieved in a network, even by the optimal scheduler. The ratio rt /rs is, therefore, clearly a lower bound on the efficiency of our scheduler. In the low SNR case, the presented algorithm achieves more than 50% of the optimal rate, even for n = 107 . This is because in the low SNR regime, rs ≈ W SN Rrx /Γ, rt ≈ W β/Γ and the SINR threshold β can be chosen to be close to SN Rrx due to the thermal noise dominant over interference. Thus, this result verifies the performance of our algorithm in low SNR regime. In contrast, in high SNR regime where both rt and the optimal rate are expected to be much lower than rs , performance verification of any scheduling scheme is still an open problem. VI. C ONCLUSION A graph-based scheduling algorithm that overcomes the short-comings of disk graph coloring has been presented and analyzed. The algorithm explicitly uses SINR to generate a graph from a wireless network, so as to guarantee the required rates for all links. This is done by considering the suminterference, rather than only pairwise-interference, at each receiver. The analysis and simulation of this algorithm provide useful insight into the question of the number of channels required to support a certain data rate. An important extension of this work to be considered in the future are distributed variants of the algorithm. R EFERENCES [1] G. Kim, A. Rajeswaran and R. Negi, “Joint Power Adaptation, Scheduling and Routing Framework for Wireless Ad-hoc Networks,” SPAWC ’05, pp. 725-729, June 2005. [2] M. Johansson and L. Xiao, “Cross-layer optimization of wireless networks using nonlinear column generation,” Tech. Report, Stockholm, Nov. 2003. [3] M. Penrose, Random Geometric Graphs, Oxford, 2002. [4] J. A. Bondy and U. Murthy, Graph Theory with Appl., Elsevier, 1976. [5] C. McDiarmid, “Random channel assignment in the plane,” Random Structures & Algorithms, Vol.22, pp. 187-212, Mar. 2003. [6] R. Negi and A. Rajeswaran, “Physical layer effect on MAC performance in wireless ad hoc networks,” Proc. IASTED Conf. CIIT ’03, July 2003. [7] D. S. Hochbaum, “Efficient bounds for the stable set, vertex cover, and set packing problems,” Discrete Applied Mathematics 6, pp. 243-254, 1983. [8] IEEE Standard 802.11a-1999(R2003), “Wireless LAN MAC and PHY specifications”. [9] IEEE P802.15-03, “Multi-band OFDM Physical Layer Proposal for IEEE 802.15 Task Group 3a”, Mar. 2004. [10] Maxim Integrated Products, Inc, MAX2828/2829 Single/Dual-Band 802.11a/b/g Transceiver ICs, accessible at http://www.maxim-ic.com
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