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Abstract. In this paper, we propose a heteroskedastic model in discrete time which converges, when the sampling interval goes to zero, towards the complete model with stochastic volatility in continuous time described in Hobson and Rogers (1998). Then, we study its stationarity and moment properties. In particular, we exhibit a speciﬁc model which shares many properties with the GARCH(1,1) model, establishing a clear link between the two approaches. We also prove the consistency of the pseudo conditional likelihood maximum estimates for this speciﬁc model. Key words: ARCH models, stochastic volatility, diffusion approximation, Markov chain, asymptotic theory JEL Classiﬁcation: C32 Mathematics Subject Classiﬁcation (1991): 90A09, 60J60, 62M05 1 Introduction In the recent years, the modeling of ﬁnancial assets, in view of giving prices for contingent claims, has been the subject of many investigations. In the continuous time framework, several authors have proposed models where, unlike the Black and Scholes (1973) model, the volatility of the asset is not constant. In some cases, this is done by assuming that the volatility itself follows a stochastic differential equation (see, for instance, Hull and White 1987, or Scott 1987). This approach This work was supported in part by Dynstoch European network. Thanks to David Hobson for introducing me to these models, and to Valentine Genon-Catalot for numerous and very fruitful discussion on this work. The author is also grateful to Uwe Kuchler for various helpful suggestions, and to two referees and an associate editor for their comments and suggestions. Manuscript received: July 2001; ﬁnal version received: December 2002
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has some disadvantages. From a ﬁnancial point of view, the model is not complete, and option pricing is possible only under additional assumptions (for instance on the risk premium). From a statistical point of view, the presence of an additional source of randomness makes these models difﬁcult to estimate (see Genon-Catalot et al. 2000a, and references therein). To answer the ﬁrst problem, Hobson and Rogers (1998) propose a stochastic volatility model with only one source of uncertainty, which allows them to prove that the market is still complete. They show, for a particular model, that the price of a European Call Option satisﬁes a partial differential equation, and the implied volatility resulting from these prices presents ”smiles” and ”skews”, which is a common phenomenon on option markets. As claimed by the authors, their model presents similarities with the AutoRegressive Conditional Heteroskedastic (ARCH) models introduced by Engle (1982), the ﬁrst one being that ARCH models also have only one source of randomness. ARCH models have been favoured by econometricians for modeling ﬁnancial series in discrete time (see the review by Bollerslev et al. 1992). There are several reasons to explain the success of these models. One of them is certainly the fact that they may be applied to series of data with fat tails. In particular, a key feature of ARCH processes is that their stationary distribution may have an inﬁnite variance. Moreover, statistical procedures for consistently estimating the parameters are available. However, ARCH models, like almost every discrete time model, are not a convenient tool for option pricing. And, when a diffusion approximation of the model exists (this is the case for instance for the GARCH(1,1) model), they surprisingly lead either to stochastic volatility models with two sources of randomness (see Nelson 1990b) or to a model where the variance is deterministic (see Corradi 2000). The aim of this paper is to investigate the link between ARCH models and the complete model with stochastic volatility of Hobson and Rogers. In a ﬁrst section, we recall a few essential facts on both models. The approach of Hobson and Rogers is based on offset functions, which have a natural discrete time counterpart. This leads us to deﬁne in Sect. 3 a discrete time model, which is conditionally heteroskedastic, and may be seen as an alternative to ARCH models. Under a simple assumption on the rate of convergence of the parameters, we prove that its diffusion approximation is the complete model with stochastic volatility. We believe that, in comparison with the standard ARCH models described above, this clear relationship between the model in continuous time and the model in discrete time is a nice theoretical property. This diffusion approximation result also provides a numerical scheme, different from the Euler scheme, to approximate the Hobson and Rogers model. Then, we study the stationary properties of this model. We show that, like classical ARCH models, a stationary solution with inﬁnite variance may exists. In particular, in Sect. 4, we exhibit a speciﬁc model which has essentially the same stationarity properties than the GARCH(1,1) model. These results are obtained using the Meyn and Tweedie (1993) tools for Markov chains. In the last section, we show that the statistical method developed for standard ARCH models can be
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applied here, and we describe the procedure leading to strongly consistent estimates of the parameters. 2 Stochastic volatility models driven by a one dimensional noise 2.1 Complete model with stochastic volatility in continuous time In their paper, Hobson and Rogers (1998) propose a continuous time modeling of the discounted log-price process Zt = log(Pt e−rt ), where Pt is the price of the stock considered and r the risk free interest rate. It is based on the following offset functions deﬁned, for any integer m, by  ∞ (m) = λ e−λu (Zt − Zt−u )m du, (1) St 0



where the parameter λ is a positive real. The process {Zt , t ∈ IR} is assumed to solve the stochastic differential equation     (1) (d) (1) (d) dt + σ St , . . . , St dBt , (2) dZt = µ St , . . . , St where {Bt , t ∈ IR} is the standard Brownian motion, µ and σ are Lipschitz functions and σ is positive. Hence, the drift and the diffusion coefﬁcient of (2) depends on the past price changes through the offset functions. It is important to note that, by means of Ito calculus, one can prove that the offset functions satisﬁes the following Stochastic Differential Equation (see Lemma 3.1 in Hobson and Rogers 1998) (m)



dSt



(m−1)



= mSt (1)



dZt +



m(m − 1) (m−2) (m) d < Z >t − λSt dt. St 2



(3)



(d)



Thus, (Zt , St , . . . , St ) is a Markov process. Obviously, there are relations between offset functions. In particular, using (1) and the Cauchy-Schwarz inequality yields 2  (1) (2) St ≤ St . (4) (1)



(d)



Since the volatility of Pt is deﬁned by the function σ(St , . . . , St ), this model can be viewed as a stochastic volatility model. However, unlike most of them, no additional Brownian motion is needed to obtain this feature. Then, from a ﬁnancial point of view, the market is still ”complete”, which enables Hobson and Rogers to derive prices for derivative securities. These results are obtained assuming that d = 1 and with the following function σ,    (1)



σ(St ) = c1



(1)



1 + c2 St



2



∧ N,



where c1 , c2 and N are constants. In this speciﬁc model, the variance is both bounded above and bounded away from zero, an assumption needed to prove the equivalence between the initial probability measure and the martingale measure.
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2.2 ARCH models As suggested by Hobson and Rogers, their model presents similarities with ARCH and GARCH models. One of the main object of this paper is to clarify these links. This section recalls some useful properties of a speciﬁc model, the GARCH(1,1) in mean model. We say that a {Z˜n , n ∈ IN} is a GARCH(1,1)-M process if it satisﬁes the equation (5) Z˜n+1 − Z˜n = µ(σn2 ) + σn ηn+1 , where {ηn , n ∈ IN} is a sequence of independent and identically distributed random variables (non necessarily Gaussian), with mean zero and variance 1, and   2 2 σn+1 σn2 . = ω ˜ + β˜ + α ˜ ηn+1 (6) 2 , it is assumed that ω ˜, α ˜ and β˜ are positive. In the To ensure the positivity of σn+1 special case where µ = 0, this describe the GARCH(1,1) model. One can study the diffusion approximation of this model. For this, we can (∆) write the model introducing a small time interval ∆. Let Z˜t = Z˜n∆ when t ∈ [n∆, (n + 1)∆), with √  2 Z˜(n+1)∆ = Z˜n∆ + ∆µ(σn∆ ) + ∆σn∆ ηn+1 . 2 2 σ(n+1)∆ =ω ˜ ∆ + σn2 β˜∆ + α ˜ ∆ ηn+1



The ﬁrst equation is the Euler scheme of (5). Assuming that Eηn3 = 0 and that there exists ε > 0 such that Eηn4+2ε < ∞, it is proved in Nelson (1990, b) that, if the following rates of convergence hold ω ˜ ∆ ∆→0 −→ ω ˜, ∆



2 α ˜∆ ∆→0 −→ α ˜ ∆



and



1 − (˜ α∆ + β˜∆ ) ∆→0 ˜ −→ λ, ∆



(∆) then, the Z˜t converges in distribution when ∆ goes to zero towards the solution of the following stochastic volatility model  2 dZ˜t = µ(σ  σt dBt√  t ) dt + , 2 2 ˜ dσt = ω ˜ − λσt dt + α ˜ σt2 dWt



where Wt is a Brownian motion independent of Bt . Hence, and somewhat surprisingly, the diffusion limit depends on two independent Brownian motions. With a different assumption on the rate of convergence of α ˜ , Corradi (2000) proves that the diffusion limit depends only on Bt , but the equation for σt2 is now degenerate (it is an ordinary differential equation). Using a different approach (it is assumed that the volatility jumps only at integer values of time), Kallsen and Taqqu (1998) found a diffusion limit driven by only one brownian motion. We now recall the results concerning the existence of a stationary distribution. There exists a unique strictly stationary and ergodic solution of (6) if and only if
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  E log β˜ + α ˜ ηn2 < 0 (see Nelson 1990a, and for a more general result Bougerol   and Picard 1992). Let us stress the fact that, under this condition, E σn2 is not necessarily ﬁnite. To get this additional feature, one must assume that α ˜ + β˜ < 1 (it is a necessary and sufﬁcient condition, see Bollerslev 1986). The link between the two conditions can be made using the Jensen inequality. Therefore, for some values of the parameters, Z˜n+1 − Z˜n may be strictly stationary with inﬁnite variance, so that GARCH models can ﬁt data with fat tails, which is often the case in ﬁnance. When a strictly stationary solution exists, if µ = 0, σn2 has the following causal expansion:  ˜ + α ˜ /(1 − β) ˜ (7) β˜i−1 (Z˜n−i+1 − Z˜n−i )2 . σn2 = ω i≥1



Obviously, this is a key result for comparing the complete stochastic volatility model with GARCH(1,1) model.



3 A discrete time model based on offset functions 3.1 The model The aim of this paper is to investigate a discrete time model inspired by the approach described in Sect. 2.1. More precisely, we shall construct a process {Zn , n ∈ ZZ} such that the offset functions satisfy Sn(m) = (1 − β)



∞ 



β i−1 (Zn − Zn−i )m .



(8)



i=1



The log of the price process now satisﬁes the discrete time version of (2), that is to say     Zn+1 − Zn = µ Sn(1) , . . . , Sn(d) + σ Sn(1) , . . . , Sn(d) ηn+1 , (9) where {ηn , n ∈ ZZ} is deﬁned as in the GARCH model. We now concentrate on the case where d = 2. To study our model, we need a Markovian representation. Writing (Zn − Zn−i )2 = (Zn − Zn−1 + Zn−1 − Zn−i )2  



 (1) (2) leads us to consider the following model for Zn , Sn , Sn , n ∈ IN . Deﬁnition 3.1 On a probability space (Ω, A, P ), let {ηn , n ∈ IN∗ } be a sequence of independent and identically distributed IR-valued random variables with mean 0 and variance 1. Let µ : IR2 → IR and σ : IR2 → IR∗+ be two continuous functions, and set     Z0 = z0 , Zn+1 − Zn = µ Sn(1) , Sn(2) + σ Sn(1) , Sn(2) ηn+1 ,
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(2)



where (Sn , Sn ) is given by the system (β ∈ (0, 1))  (1) (1) Sn+1 = βSn + (Zn+1 − Zn ) , (10) (2) (2) (1) Sn+1 = βSn + (Zn+1 − Zn )2 + 2βSn (Zn+1 − Zn )     (1) (2) (1) (2) = s0 , s0 . We assume that the law of ηn has a density and S0 , S0 ϕ with respect to the Lebesgue measure λ: ϕ is positive on IR,   symmetric and (1) (2) lower semicontinuous. Moreover, we assume that, on (Ω, A, P ), z0 , s0 , s0 is 2  (1) (2) a random variable independent of {ηn , n ∈ IN∗ }, such that s0 ≤ s0 .  



 (1) (2) This deﬁnition implies that Zn , Sn , Sn , n ∈ IN is a Markov process. It   



(1) (2) is also the case for Sn , Sn , n ∈ IN . Let us deﬁne by In the σ-ﬁeld generated   (1) (2) by {Zm , 0 ≤ m ≤ n} and s0 , s0 . Since we assumed that the function σ is positive, ηn is In -measurable. Thus, we obtain   and E [Zn+1 − Zn /In ] = µ Sn(1) , Sn(2)   V ar [Zn+1 − Zn /In ] = σ 2 Sn(1) , Sn(2) . Therefore, the process (Zn ) is conditionally heteroskedastic, and it belongs to the ARCH-type models. However, it is important to note that the conditional mean and variance depend, through the offset functions, on the changes between the current price and the past prices, raised to a certain power. This has to be compared with standard ARCH models, where they depend on the past perturbations (see (7) for instance). Clearly, there is a link between the two equations in (10), which has the following implication:  (1) Proposition 3.1 Under the assumptions of Deﬁnition 3.1, the process Xn = Sn ,  (2) Sn is a Markov chain with state space X = {(x1 , x2 ) ∈ IR × IR+ / x21 ≤ x2 }. 2  (2) (1) . From Proof of Proposition 3.1 We introduce the process Un = Sn − Sn (10), we get 2  Un+1 = βUn + β(1 − β) Sn(1) . (11) Since we assumed that β ∈ (0, 1) and U0 ≥ 0, the process Un stays positive, and (2) the same holds for Sn . This also implies the following inequality 2  ≤ Sn(2) . (12) Sn(1)  Therefore, the Markov chain Xn has for state space X .   (1) (2) Remark that Sn , Sn respects the same boundary condition than the offset functions in continuous time (see (4)).
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3.2 Diffusion approximation Obviously, the system described by (10) looks very much like its continuous time counterpart given by (3). Let us clarify this point. Let ∆ be a small interval of time, and consider the continuous time process 



(1)



(2)



Zt , St , St



(∆)



=







(1)



(2)







Zn∆ , Sn∆ , Sn∆



for



n∆ ≤ t < (n + 1)∆,



  (1) (2) where Zn∆ , Sn∆ , Sn∆ is given by our model with a step ∆, that is to say      √ (1) (2) (1) (2)  Z + ηn = Z + ∆ µ S , S ∆σ S , S  n∆ (n+1)∆ n∆ n∆ n∆ n∆  (1) (1) , S(n+1)∆ = β∆ Sn∆ + (Z(n+1)∆ − Zn∆ )   (2) (1)  S (2) 2 (n+1)∆ = β∆ Sn∆ + (Z(n+1)∆ − Zn∆ ) + 2β∆ Sn∆ (Z(n+1)∆ − Zn∆ ) (13) (1) (2) (1) (2) and (Z0 , S0 , S0 )(∆) = (z0 , s0 , s0 ). Note that the ﬁrst equation is the Euler scheme of (2). We have the following result. Proposition 3.2 Assume that there exists ε > 0 such that Eηn4+2ε is ﬁnite. If 1 − β∆ ∆→0 −→ λ, ∆ (1)



(14)



(2)



the process (Zt , St , St )(∆) converges in distribution when ∆ goes to zero towards the complete stochastic volatility model given by      (1) (2) (1) (2)  dZ dt + σ S dBt = µ S , S , S  t t t    t    t   (1) (1) (2) (1) (1) (2)  dSt = µ St , St − λSt dt + σ St , St dBt       (2) (1) (1) (2) (1) (2) (2) 2  + σ S − λS dt dS = 2S µ S , S , S  t t t t t   t   t   (1) (1) (2)  +2St σ St , St dBt     (1) (2) (1) (2) = z0 , s0 , s0 , if this stochastic differential equation has and Z0 , S0 , S0 a unique weak solution. Remark 1 It is important to remark that we only need an assumption on the rate of β∆ to obtain the convergence toward a stochastic differential equation, and this is simpler than the approach of Nelson (1990b) for GARCH(1,1) model. Actually, the assumptions made here on the rate of convergence of the parameters are investigated for the GARCH(1,1) model by Corradi (2000). But this leads to a diffusion limit where the variance is driven by an ordinary differential equation. It seems more satisfactory to obtain, as it is the case here, a variance limit which depends on the past of Zt . Remark 2 If we set β∆ = 1 − λ∆ (which satisﬁes assumption (14) on the rate of convergence), the second equation is the Euler scheme of the stochastic differential
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equation satisﬁed by the offset function of order 1 (see (3)). However, this is not the case for the offset function of order 2. So, our discrete time model provides a numerical scheme, different from the Euler scheme, to approximate the complete stochastic volatility model in continuous time. Moreover, it respects the boundary  2 (1) (2) condition St ≤ St , which is not the case for the classical Euler scheme. Remark 3 Assumption (14) on the rate of convergence is also satisﬁed when β∆ = exp(−λ∆), which is the choice inspired by the offset functions. Proof of Proposition 3.2 The method of the proof is the same as in Nelson (1990b) for GARCH models (see also Chapt. 8 by L. Elie in Droesbeke et al. 1993). We must compute the required conditional expectations and variances. Setting A = (1) (1) (2) (2) (Z0 = z0 , S0 = s0 , S0 = s0 ), we have  



  (1) (2) ∆−1 E [(Z∆ − Z0 )/A] = µ s0 , s0  ,     ∆−1 E (S (1) − S (1) )/A = ∆−1 (β∆ − 1)s(1) + µ s(1) , s(2) 0 0 0 0 ∆ and, using the assumption on the rate of convergence of β∆ , the second term (1) (1) (2) converges to −λs0 + µ(s0 , s0 ). Moreover,     (2) (2) (2) (1) (2) E (S∆ − S0 )/A = (β∆ − 1)s0 + ∆2 µ2 s0 , s0     (1) (2) (1) (1) (2) + ∆ σ 2 s0 , s0 + 2s0 β∆ µ(s0 , s0 ) , which implies ∆−1 E







(2)



(2)



S∆ − S0







 /A



    (2) (1) (2) (1) (1) (2) −→ −λs0 +σ 2 s0 , s0 +2s0 µ s0 , s0 .



∆→0



The conditional variance is given by 



(1)



(2)



(1)



(2)



∆−1 V ar [(Z∆ − Z0 )/A] = σ 2 (s0 , s0 ) (1)



(1)



∆−1 V ar (S∆ − S0 )/A = σ 2 (s0 , s0 )



,



and  V ar



(2)



(2)



S∆ − S0







     (1) (2) (1) (2) /A = ∆3 µ2 s0 , s0 σ 2 s0 , s0   (1) (2) + ∆2 σ 2 s0 , s0 V ar(η12 )  2  (1) (1) (2) + ∆ 2β∆ s0 σ s0 , s0 .



Since E(ηn4 ) is ﬁnite, we clearly obtain ∆−1 V ar







(2)



(2)



S∆ − S0







 /A



∆→0



−→







2  (1) (1) (2) 2s0 σ s0 , s0 .
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We also need the covariance terms. Since the density is symmetric, we have Eηn3 = 0, and one can prove that        (1) (1) (1) (2) −1 2  /A = σ s Cov (Z − Z ) S − S , s ∆  ∆ 0 0 0    0      ∆ ∆→0 (1) 2 (2) (2) (1) (2) −1 ∆ Cov (Z∆ − Z0 ) S∆ − S0 /A −→ 2s0 σ s0 , s0 .         ∆→0  (1) (1) (2) (2) (1) (1) (2) −1 2  ∆ Cov S − S S∆ − S0 /A −→ 2s0 σ s0 , s0 0 ∆ Remarking that   (1)    (1) 1 1 2s0 1 00 1 1 2s0  (1)   1   1 0 00 0 0 , 1 2s   0 2  = (1) (1) (1) (1) 2s0 0 0 00 0 2s0 2s0 2s0 gives the limit process. We must check is tight. This holds if, for a positive ε, the   that the process (1) (2) supremum on z0 , s0 , s0 ≤ r of the functions   2+ε ∆−(1+ε/2) E |Z∆ − Z0 )| /A and  2+ε   (m) (m)  ∆−(1+ε/2) E S∆ − S0 ) /A stays bounded when ∆ → 0. It is straightforward for the ﬁrst one. For m = 1, one can see that  2+ε   (1) (1)  /A E S∆ − S0 )  2+ε  2+ε √  2+ε       (1)  (1) (2)  (1) (2) ≤ (β∆ − 1)s0  + ∆µ s0 , s0  +  ∆σ s0 , s0 η1 



.



So we have the result using (14). Similar computations and using the ﬁniteness of  Eη14+2ε gives the result for the third function. 3.3 Irreducibility properties Now,  to investigate the stationary properties of the Markov chain Xn  we begin (1) (2) = Sn , Sn . For this purpose, we follow closely the approach of Meyn and Tweedie (1993). Similar arguments, used in a different context, can be found in Talay (2000). The ﬁrst step is to establish that the chain is irreducible with respect to the Lebesgue measure λ on X . Such a chain is called a λ-irreducible chain. This means that the chain may reach with positive probability any Borel sets B of X with positive measure. To be more precise, let us deﬁne P n (x, B) = P (Xn ∈ B/X0 = x).
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The chain Xn is λ-irreducible if, for any B ∈ B(X ) with λ(B) > 0,  ∀x ∈ X , P n (x, B) > 0. n≥1



Let us ﬁrst prove this property for the open sets of X . This corresponds to the notion of open set irreducibility, introduced by Meyn and Tweedie (1993 p. 131).   (1) (2) Lemma 3.1 The Markov chain Xn = Sn , Sn is open set irreducible.   (1) Proof of Lemma 3.1 It is equivalent to study the Markov chain Xn = Sn , Un , 2  (2) (1) which has state space X  = IR × IR∗+ . Recall that Sn = Sn + Un and      (1) (1) (1) (2) (1) (2)  Sn+1 + σ Sn , Sn ηn+1 = βSn + µ Sn , Sn 2  . (1) U = βU + β(1 − β) S n n+1 n Let O be an open set of X  . It contains a set A = (a, b) × (c, d) (c, d are non negative). Let x = (s, u) be the starting point. Note that, iterating (11) implies that Un = β n u + β(1 − β)



n 



 2 (1) β i−1 Sn−i .



(15)



i=1



Let ε be a (small) positive real, and choose n such that β n u ≤ ε. Then, since ηi has a positive density on IR and the function σ is positive, we can choose recursively (1) sets A1 , A2 , . . . , An−2 such that, for all i, λ(Ai ) > 0, and if ηi ∈ Ai , |Si | ≤ ε. Thus, if ε is small enough, we may ﬁnd a set An−1 such that if ηn−1 ∈ An−1 , (1) Un ∈ (c, d). Last, we take An such that if ηn ∈ An , Sn ∈ (a, b). Therefore,  n  P (x , A) ≥ ϕ(y1 ) . . . ϕ(yn ) dy1 . . . dyn > 0, A1 ×···×An



and



Xn



is open set irreducible. The same holds for Xn . (1)







(2)



Since (Sn , Sn ) depends on a one dimensional noise, the chain is not strongly Feller, so that we can not deduce directly the λ-irreducibility of the chain. However, we have the following result.   (1) (2) is a λ-irreducible weak Proposition 3.3 The Markov chain Xn = Sn , Sn Feller chain. Proof of Proposition 3.3 As in the Proof of Proposition 3.1, we study the open set irreducible chain Xn , which satisﬁes  , ηn ). Xn = F (Xn−1



Thus, Xn is a non linear state space model with control set IR, which is studied in details in Meyn and Tweedie (1993, Chapt. 7). In particular, this proves (since
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we assumed that µ and σ are continuous) that Xn is a weak Feller chain (if g is a continuous bounded function, P g (see (16) below) is also continuous and bounded). Thus, to prove the λ-irreducibility, we must check that the associated control model is forward accessible. Set X2 = F2 (x0 , η1 , η2 ). The second order controllability matrix is given by     ∂F2 (x0 , η1 , η2 ) ∂F2 (x0 , η1 , η2 ) 2 , (η1 , η2 ) = C(x,u) ∂η1 ∂η2 and the associated control model is forward accessible (in two steps) if this matrix is full rank (see Meyn and Tweedie 1993, Theorem 7.1.1). Note that U2 does not (1) depend on η2 , and that the derivative of S2 with respect to η2 is equal to σ, which 2 is assumed to be positive. Hence, the determinant of C(x,u) (η1 , η2 ) is not equal to zero when this holds for the derivative of U2 with respect to η1 . Since   ∂U2 = β(1 − β) βx + µ(x, x2 + u) + σ(x, x2 + u)η1 , ∂η1 the matrix is full rank almost surely. With our assumptions on the sequence (ηn ), by Proposition 7.1.5 (Meyn and Tweedie 1993), Xn is a T-chain, and an open set  irreducible T-chain is λ-irreducible. This also holds for Xn . Recall ﬁrst that, for a λ-irreducible chain, there exists at most one stationary distribution π. We may now study its existence for system (10). For this purpose, we introduce Hajek’s criterion (see Duﬂo 1993, or Attali 1999). Recall that a Lyapunov function is a non negative function that tends to inﬁnity when ||x|| → ∞. Assume that, for some compact set A ∈ B(X ), there exists a Lyapunov function g such that  ∀x ∈ Ac , P g(x) = P (x, dy)g(y) ≤ a g(x), (16) X



where a ∈ [0, 1), and P g(x) is bounded on A. Under this assumption, there exists an invariant probability π (see Attali 1999, or, with a slightly different approach, Meyn and Tweedie 1993, Theorem 12.3.4). Moreover, since our chain is weakly Feller and λ-irreducible, Hajek’s criterion also implies the positive recurence of the chain (see Tweedie 1975, or Attali 1999), which means that for any bounded Borel function f , n−1 1 Px a.s. f (Xk ) −→ π(f ). ∀x ∈ X , n k=0



This result can be extended to functions f such that ∃C ∈ IR+ ,



|f (x)| ≤ C (g(x) + 1) ,



(17)



where g is a Lyapunov function satisfying (16). Note that a similar method has been successfully used by Ling and McAleer (2002) to obtain the existence of stationary solution and moment conditions for a general class of GARCH models. We summarize the results described above in the following proposition:
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Proposition 3.4 If there exists a Lyapunov function g satisfying (16), the Markov chain Xn admits a unique stationary distribution π. Moreover, the chain is positive recurent, and if f satisﬁes (17), f ∈ L1 (π). It is useful to remark that, because of the speciﬁc form of the state space X of our chain (see (12)), {x2 ≤ M } is a compact subset of X , and we have Lyapunov functions that only depend on the second coordinate. For instance, for any positive δ, g(x1 , x2 ) = xδ2 , is a Lyapunov function. These two arguments will be useful in the sequel to check (16) for speciﬁc models. Moreover, the existence of a moment of order δ given by these Lyapunov functions is the ﬁrst step to prove that the model actually satisﬁes the equations of offset functions (see (8)). 4 A speciﬁc model close to the GARCH(1,1) model In this section, we detail a speciﬁc model where we can actually check the Hajek criterion. Furthermore, this model is chosen to be as close as possible to the GARCH(1,1) model. In particular, under the same conditions than the ones recalled in Sect. 2.2 for the GARCH(1,1) model, we obtain the existence of a strictly stationary solution with the same moment properties. 4.1 The model We now set µ = 0, so that



  Zn+1 − Zn = σ Sn(1) , Sn(2) ηn+1 ,



(18)



and choose an appropriate function σ. In view of (7), we investigate the model issued from a function σ 2 linearly based on the offset of order 2:   σ 2 Sn(2) = ω + αSn(2) . We assume that (ω, α)∈ IR∗+ ×IR+ ,  so that the function σ 2 is positive. Hence, the (2)



is IR × [ω, +∞). support of the couple Zn , σ 2 Sn Let us remark that, according to the results of Proposition 3.2, the diffusion limit of this model is given by    (1) (2)  dZt = σ St , St dBt     1/2  (1) (1) (2) dSt = −λSt dt + ω + αSt dBt     1/2    (2) (2) (1) (2)  dt + 2St ω + αSt dSt = ω − (λ − α)St dBt (2)



Hence, St is a mean reverting diffusion (a property which also feeds into σ 2 ). This is typical of the variance diffusion limit in ARCH theory (see Sect. 2.2) or in stochastic volatility models (see for instance examples given in Genon-Catalot et al. 2000).
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Fig. 1. A sample time series of length 500 of the model based with offset function of order 2, with ω = 1, α = 0.2 and β = 0.8. On the left, the series (Zn ) and on the right (Zn+1 − Zn )



4.2 Main result For this speciﬁc model, let us give the Markovian representation of the system (10) using only the parameters and the process (ηn ):  1/2    S (1) = βSn(1) + ω + αSn(2) ηn+1 n+1 . (19)   1/2   (2) (2) (2) (1) (2) 2  Sn+1 = βSn + ω + αSn ηn+1 + 2βSn ω + αSn ηn+1 We can now state two propositions which enlight the link between this model and the GARCH(1,1) model. Proposition 4.1 The system  (19)  admits a unique strictly stationary and positive (2) recurent solution with E Sn < ∞ if and only if α + β < 1. In this case, we have    ω(1 − β) E σ 2 Sn(2) . = 1 − (α + β)    Proposition 4.2 If E ln β + αηn2 < 0, the system (19) admits a unique strictly stationary recurent solution. Moreover, there exists δ ∈ (0, 1] such  andpositive  δ (2) that E Sn < ∞. To illustrate these results, we provide a simple plot of the series generated under this model with a Gaussian noise (ηn ), in a case where the stationary distribution has an inﬁnite variance. This sample conﬁrms the result on the stationarity of the model. Moreover, let us remark that this series presents volatility clusters. For comparison purposes, we now provide a simple plot of the GARCH(1,1) model, generated with the same realization for the noise (ηn ) and comparable value for the parameters Since we used the same noise fot both models, the paths are very comparable. However, the clusters of high and low volatilies do not happen at the same time.
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Fig. 2. A sample time series of length 500 of the GARCH(1,1) model, with ω ˜ = 0.2, α ˜ = 0.2 and ˜n+1 − Z ˜n ) ˜n ) and on the right (Z β˜ = 0.8. On the left, the series (Z



4.3 Proof of the main result We give now the proofs of the two propositions of the previous section. Proof of Proposition 4.1 First, assume that this solution exists. Then, from the second line of (19), and from the independence of ηn+1 with the In -measurable random variables, we get        (2) E Sn+1 = βE Sn(2) + ω + αE Sn(2) .   (2) Thus, α + β < 1 and E Sn+1 = ω/(1 − (α + β)). To prove the converse, we use Proposition 3.4 with the Lyapunov function g(x1 , x2 ) = x2 . We have     (1) (1) (2) (2) E g Sn+1 , Sn+1 /Sn+1 = x1 , Sn+1 = x2 = ω + (α + β)x2 , which gives the result.







The proof of Proposition 4.2 is more technical. We ﬁrst prove a lemma. Set 2    √ Ak (η1 ) = βk + αη1 + β 1 − βk 2 . (20) Remark that, since β ∈ (0, 1), we have, for k ∈ [−1, 1] Ak (η1 ) ≥ β(1 − β) > 0.    Lemma 4.1 If E ln β + αη12 < 0, then there exists δ ∈ (0, 1] such that    δ  δ < 1. sup E (Ak (η1 )) = E β + αη12



(21)



k∈[−1,1]



Proof of Lemma 4.1 We ﬁrst prove the equality, for a ﬁxed δ ∈ (0, 1]. Let us study φ(k) = Ak (η1 )δ . Note that Ak (η1 ) = A−k (−η1 ). Since we assume that the law of η1 is symmetric, we consider only k ∈ [0, 1]. Then √ δ−1 δ−1 φ (k) = δ Ak (η1 ) (Ak (η1 )) = 2β α δ (Ak (η1 )) η1 .
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Thus, using (21) and δ ≤ 1, we get |φ (k)| ≤ 2β so that



√
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α δ (β(1 − β))δ−1 |η1 |,



  √ ∂ δ−1 . E [φ(k)] = E [φ (k)] = 2β αδE ηn (Ak (η1 )) ∂k



For x > 0, Ak (x) ≥ Ak (−x), which implies that     δ−1 δ−1 E η1 (Ak (η1 )) 1lη1 ≥0 ≤ E η1 (Ak (−η1 )) 1lη1 ≥0   δ−1 = −E η1 (Ak (η1 )) 1lη1 ≤0 .  δ  Therefore, E [φ (k)] ≤ 0, and E [φ(k)] ≤ E [φ(0)] = E β + αη12 , which gives the equality.  δ  Now, considering the function ψ(δ) = E β + αη12 , it is easy to see that    ψ is convex on [0, 1] and that ψ  (0) = E ln β + αη12 . Therefore, under our assumption,ψ  (0) < 0. Since ψ(0) = 1, this implies the existence of δ ∈ (0, 1]  δ  such that E β + αη12 < 1.  Proof of Proposition 4.2 We check now Hajek’s criterion (16) with the Lyapunov function g(x1 , x2 ) = xδ2 , where δ is the one found by Lemma 4.1. If x ∈ X , we can write that x = √ (k x2 , x2 ), where k ∈ [−1, 1] and x2 ∈ IR+ . Then,  P (x, dy)g(y) X







δ √ 1/2 = E βx2 + (ω + αx2 ) η12 + 2βk x2 (ω + αx2 ) η1  δ √  1/2 1/2 η1 . = E Ak (η1 )x2 + ωη12 + 2βk x2 (ω + αx2 ) − (αx2 ) Using that, for δ ∈ (0, 1], (|a| + |b|)δ ≤ |a|δ + |b|δ , and β|k| < 1, yields  δ/2 δ P (x, dy)g(y) ≤ E (Ak (η1 )) xδ2 + ω δ Eη12δ + 2ω δ/2 E|η1 |δ x2 X



 Let K be a constant. For all x2 ≤ K, X P (x, dy)g(y) is bounded, and, for x2 > K,    X



P (x, dy)g(y) ≤ C1 +



sup E (Ak (η1 )) + C2 K −δ/2 δ



k∈[−1,1]



xδ2 ,



where C1 and C2 are two constants. Now, using Lemma 4.1 and taking K big enough yields  P (x, dy)g(y) ≤ (1 − τ )g(x) X
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for x2 > K, with τ > 0.



 (1)



(2)



When a strictly stationary solution exists, we can prove that (Sn , Sn ) satisfy the equations of offset functions (see (8)). For this, we consider the system (19) with    (1) (2) a sequence (ηn )n∈ZZ indexed by ZZ. If E ln β + αηn2 < 0, let (Sn , Sn )n∈ZZ be the strictly stationary solution, and (Zn )n∈ZZ is given by (18), assuming that Z0 = 0. We have the expected result: (1)



(2)



Proposition 4.3 The strictly stationary process (Sn , Sn ) is such that Sn(m) = (1 − β)



∞ 



β i−1 (Zn − Zn−i )m .



i=1



δ  (2) < ∞. Proof of Proposition 4.3 First, recall that, by Proposition 4.2, E Sn This implies that the strictly stationary sequence (Zn − Zn−1 ) is such that E|Zn+1 − Zn |2δ < ∞.



(22)



Now, set, for m = 1, 2, (m)



Tk



= (1 − β)



k 



β i−1 |Zn − Zn−i |m .



i=1



Then, by the monotone convergence theorem,  ∞ δ  (m) ≤ (1 − β)δ β δ(i−1) E|Zn − Zn−i |mδ E lim Tk k→∞



i=1



≤ (1 − β)δ



∞ 



β δ(i−1) i E|Z1 − Z0 |mδ .



i=1 (m)



By (22), Tk



converges a.s. This is also the case for Sn(m)



= (1 − β)



∞ 



β i−1 (Zn − Zn−i )m .



i=1



which are the stationary solution of (19).







Remark One can consider a simpler model where the variance depends only of the offset function of order one, for instance    2 σ 2 Sn(1) = ω + α Sn(1) , which is close to the case considered by Hobson and Rogers (1999) in their paper. Using the same method (with the Lyapunov functions g(x1 ) = x21 and g(x1 ) = x2δ with a ﬁnitemoment 1 ), we get the existence of a unique stationary distribution  √ 2 (1) of order 2 for Sn if and only if β 2 + α < 1, and, if E ln (β + αη1 ) < 0, of a unique stationary distribution with a ﬁnite moment of order 2δ.
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5 Estimation 5.1 The pseudo conditional likelihood method We consider here again the speciﬁc model described in Sect. 4, but the method can be used for other models. Let θ = (ω, α, β) be the parameter of the model, and θ0 its true value, which belongs to Θ ⊂ (0, ∞) × (0, ∞) × (0, 1). Our results are obtained under the following assumption    • A1. Θ is a compact set such that ω ≥ C > 0 and E log β + αηn2 < 0, Let us set, for n ≥ 1,   (2) Yn = Zn − Zn−1 = σθ Sn,θ ηn ,   (2) (2) with σθ2 Sn,θ = ω + αSn,θ (we use this notation to make clear the dependence of the conditional variance with respect to the parameter). Under A1, there exists (2) a stationary distribution for (Sn,θ ), so it is also the case for (Yn ). For the sake of the simplicity, we assume that we observe (Y1 , . . . , YN ) which is a stationary realization of the model. We denote by Pθ0 the distribution of {Yn , n ∈ IN∗ }. Analogously with ARCH models, we use the the pseudo conditional likelihood method. Recall that we do not assume that the random variables ηn are Gaussian. Nevertheless, we consider a function which would be the opposite of the conditional (1) (2) (on the starting point x = (s0 , s0 ) which is drawn from the stationary distribution) log-likelihood of the sample (Y1 , . . . , YN ) if the random variables (ηn ) were Gaussian, that is to say N −1 1  f (θ, x, Y1 , . . . , Yn+1 ) N n=0



with     (2) (2) 2 f (θ, x, Y1 , . . . , Yn+1 ) = log σθ2 Sn,θ + Yn+1 σθ−2 Sn,θ .



(23)



(2)



Note that Sn,θ is built with (θ, x, Y1 , . . . , Yn ). Hence, we have deﬁned a theoretical contrast, since we do not observe x. So, we consider the same contrast, but the (1) (2) unobserved starting point is replaced by a ﬁxed initial condition x = (s0 , s0 ). We denote by FN (θ) this contrast and we deﬁne our estimator θˆN as any solution of the equation (24) θˆN = arg inf FN (θ). θ



We will refer to FN (θ) as a contrast process and to θˆN as a minimum contrast estimator.
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5.2 Strong consistency In this section, we prove the following result: Proposition 5.1 Under A1, the minimum contrast estimator for our model is strongly consistent, that is to say θˆN



N →∞



−→ θ0



Pθ0 a.s.



In Jeantheau (1998) (see also Genon-Catalot et al. 2003), a general Theorem is given to prove the strong consistency for estimators issued from a contrast process built with an ergodic process. It requires only very weak moment condition, so that it can be used to deal with ARCH models (see Jeantheau 1998, or Comte and Lieberman 2002). Since we are in a similar case here, this theorem provides a convenient way to obtain the consistency. We recall here the assumptions of this theorem. Remark that f (given by (23)) is continuous in θ. Set x− = inf(x, 0), and f∗ (θ, ρ) = inf {f (θ , x, Y1 , . . . , Yn+1 ), θ ∈ B(θ, ρ)}, where B(θ, ρ) is the ball of center θ and radius ρ. The strong consistency is obtained if the following assumptions are satisﬁed : • H0. Θ is compact. • H1. The function F (θ0 , θ), deﬁned for all θ ∈ Θ by F (θ0 , θ) = Eθ0 (f (θ, x, Y1 , . . . , Yn+1 )), has a unique ﬁnite minimum at θ0 . • H2. ∀θ ∈ Θ, Eθ0 (f∗− (θ, ρ)) > −∞. • H3. x is such that sup |f (θ,x,Y1 , . . . , Yn+1 ) − f (θ,x ,Y1 , . . . , Yn+1 )| −→ 0, n→+∞



θ∈Θ



Pθ0 a.s.



We now check these assumptions for our model. Under A1, ω ≥ C, so that the functions σθ2 and consequently f are bounded from below, and H2 is satisﬁed. (1) (2) Let us remark that the positive recurence of the chain (Sn , Sn ) implies that the chain is ergodic, i.e. the invariant σ-ﬁeld is trivial (see Meyn and Tweedie 1993, Theorem 17.1.7). With our assumptions on the sequence (ηn ), {Yn , n ∈ IN∗ } is also an ergodic process. Therefore, the function F (θ0 , θ) is the limit (Pθ0 a.s.) of FN (θ) given by the ergodic Theorem. So, the proof of Proposition 5.1 relies on the following two Lemmas. The ﬁrst one essentially ensures that our model is identiﬁable, implying H1. The second one proves that H3 also holds, which means that our estimation method does not depend on the arbitrary choice for the starting value. Lemma 5.1 Under A1, F (θ0 , θ) has a unique ﬁnite minimum in θ0 . Proof of Lemma 5.1 Clearly, since f is bounded from below, we have   F (θ0 , θ) = Eθ0 f (θ, x, Y1 , . . . , Yn+1 ) if Eθ0 f + (θ, x, Y1 , . . . , Yn+1 ) < ∞, =



+∞



if not.
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     (2) (2) S0,θ0 , F (θ0 , θ0 ) = Eθ0 log σθ20 S0,θ0 + Eθ0 Y12 σθ−2 0



by (22), the ﬁrst term is ﬁnite, and the second term is equal to 1. Therefore, F (θ0 , θ0 ) is ﬁnite, and, if F (θ0 , θ) is also ﬁnite, we have       (2) (2) σθ2 S0,θ σθ2 S0,θ   +  − 1 . F (θ0 , θ) − F (θ0 , θ0 ) = Eθ0 log (2) (2) σθ20 S0,θ0 σθ20 S0,θ0   (2) Thus, F (θ0 , θ) − F (θ0 , θ0 ) ≥ 0, the equality holds if and only if σθ2 S0,θ =   (2) σθ20 S0,θ0 Pθ0 a.s. In this case, by stationarity, we obtain that, for all n, (2)



(2)



ω + α Sn,θ = ω0 + α0 Sn,θ0 ,



Pθ0 a.s.



(25)



which in turn implies, for all n (see (19)),    2  2 (1) (1) ασθ − α0 σθ20 ηn+1 + 2 βSn,θ σθ − β0 Sn,θ0 σθ0 ηn+1 + k2 = 0,   (2) (2) (2) where σθ = σθ Sn,θ and k2 = (ω − ω0 ) + αβSn,θ − α0 β0 Sn,θ0 . Therefore, using that σθ2 = σθ20 Pθ0 a.s., the equation can be written



2 (α − α0 ) σθ2 ηn+1 + k1 ηn+1 + k2 = 0,



where k1 and k2 are In measurable random variables. Recall that σθ2 is positive and In measurable, and ηn+1 is independent of the σ-ﬁeld In and has a positive density, the equation above is impossible, unless α = α0 . And, in this case, we have   (2) (2) (1) (1) ω − ω0 + α0 βSn,θ − β0 Sn,θ0 + 2(βSn,θ − β0 Sn,θ0 ) σθ ηn+1 = 0. (1)



(1)



Since α0 = 0, we must have, for all n, that βSn,θ = β0 Sn,θ0 . In view of the ﬁrst (1)



(1)



line of (19), and using (25), this implies that, for all n, Sn,θ = Sn,θ0 . Therefore, (2)



(2)



for all n, β = β0 . Then, using (25) and the second line of (19) yields Sn,θ = Sn,θ0 and ω = ω0 .  Lemma 5.2 Under A1, H3 holds. Proof of Lemma 5.2 In this proof, K denotes a ﬁx random variable which may (m) change, and we denote now Sn,θ (x) to introduce the dependence in the starting value. From the system (10) (or from the causal exansion (8)), we get      (1)  (1)  (1) (1)  Sn,θ (x) − Sn,θ (x ) = β n s0 − s0  and



     (2)   (2) (1) (1) (2) (2)  Sn,θ (x) − Sn,θ (x ) = β n 2(Zn − Z0 )(s0 − s0 ) + (s0 − s0 ) .



130



T. Jeantheau



Since Zn − Zn−1 is stationary with a ﬁnite moment of order 2δ, by the ergodic Theorem, we have, when n goes to inﬁnity, Pθ0 a.s., 1 2δ 2δ |Zi − Zi−1 | −→ Eθ0 |Z1 − Z0 | . n i=1 n



Since 2δ



|Zn − Z0 |



≤



n 



2δ



|Zi − Zi−1 |



,



i=1



we have, Pθ0 a.s., Hence, and



|Zn − Z0 | ≤ Kn1/2δ .    (2)  (2) Sn,θ (x) − Sn,θ (x ) ≤ Kn1/2δ β n ,



      2 (2)  (2) σθ Sn,θ (x) − σθ2 Sn,θ (x )  ≤ Kn1/2δ β n .



(26)



Now, recall that f (θ, x, Y1 , . . . , Yn+1 ) − f (θ, x , Y1 , . . . , Yn+1 ) is equal to   (2)      σθ2 Sn,θ (x) (2) (2) 2   + Yn+1 log σθ−2 Sn,θ (x) − σθ−2 Sn,θ (x) . (2) σθ2 Sn,θ (x ) Since we assumed that ω ≥ C, we get    (2)       σθ2 Sn,θ (x)   log  ≤ C −1 σθ2 S (2) (x) − σθ2 S (2) (x )  ,   n,θ n,θ   (2)  σθ2 Sn,θ (x )  and



      −2 (2)  (2) 2 Yn+1 σθ Sn,θ (x) − σθ−2 Sn,θ (x)    Y 2  2  (2)  (2) 2   ≤ n+1 S S (x) − σ (x ) σ . θ θ n,θ n,θ C2



Remarking that (Yn ) is an ergodic process with ﬁnite moment of order 2δ, we get the result using (26) and the fact that Θ is a compact set with β < 1.  6 Conclusion This paper raises many questions for both continuous and discrete time modeling, and suggests a broad class of models to be tested on real data. Among the theoretical questions, the author starts to investigate the estimation of the parameters of the continuous time model. This also implies to give criteria for the existence of stationary solution for (3) in the case where d > 1 (the case d = 1 is done in Hobson and Rogers 1998). More generally, a deeper study of the probalistic properties of these models is required in view of ﬁnancial applications and for statistical purposes.
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