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Abstract KB ' ! RB ' that could be read \ If B knows ' then B should have the '". We propose a new semantics for the RB modal operator,



In the context of the modal logic of security, con dentiality is de ned by the formula



permission to know



such that the de nition of security would allow a certain number of dependen-



cies (called secure dependencies) between objects of the system. We formally compare this new de nition of security with non-interference, non-deducibility and generalized non-interference, especially with respect to assumptions of nondeterminism and input-totalness.



1 Introduction Highest ratings of evaluation criteria require a system to be proved correct with respect to its security speci cation. Although several systems have already received such ratings, nding a formal and comprehensive de nition of computer security is still an open subject of research. The community of computer security researchers followed several directions in order to nd such a de nition. The main direction is to regard security as the lack of disallowed information ows in a computer system. In this direction, computer systems are often modeled as state machines and absence of information ow between subjects of the system is de ned as a constraint on what these subjects may observe of the system. Various de nitions of absence of information ow that dier in subtle manners were proposed by Goguen and Meseguer in [GM84], by Sutherland in [Sut86], and by McCullough in [McC87]. Another direction for nding a de nition of computer security is provided by modal logics. The work by Glasgow, McEwen and Panangaden showed promising results (see [GMP90]). They proposed to de ne security (regarded as con dentiality) as a very simple formula of the logic B ! B , that could be read:



a K



K ' R ' \ If B knows that ' then B has the permission to know that '"



The B modal operator denoting knowledge has a well established semantics and was extensively studied in both philosophy (see [Hin63]) and computer science (see [HV89]). The B modal operator denoting the permission to know is rather new and was not as deeply studied as knowledge, although some results concerning its semantics were given by Glasgow, McEwen and Panangaden. In this paper we propose a new semantical view of the B operator. This view was in uenced by the analysis of several intuitively secure systems with respect to



R



1



This work was supported by DRET



R



non-deducibility and non-interference. These systems failed to be secure, as far as these de nitions of security were used, mainly because these de nitions forbid any kind of dependency between the inputs of two dierent subjects. We felt that these de nitions of security required too strong assumptions on the behavior of the systems, and that a new de nition taking into account dependency between the inputs of the subjects was needed. In order to relate our work with the information ow de nitions we propose, in section 2, a model of both computation and modal logic. Within this uni ed model we are able to express various de nitions of information ow such as non-interference, non-deducibility and generalized non-interference. This model also provides a precise semantics for the B operator. In section 3, we propose a new semantics for the B operator, such that the de nition of security (i.e. the formula B ! B ) would allow a certain number of dependencies (called secure dependencies) between objects of the system. Then we have a look at various examples of intuitively secure systems that are regarded as insecure from the point of view of the three de nitions of information ow. We show that these systems fail to be secure because these de nitions of information



ow require implicit assumptions regarding the subject's (i.e., the environment's) behavior. We consider that these assumptions on the system environment should not be forced upon a model of security. In particular, we focus on an assumption, called input-total, that generally constrains the behavior of systems. This assumption states that, in every state of the system, every input of every user should be accepted by the system. We show that our de nition of security could hold for systems executing in environments that do not enforce the input-total assumption. More generally, our security de nition allows us to analyze the security of a system that is intended to execute in a particular environment which is speci ed with the system and not implicitly included in the model of security. In section 4, we formally compare this new de nition of security with non-interference, non-deducibility and generalized non-interference, especially with respect to assumptions of non-determinism and input-totalness. Finally, we provide a complete picture of the links between these four de nitions of security. All the proofs of this comparison can be found in the appendix.
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K '



R '



R



2 A uni ed model of computation and modal logic Usually, systems are represented by a state-machine-like model, and semantics of modal logics are de ned in terms of a possible-worlds models. Here we propose a model of computation that shares some properties with the trace semantics of CSP (see [Hoa85]) and that can be used as a possible-worlds model for the security logic.



2.1



The model



De nition 1 The model is a four-tuple S = hS; O;D; T i where: 



O is the set of objects, it is partitioned into three subsets: { In: the set of input objects



{ Out



{



: the set of output objects



I ntern: the set of internal objects







T is the set of time points, we assume that T







D is the domain of value of the objects.



= IN , the set of natural numbers.



This set should contain the speci c



value N ull which means that nothing is sent over the (input/output) object (for a given time).







S is a subset of E , where E is the set of total functions from O call S the set of traces of system



S.



2T



to D . We



This model is a special case of the model presented in [Eiz89] with only one global clock (i.e. the set T ). Unlike traces in CSP, a trace is not a sequence of elementary actions but it is a function that associates with each object at each time point a value in D. De nition 2



A subject of system



S



is a subset of O



2 T.



We identify a subject with the set of pairs (object,time) that the subject can observe its values. In the context of multi-level security, where a level is associated with each object and subject, the set of members of O 2 T whose levels are dominated by some level l could represent a subject whose level is l. We assume that, if A and B are two dierent subjects of S , then A \ B = ;. De nition 3



d



We denote by s A, where A is a subset of O



the function from O



2T



2T



and s is a trace of S ,



into D such that:



( )=



(



sdA o; 



( )



If



N ull



Else



s o; 



(o;  ) 2 A



If A is a subject, then, as in the trace semantics of C.S.P., sdA models the observation of subject A when the system ran according to the trace s. De nition 4 of O



2T



Let A be a subset of O



2T



and let 



2 T.



We denote by A the subset



such that:



A



= f(o;  ) 2 A j  0



0



 g



If A is a subject then A is called a subject-time. sdA models the observation of subject A in trace s until time  . The subject-time concept will be used to de ne the knowledge of a subject at a given time. De nition 5



If A is a subset of O



2T



then:



= A \ I and I = I n 2 T = A \ Ou and Ou = Out 2 T If A is a subject then sdAi (resp. sd(Ai ) ), is the sequence of inputs performed by A during trace s (resp. performed by A in trace s until time  ). Similarly, sdAo (resp. Ai



Ao



( ) ), is the sequence of outputs received by A during trace s (resp. received by in trace s until time  ). In this paper, for the sake of simplicity, we suppose that, for every subject A, we have A = Ai [ Ao (i.e. A does not observe directly any internal objects). sd A o 



A



De nition 6



We denote by 


2T



into D that associates every



pair (object,time) with the value N ull .



We introduce the abbreviation snA such that: snA = sd(O 2 T 0 A). We also use the following notation: s = sd(O 2 T ) . Fact 1



= is explicitly de ned: 







dA
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Figure 1: System



= I n [ Out where { I n = finA ; inB g { Out = foutA; outB g  D = fN ull; dA ; dB g  T = IN  S is the set of functions s from O 2 T into D that satisfy the constraints shown in gure 2. We can de ne the two subjects A and B as A = finA ; outAg 2 T and B = finB ; outB g 2 T . In the following, we call inA the input of A and outA the output of A. Let us explain the constraints shown in gure 2. 



O



a 1. s(outA ; 0) = N ull 2. s(outB ; 0) = N ull 3. 8 2 T ; (s(inA ;  ) = N ull _ s(inA ;  ) = dA) 4. 8 2 T ; (s(inB ;  ) = N ull _ s(inB ;  ) = dB ) 5. 8 2 T ; ((s(inA ;  ) = N ull _ s(inB ;  ) = N ull) ! s(outA ;  + 1) = s(inA ;  ) ^ s(outB ;  + 1) = s(inB ;  )) 6. 8 2 T ; ((s(inA ;  ) 6= N ull ^ s(inB ;  ) 6= N ull) ! (s(outA ;  +1) = s(inA ;  ) ^ s(outB ;  +1) = N ull ^ s(inB ;  +1) = s(inB ;  )) _ (s(outB ;  +1) = s(inB ;  ) ^ s(outA ;  +1) = N ull ^ s(inA ;  +1) = s(inA ;  )) Figure 2: Speci cation of the set of traces







Constraints 1 and 2 say that, initially (when  = 0), the value of the inputs is .



N ull







Constraint 3 says that, for each time  , the value of the input of A is N ull or .



dA







Constraint 4 says that, for each time  , the value of the input of B is N ull or .



dB







Constraint 5 says that, for each time  , if the value of at least one input is N ull then, for each subject, the value of its output, at time  + 1, is equal to the value of its input at time  .







Constraint 6 says that, for each time  , if the value of both inputs is dierent from N ull then the system chooses non-deterministically subject A or B . At time  + 1, the value of the output of the chosen subject is equal to the value of its input at time  . At time  + 1, the value of the output of the subject that was not chosen is equal to N ull and the value of its input remains equal to the value it had at time  .



In order to explain the behavior of this system, we say that in trace s, at time  , A receives no output whenever s(outA ;  ) = N ull, and we say that in trace s, at time  , A provides no input whenever s(inA ;  ) = N ull. The system merges the inputs provided by A and B in that whenever A and B both provide an input (s(inA ;  ) 6= N ull and s(inB ;  ) 6= N ull ), the system selects non-deterministically A or B and outputs to the selected subject the value of its previous input, blocks the input of the unselected subject and outputs nothing to the unselected subject.



2.2



A model of information ow



2.2.1



Assumptions on the system behavior



In the two following sections we express, within our formalism, the properties of inputtotalness and determinism and de nitions of non-deducibility, non-interference and generalized non-interference. Hypothesis Bi:



There are only two subjects in the system (A and B ): O 2T = A[B



In the context of multi-level security, this hypothesis is similar to the one stating that the level of every object is either High or Low. And if there are more than two levels, it is always possible to consider that, for a given level l, the set B contains every member of O 2 T whose level is dominated by l, and A is the set of members of O 2 T whose level is not dominated by l. In the following we will often refer to the sets A and B as respectively the high level subject and the low level subject. Hypothesis IT (Input-total):



the system.



Every input of every subject should be accepted by



8w 2 E; 9s 2 S; sdI



= w dI



This de nition of input totality is not exactly the same as McCullough's (see [McC88]). His de nition says that any trace can be extended with another input. Our de nition is strictly weaker and could be called weak input total, but it is strong enough for our discussion. This assumption on the behavior of systems is made by several researchers as Haigh and Young for non-interference (see [HY86]), and McCullough for restrictiveness (see [McC87]). This assumption seems acceptable for a global system containing a buering mechanism that accepts every input and eventually forwards them to a second subsystem. But it is less reasonable if we want to analyze the security of the global system in a modular way (i.e. rst prove that the subsystems are secure and then use a hook-up theorem to prove the security of the global system). Indeed, in the example 5 of section 3, we show that the second subsystem is speci ed to be executing in an environment that does not enforce the input-total assumption. Classical de nitions of information ow do not explicitly require the system and environment to be input-total but we will show that they all implicitly require weaker assumptions on the subject's behavior. If the system and environment we want to analyze does not enforce these assumptions then it would not be possible to analyze its security. In this paper, we propose a new de nition of security in order to analyze such systems. At every time  2 T , the behavior of the system is totally determined by the inputs:



Hypothesis Det (Determinism) :



Hypothesis



aa a







a



8 2 T ; 8s 2 S; 8s0 2 S; sdI



(Empty):



= s dI 0! s = s 0



0



it is possible that the system does nothing: 


2.2.2



Information ow de nitions



In system S , B cannot deduce anything about the behavior of whenever, for all traces t and t of S there is a trace s where B has the same behavior as in t, and A performs exactly the same inputs as in t . 8t 2 S; 8t 2 S; 9s 2 S; sdB = tdB ^ sdAi = t dAi



Non-deducibility:



0



A



0



0



0



As non-interference was originally de ned in a deterministic state-machine model (see [GM84]), we modify slightly this de nition in order to express it into our model. In system S , A non-interferes with B whenever for every trace t of S there exists a trace t purged from the inputs of A such that B receives the same outputs in t and t . In our model, if t is a trace, then tdI is the sequence of inputs performed during t. Then (tdI )nAi is the sequence of inputs purged of the inputs performed by A. As (tdI )nAi = td(I 0 Ai ) we propose the following de nition of non-interference: 8t 2 S; 9t 2 S; t dI = td(I 0 Ai ) ^ t dBo = tdBo



Non-interference:



0



0



0



0



0



McCullough proposed in [McC87] to generalize this de nition of non-interference for non-deterministic systems. McCullough replaces the concept of purge by that of perturbation. In this context we can both add or retract inputs performed by A into trace t. Hence we obtain the following de nition: 8t 2 S; 8w 2 E; 9t 2 S; tnAi = wnAi 0! t nAo = wnAo



Generalized Non-interference:



0



0



Notice that, in these three de nitions, A and B are considered as two subjects (and not two subjects-time). However, we can prove: Fact 2



B cannot deduce anything about the behavior of A i for all 



2 T , B



deduce anything about the behavior of A



Proof:



Assume that B cannot deduce anything about A's behavior. Let t; t 2 S and let  2 T . Then we can nd a trace s 2 S such that: s d B = td B ^ s d A i = t d A i But B  B and (Ai )  Ai . So, if sdB = tdB then sdB = tdB and, if sdAi = t dAi then sd(Ai ) = t d(Ai ) . Hence, we can conclude that: 8 2 T ; 8t; t 2 S; 9s 2 S; sdB = tdB ^ sd(Ai ) = t d(Ai ) 0



0



0



0



0



0



cannot



Conversely, assume that B can deduce something about A's behavior: 9t; t 2 S; 8s 2 S; sdB 6= tdB _ sdAi 6= t dAi If sdB 6= tdB then we can nd (o;  ) 2 B such that s(o;  ) 6= t(o;  ). As (o;  ) 2 B then sdB 6= tdB . Similarly, if sdAi 6= t dAi then we can nd  2 T such that sd(Ai ) 6= t d(Ai ) . Consequently, if sdB 6= tdB _ sdAi 6= t dAi then 9 2 T ; sdB 6= tdB _ sd(Ai ) 6= t d(Ai ) . But, this is in contradiction with the fact: 0



0



0



0



0



0



= td B  ^ s d (A i )  = t d (A i ) 



8 2 T ; 8t; t0 2 S; 9s 2 S; sdB



0



Fact 3



A does not interfere with B i for all 



Proof:



This proof is quite similar to the previous one.



2 T,



2



A does not interfere with B



2



Notice also that these three de nitions respectively imply a property on the inputs that can occur in the system:  For non-deducibility, the inputs performed by A and B are always compatible: 8t 2 S; 8t 2 S; 9s 2 S; sdBi = tdBi ^ sdAi = t dAi We call this assumption \Input-Compatible".  For non-interference, it is always possible to purge a trace from the inputs performed by A: 8t 2 S; 9t 2 S; t dI = td(I 0 Ai ) We call this assumption \Purge-Total".  For generalized non-interference, it is always possible to perturb a trace: 8t 2 S; 8w 2 E; 9t 2 S; tnAi = wnAi 0! t dI = wdI 0



0



0



0



0



0



If the system and environment being analyzed do not satisfy one of these properties, then it would not be possible to analyze its security with the corresponding information ow de nition. Notice that an input-total system is also input-compatible, purge-total and it is always possible to perturb a trace. This is the reason why it is convenient to require systems and their environments to be input-total to apply the de nitions of security we have just presented. 2.3



A model of modal logic



We now show that the model we have de ned provides a semantics for a modal logic of security. We rst recall the syntax of this logic, and then give a semantics and axiomatics for the epistemic part of this logic.



2.3.1 Syntax



The set LVAR of formulas of this logic is built with the following symbols: 



a set of propositional variables: fval(o; ; d) : (o; ; d) 2 O 2 T 2 Dg



  



val (o; ; d) means that the value of object o at time  is d. Note that, in spite of the predicate-like notation, val(o; ; d) is a proposition. logical connectors: 0! (implies), ^ (and), _ (or), : (negation). modal operator K , where  is a subject-time. If  = A , then KA ' means: \A knows that ' at time  ". modal operator R , where  is a subject-time. Similarly, if  = A , then RA ' means: \A has the permission to know that ' at time  ".



Formulas are de ned by the following construction rules:  a propositional variable is a formula.  if '1 and '2 are formulas then also '1 0! '2 , '1 ^ '2 , '1 _ '2 and :'1 are formulas.  if ' is a formula and  is a subject-time then K ' and R ' are also formulas. Notice that the language does not include temporal operators, it is less expressive than the security logic of Glasgow, McEwen and Panangaden. 2.3.2 Semantics



As usual, in order to de ne the semantics of a modal logic, it suces to add to a model S =< S; O; D; T > a satisfaction relation (noted (S ; s) j= ', with s 2 S , to be read ' is true in trace s of model S ) de ned in the following manner:  (S ; s) j= val(o; ; d) i s(o;  ) = d  (S ; s) j= p ^ q i (S ; s) j= p and (S ; s) j= q  (S ; s) j= :p i not (S ; s) j= p  (S ; s) j= K p i 8s 2 S; [ s  s 0! (S ; s ) j= p ] where s  s i sd = s d A formula ' is S -satis able i 9s 2 S; (S ; s) j= ' . A formula ' is S -valid i 8s 2 S; (S ; s) j= ' . 0



0



De nition 7 S



0



0



0



is secure i for all subjects A of



LVAR, the formula KA '



! R A '



is



S -valid.



S,



all times  of T and all ' of



The formula KA ' ! RA ' could be read: \If A knows that ' at time  then A has the permission to know that ' at time  "



In order to evaluate the security of practical systems we will have to give to the permission to know a precise semantics. That is the goal of section 3. 2.3.3 Axiomatics



The following formulas are a sound axiomatics for the epistemic part of the modal logic of security: Prop. All instances of propositional calculus tautologies If  is a subject-time of S : K. K p ^ K (p 0! q) 0! K q T. 4.



K p K p



0! p 0! K K p



5. :K p 0! K :Kp



If A is a subject and  and  are times such that    : 0



Persistence.



K A '



0



0! KA 0 '



plus the two inference rules: Necessitation. if F is a theorem, then K F is a theorem. Modus Ponens. if F and F ! F are theorems then F is a theorem. We add two axioms that express some properties of our model of computation: A1. for all (o;  ) 2 O 2 T , and for all values d and d , such that d 6= d : 0



0



0



(



val o; ; d



A2.



0



) 0! :val(o; ; d ) 0



If  is a subject-time then, for all (o;  ) 2 , for all value d: (



val o; ; d



) 0! K val(o; ; d)



K says that a subject-time's knowledge is closed under implication. T says that a subject-time only knows things that are true. 4 and 5 say that a subject-time is introspective: it can look at its knowledge base and know what it knows and does not knows. Persistence says that a subject does not forget its knowledge. A2 says that a subject knows the value of objects which belong to its previous observation. Finally, A1 says that, for every time, an object has only one value. Fact 4



This axiomatics is sound: every theorem is valid.



Validity of axioms KT45 and of necessitation rule follows directly from the fact that the relation  is an equivalence relation (see [HC82]). Persistence is valid: Let s; s 2 S and let ;  2 T such that    . Then we have: A  A Consequently: sdA = s dA 0! sdA = s dA It is then trivial to prove that Persistence is valid (see [Sat77]). Axiom A1 is valid: As a trace s is a function from O 2 T into D it is impossible that s associates with two dierent values d and d to a pair (o;  ). Axiom A2 is valid: If s(o;  ) = d and (o;  ) belongs to , then for every trace s such that sd = s d it is true that s (o;  ) = d. 2



Proof:



0



0



0



0



0



0



0



0



0



0



0



3



0



Secure dependencies



3.1



Semantics for the permission to know



R operator such that the de nition of K ' ! R ') allows some kind of dependency between the



In this section we de ne a semantics for the security (i.e. the formula



inputs of dierent sub jects.



We rst de ne the notion of dependency we will deal



with.



De nition 8 Let X; Y



2 T , Y depends functionally on X i: s dX 0! sdY s dY



be two subsets of O



8s; s 2 S; sdX 0



=



0



=



0



knows the value of every 's observation. In a secure system, where the formula K ' ! R ' is valid, one role of the R operator is to de ne what It follows from this de nition that every subject-time



pair (object,time) that depends functionally on dependencies are secure.



R , every subject is associated with an O 2 T . The pair (o; ) belongs to R( ) whenever has explicitly the permission to observe the value of (o;  ). And we regard every dependency on R( ) as secure. Hence has the permission to know ' i learns ' by playing the authorized role R( ). Formally we have: R '  K R ( ) ' Hence the semantics of the R operator is very close to the semantics of K , we just In order to de ne the semantics of



authorized role



R ( )



that is a subset of



j



have to add the following line to the de nition of the = relation of section 2.3.2.:



 S; s j



R p i 8s 2 S; [ s R( ) s 0! S ; s where s R( ) s i sdR( ) = s dR( ) (



0



) =



0



0



0



0



j



=



p]



Similarly the axiomatics we provided in section 2.3.3. for the epistemic part of



R operator. As we have given a semantics K and R operators we can now de ne formally security: De nition 9 A system S is secure (w.r.t. ) i the formula K ' ! R ' is S -valid.



the logic of security is also valid for the to the



Fact 5 System S is secure (w.r.t. ) i depends functionally on R( )



8s 2 S; 8s 2 S; sdR 0



s d R ( ) ! s d = s d 0



( ) =



0



Proof:



K ' ! R ' is S -valid then depends on R( ). Suppose that does not depend on R( ): 9s; s 2 S; sdR( ) = s dR( ) ^ sd 6= s d Then 9(o;  ) 2 ; 9d 2 D; s (o;  ) = d 6= s(o;  ) By de nition of K , (S ; s) j= K :val (o; ; d ) But (S ; s) j= :R :val (o; ; d ) that is in contradiction with the assumption that K ' ! R ' is S -valid Conversely, let us assume that depends on R( ): 8s; s 2 S; sdR( ) = s dR( ) 0! sd = s d 



We prove that if



0



0



0



0



0



0



0



0



0



0



0



Hence, it is trivial to derive that:



K ' 0! KR( ) '



As



R '  KR( ) ', then we can conclude that: K ' 0! R '



2



As Glasgow, McEwen and Panangaden point out in [GMP90] the de nition of the semantics of the



R 



operator (and, in our case, the de nition of the set



R( ))



depends on the security policy we want to model. A security policy de nes precisely



what information contained in a computer system has to be protected. It is the duty



o;  ) should be members of R( ). In the R( ) that models a security policy where



of the security ocer to de ne what pairs ( following, we propose a de nition of the set



subjects are allowed to know the consequences of their inputs.



3.2



Causality



In the classical setting, the emphasis has been on protecting the inputs of high level subjects, although Guttman and Nadel in [GN88] argue that it is also necessary to protect high level outputs explicitly. In the following, we will focus on policies protecting exclusively the inputs. In a system that is input-total, as every input of the other subjects is compatible with



's inputs, the observation of 's inputs cannot



reveal any information about the value of high level inputs.



Hence, whenever the



input-total assumption is made researchers agree to allow a subject to observe its inputs. In a system where inputs are not always enabled, high level inputs may depend on



's inputs. Hence, thanks to the observation of its inputs could gain some knowledge about the value of high level inputs. This kind of system is generally considered to be problematic with respect to security.



A rst problem arises when inputs of the system under consideration are outputs of another system.



McCullough showed in [McC87] how to build a covert channel



where subjects observe whether their inputs are refused. This led to the requirement that a secure subsystem should be input-total in order to securely compose it with another secure subsystem. But it should be sucient to require these two subsystems to be compatible, i.e. the inputs provided by the rst subsystem are always accepted by the second subsystem. More generally, when inputs are not necessarily provided by another subsystem, we could suppose that subjects always perform inputs that are enabled. Notice that under this compatibility assumption dependencies between inputs remain. But the observation of inputs reveals information about the environment rather than about



should still be allowed to observe the should also be allowed to know the value of objects (even



the system. We think that, in this context, value of its inputs. Hence



high-level input objects) that depend on the observation of its inputs. We consider



's inputs is secure 2 . Furthermore, we de ne secure dependencies w.r.t. exclusively as dependencies on the inputs of . Hence, we propose that a subject-time should have the permission to know what it would know by just observing its inputs. Formally, we take R( ) = i . Consequently, if = B  , we obtain the following de nition: De nition 10 A system S is secure (w.r.t. a subject B) i for all  2 T the formula KB ' ! K(B ) ' is S -valid. Fact 6 System S is secure (w.r.t. a subject B) i for every  2 T , B functionally depends on (Bi ) 8 2 T; 8s 2 S; 8s 2 S; sd(Bi ) = s d(Bi ) ! sdB = s dB Proof; By replacing R( ) by i in the proof of fact 5. 2 This constraint on the traces of S is called causality. It is close to separability that every functional dependency on



i 



a 0



0



0



de ned by J. Rushby in [Rus82]. The de nitions dier in that separability was stated



in a pre x-closed trace model; some diculties appear in the treatment of inputs because Rushby's de nition does not take care of temporal aspects. To solve these problems, Rushby considers the inputs as taking place at the beginning of a run; the inputs can be regarded as de ning the initial state. As the causality must be satis ed at every time, we avoid these problems, and we can adopt the usual representation of inputs.



We will use this constraint in order to compare our de nition of security with



the classical de nitions of information ow as non-interference, non-deducibility and generalized non-interference. Before doing that, we present several examples in order to show informally the main dierences between these de nitions.



3.3 Example 1: Input-total This rst example shows that non-interference and non-deducibility do not take into account properly the possible dependencies between objects. This example was proposed by J. McLean in [McL90]. He considers a system where a low level user



2 example 5 of section 3 illustrates this problem



L has



n from some set X (Null 62 X ). This number H who must3 then give as high level input a dierent number of X . Let inL (resp. inH ) be the input object of L (resp. H ). This system does not satisfy non-deducibility. We can nd two traces s and s



to give as input an arbitrary number



is echoed as high level output to a second user



0



such that:



s(inL ;  ) = n ; s (inH ;  + 1) = n in s, L chooses n, at time  , in s , H chooses n, at time  + 1. But, we cannot nd a trace s such that: s (inL ;  ) = n ^ s (inH ;  + 1) = n otherwise L and H could choose the same number n in X . Hence, non-deducibility 0



0



00



00



00



4



is not satis ed .



It is also important to point out that non-interference is not enforced by J.



s with: s(inL ;  ) = n ^ s(inH ;  + 1) 6= n



McLean's example. In this system, the trace



is a legal trace of the system. But there is not a purged trace



s (inL ;  ) = n ^ s (inH ;  + 1) = Null 0



s



0



such that:



0



because Null 62 X and H must always choose a number in X dierent from n when L has chosen the number n as input5. Nevertheless, this system is intuitively secure since user L does not learn any information about H 's behavior. The de nition of con dentiality that we have pro-



a



posed addresses correctly the problem presented in J. Mclean's example. According



to the semantics we gave to the security logic in the rst section, the following formula



val(inL ; ; n) 0! :val(inH ;  + 1; n) As (inL ;  ) 2 L , val (inL ; ; n) ! KL val (inL ; ; n). According to the semantics of KL , we have also: KL (val(inL ; ; n) 0! :val(inH ;  + 1; n)) is valid:















Moreover, as we have shown that axiom



K is valid, we can deduce that:



val(inL ; ; n) 0! KL :val(inH ;  + 1; n)



(1)







 2 T , the formula KL ' 0! RL ' is valid, in particular, we will have to prove that: val(inL ; ; n) 0! RL :val(inH ;  + 1; n) As, RL val (inL ; ; n)  K(L ) val (inL ; ; n) and (inL ;  ) 2 (Li ) , we could follow the same reasoning that led us to formula 1 by replacing KL by RL . If we want to prove that the system is secure then we should prove that, for every 















i 











3 means that this fact must be true in every trace of the system as soon as 4 In fact, the Input-Compatible requirement is not satis ed here 5 Now, the Purge-Total requirement is not satis ed



L gives n as input



Actually, non-deducibility and non-interference avoid this problem because they are generally restricted to systems that are input-total. Hence these de nitions should not be applied to this rst example because this system is not input-total (because



H cannot always choose n).



But, we think that the input-total assumption should



not be forced upon a model of security because it could be interesting to analyze the security of non input-total system.



3.4



Example 2: Secure dependencies



In this example, we illustrate the concept of secure dependencies. Similarly as in the previous example, we consider a system where a high level user



H gives an arbitrary L. L can only



number as input. This number is always echoed to a low level user receive this kind of output. Then,



L tries to cheat and provides the same number as



input. The system speci cation is as follows:



s(inH ;  ) = n ! s(outL ;  + 1) = n s(outL ;  + 1) = n ! s(inL ;  + 2) = n This system is completely insecure since H can directly communicate with L.



How-



ever, since we have:



8s; s ; s inL; 



s (inL ;  + 2) 0! s(outL ;  + 1) = s (outL;  + 1) the output observed by L at time  +1 is completely determined by its input performed at time  + 2; the causality property seems to fall in a trap. Actually, this proof of causality is wrong since the output observed by L at time  + 1 should be determined by some of its inputs performed before  + 1. This is not the case in the above 0



(



+ 2) =



0



0



example. Notice the importance of time precedence in the causality de nition. Now, let us slightly modify this example, we suppose that



input as



H before it receives its output: s(inH ;  ) = n ! s(inL ;  + 1) = n s(inL ;  + 1) = n ! s(outL ;  + 2) = n



Since we have:



8s; s ; s inL;  0



(



+ 1) =



L performs the same



s (inL ;  + 1) 0! s(outL ;  + 2) = s (outL;  + 2) 0



0



this system is considered as secure with respect to causality. This result is surprising



 + 1 the input performed by H at time  . However, L can follow this behavior without observing any output (L will observe the output after, at time  + 2). Consequently, we can consider that if there is a communication from H to L, it takes place in the environment (perhaps at the cafeteria) not inside the system. Notice that information could also ow from L to H since



L



always repeats at



notice that



outside the system and, in this case, the environment would be secure. In both cases, we consider that the system is secure but its environment is not necessarily secure. Finally, let us consider a third modi cation of this example, the input of echoed to



H and then H repeats the same input: s(inL ;  ) = n ! s(outH ;  + 1) = n s(outH ;  + 1) = n ! s(inH ;  + 2) = n



L is



Now, similarly as in J. McLean's example, the information ow is from this system is correctly regarded as secure with respect to causality.



L to H and



a a aaa



To summarize, these examples show that causality distinguishes information ow from High to Low and information ow from Low to High. It also distinguishes information ow that takes place inside the system from information ow that takes place in the environment. Notice that, according to non-interference and non-deducibility, these three systems are all insecure because these de nitions do not analyze properly the real dependencies between objects.



3.5



Example 3: Second-Input



The problem of second-input appears when the security property is not closed under union of subjects. To illustrate this problem, we draw our inspiration from an example given by J. Millen in [Mil90]. We can schematize the system like the following:



A A



0



i



i



-



0



i8i



System



a



0



-B



a



are two subjects working at secret level and B works at unclassi ed level. A gives at random a 0 or a 1 (pitch and toss). A tries to send secret information to B in the following way: 1. We assume that A knows the input given by A 2. If A wants to send i1 to B , then A gives the input i = i1 8 i , where i is the current input of A . 3. B receives the information i 8 i = i1 8 i 8 i = i1 , that is to say, the information that A wants to send. Hence, information ows from A to B . However, it is easy to verify that B can deduce nothing about A 's behavior (random behavior) and that B can deduce nothing about A's behavior (because A performs noise eects upon the message given by A). Fact 7 B can deduce nothing about A 's behavior. Proof: Let inA (resp. inA ) be the input object of A (resp. A ) and let outB be the output object of B . The system speci cation is the set S of functions which 0



A and A



0



0



0



0



0



0



0



0



0



0



0



0



0



satisfy the following conditions: C1.



C2.



s(inA ;  ) = i ^ s(inA ;  ) = i 0! s(outB ;  + 1) = i 8 i



s(outB ; 0) = N ull



0



0



s 2 S and s0 2 S . Let w 2 E such that w d A0i = sdA0i ^ w dB = s0 dB



0



Let



and such that



by the following:



w dA i



is de ned



8 2 T; s(inA ;  ) = i ^ s (outB ;  + 1) = i 0! w(inA ;  ) = i 8 i 0



0



0



0



wdB = s0 dB , w satis es C2. As (i 8 i0 ) 8 i = i0 , it is easy to verify that w Hence, w 2 S . As



also satis es C1.



Consequently, we can conclude that:



2



8s; s 2 S; 9w 2 S; tdAi = sdAi ^ wdB = s dB 0



0



Fact 8 B Proof:



can deduce nothing about



A's



As for non-deducibility between



0



0



behavior.



A0



and



2



B.



B can deduce information about A [ A0 's behavior. Indeed, if B receives B can deduce that i = i0 and if B receives 1 then B can deduce that i 6= i0 .



However, 0 then



Consequently, non-deducibility is not closed under union:



Fact 9



If B can deduce nothing about A's inputs and, If B can deduce nothing about A0 's inputs, Then, generally, it is not true that B can deduce nothing about (A [ A0 )'s inputs The assumption (Bi) allows us to avoid this problem since there are only two subjects in the system (or, and this is the same idea, it is possible to divide the set of subjects into two sets High and Low). We do not have the same problem with non-interference and we can prove that:



Fact 10



If A does not interfere with B and, If A0 does not interfere with B , Then A [ A0 does not interfere with



Proof:



Let



s 2 S , if A does A0



we get:



=



then we can nd



s0 2 S



B



then, when we apply the de nition on



00



0



0



00



0



s0 d(I 0 A0i ) = sd(I 0 (Ai [ A0i )), so we have: 00



A [ A0



00



does not interfere with



0



00



B.



We can also verify that causality is closed under union of subjects:



Fact 11



s0 ,



9 s ; s d I = s d (I 0 A i ) ^ s d B o = s d B o 9s ; s dI = sd(I 0 (Ai [ Ai )) ^ s dBo = sdBo



So,



such that:



s d (I 0 A i ) ^ s 0 d B o = s d B o



does not interfere with 00



But



B



not interfere with



s 0 dI And, if



B.



If there is causality w.r.t. A and causality w.r.t. Then there is causality w.r.t. A [ B .



B



2



Proof: Causality w.r.t.



A:



8 2 T; 8s 2 S; 8s 2 S; sd(Ai ) 0



Causality w.r.t.



=



s0 d(Ai ) 0! sdA



=



s 0 dA 



=



s0 d(Bi ) 0! sdB



=



s 0 dB 



B:



8 2 T; 8s 2 S; 8s 2 S; sd(Bi ) 0



s d (A i [ B i )  = s 0 d (A i [ B i )  then sd(Ai ) = s0 d(Ai ) and sd(Bi ) = s0 d(Bi ) If we have causality w.r.t. A and B then sdA = s0 dA and sdB = s0 dB So sd(A [ B ) = s0 d(A [ B ) If



Hence,



8 2 T; 8s 2 S; 8s 2 S; sd(Ai [ Bi ) = s d(Ai [ Bi ) 0! sd(A [ B ) = s d(A [ B ) 0



0



3.6



2



Example 4: Determinism



[A



Suppose that system that



0



=



O 2 T.



S guarantees causality with respect to every subject A 2 S and Then the system should enforce causality w.r.t. O 2 T . As



A2S sd(O 2 T ) = s and sd(O 2 T )i = sdI



we have:



8 2 T; 8s; s0 2 S; sdI Hence system



S is deterministic.



=



s 0 dI  ! s 



=



s0



This is a draw-back of our de nition of security as



non-determinism is very useful when dealing with the interconnection of subsystems and high-level speci cations. However, as the following example brings out, there are some problems related to security when non-determinism is used in order to model dierent implementation choices in high-level speci cations.



Let us consider a system which receives some inputs from two subjects A and B . token is an internal object which can take either A or B as values. The value of token is updated in a manner that is not speci ed. If the value of token is A then the system handles the input provided by A and sends OK to A ; else, the system handles in the same manner the input provided by B . The processing time is always equal to 1. If a user u (A or B ) provides an input when the system deals with the other user, then u receives BU SY . The system speci cation is as follows:



s(inu ;  ) = e ^ s(token;  ) = u 0! s(outu ;  + 1) = OK s(inu ;  ) = e ^ s(token;  ) 6= u 0! s(outu ;  + 1) = BU SY The rst rule speci es the system handling an input. The second rule speci es what happens when the system is not ready to handle the input. It is easy to verify that the system satis es non-deducibility and non-interference.



Fact 12



B can deduce nothing about



A's



behavior.



Proof:



s 2 S and s0 2 S . w 2 E such that:



Let



Let



wdAi = sdAi ^ wdBi = s0 dBi ^ wdftokeng 2 T



=



s0 dftokeng 2 T



As the above system speci cation does not constrain the value of



token, then we



can nd a trace



t2S



such that:



inA , inB



and



tdI = wdI



I = finA ; inB ; tokeng 2 T . So we have tdAi = w dAi = sdAi



where



By induction, it is easy to derive that



td B



=



s 0 dB .



So we can conclude that:



2



8s; s0 2 S; 9t 2 S; tdA0i = sdA0i ^ tdB = s0 dB



Fact 13 A does not interfere with B Proof:



2



This proof is quite similar to the previous one.



However, causality is not satis ed: if a user provides an input at time



,



then



whether the system responds with OK or BUSY is not determined. That is because causality is only appropriate for deterministic systems. But, it is important to notice



token



is



For instance, let us assume that the system handles rst the input provided by



A



that the above system is not necessarily secure. If the non-determinism on suppressed by re nement, then it is possible to build a covert channel. (priority of



A's inputs on B 's inputs):



s(inA ;  ) 6= N ull 0! s(token;  ) = A Then



A



can easily build a covert channel depending on whether



input or not. To do so, 1, then



A provides



B



has only to always provide an input. If



also an input. If



A



wants to send 0, then



receive a sequence BUSY-OK, with BUSY corresponding to to



A sending a 0.



3.7



A



A



provides an



wants to send



A does nothing. B will A sending a 1 and OK



Example 5: Composition



In [McC88], McCullough argues that it is important to be able to analyze security in a modular way. In this example, we show that, even if a global system satis es the input-total assumption, then generally, a subsystem does not enforce this assumption. Consequently, we think that it is interesting to have a de nition of security that does not require the system to be input-total. In our example, we consider two subsystems. The rst one is quite similar to the system presented in example 4. The system speci cation is as follows:



a a a aaa



s(inu ;  ) = e ^ s(token;  ) = u 0! s(outu ;  + 1) = OK ^ s(in0u ;  + 1) = e s(inu ;  ) = e ^ s(token;  ) 6= u 0! s(outu ;  + 1) = BU SY ^ s(in0u ;  + 1) = N ull This system is illustrated in gure 3.



in0A



in0B



and



represent the input objects



of the second subsystem (they will be internal objects of the global system). The speci cation says that when system 1 is not ready to handle an input then this input is lost. Else, this input is sent to the second subsystem for treatment.



A B
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a
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the second subsystem



outA
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a



A



? a



B



Figure 3: subsystem 1 We add the following speci cation to constrain the evolution of



s(token; 0) = A 8 2 T; s(token;  ) = A ! s(token; 



+ 1) =



token's value:



B



The rst rule says that, initially, the system handles



A's input.



Then, the system



will alternatively handle the input provided by each subject. We also assume, that at time







= 0, we have:



8s 2 S; s(outA ; 0) = N ull ^ s(outB ; 0) = N ull We can verify that this speci cation enforces causality w.r.t.



Fact 14 Proof:



Subsystem 1 enforces causality w.r.t. to



B



 2 T. At  = 0 we have: 8s 2 S; s(outB ; 0) = N ull Hence, at  = 0, causality w.r.t. B is satis ed. Let us assume that causality w.r.t. B is satis ed Let s and s0 two traces such that: The proof is by induction on



at



sd(Bi )+1 = s0 d(Bi )+1



.



B



(and also w.r.t.



A).



s(inB ;  ) = s0 (inB ;  )



So we have:



a a a aaa



By induction, it is easy to prove that:



8 2 T; 8s; s0 2 S; s(token;  ) = s0 (token;  )



Consequently, according to the speci cation of system 1, we have:



s(outB ;  + 1) = s0 (outB ;  + 1) sdB+1



Hence, we can conclude that:



=



2



s0 dB+1



The second subsystem takes only one non null input at a time and performs a particular (not speci ed) treatment. This is illustrated in gure 4.
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a



Figure 4: subsystem 2



As we have:



a a a a a aaaaa



8 2 T; :(s(in0A ;  ) 6= N ull ^ s(in0B ;  ) 6= N ull)



clearly, the second subsystem does not enforce input-total assumption. knows that the value of its inputs is not null then input is null. We consider that



B



B



B A's



When



can derive that the value of



should be allowed to make this derivation. Notice



that non-deducibility does not agree with this principle.



A B



-



inA inB



System 1
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-
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Figure 5: Global system We now consider the composition of the two subsystems. The global system is the synchronized composition of the two previous subsystems (see gure 5). If we assume



B , as subsystem 1 also enforces causality B , then we can prove that the global system also enforces causality w.r.t to B .



that subsystem 2 enforces causality w.r.t. w.r.t.



We can generalize this result: causality has the hook-up property. The proof of this result can be found in [BCE90].



4



Comparison



In this section, we propound a formal comparison of the con dentiality expressions that we have presented in the previous section:







Generalized non-interference







Non-interference







Non-deducibility







Causality



We compare the sets of systems that enforce the dierent properties. For instance, the meaning of the formula



IT ! IC



is that the set of systems that are input-total



is included in the set of systems that are input-compatible. To allow a better legibility of this comparison, we have gathered all the proofs of this section in the appendix. If we avoid any particular assumption on the system's behavior, we can only derive the following results: Generalized non-interference Generalized non-interference



0! Non-deducibility 0! Non-interference



These results con rm the feeling that the assumption of generalized non-interference is a very strong property.



To go further in the comparison, we need more



hypotheses on the system.



4.1



Input-Total



First we study the case of a system which satis es the input-total assumption. When this hypothesis is assumed, we can prove the following results: Causality Causality



^ (IT) 0! Non-interference ^ (IT) 0! Non-deducibility



However, we cannot derive that: Causality



^ (IT) 0! Generalized non-interference



We can only derive that, if Causality



^ (IT):



8t 2 S; 8w 2 E; 9t0 2 S; tnAi = wnAi 0! t0 dI [ B = wdI [ B To enforce generalized non-interference, we have to assume that the system satis es the assumption (Bi). Then, we have, that: Causality



O 2 T 0 Ao



=



I [ B,



and we can prove easily



^ (IT) ^ (Bi) 0! Generalized non-interference



These results are quite interesting.



The examples we studied in the previous



section allow us to say that the causality assumption is well adapted to analyze the security of a system that is intended to execute in a particular environment. The results stated here allow us to conclude that in the case of an input total environment, causality is a stronger requirement than non-interference and non-deducibility (in particular, for a non-deterministic system). On the other hand, the fact that we have to add the assumption (Bi) to be able to prove the generalized non-interference, seems to con rm that this property is too strong. Indeed, this de nition requires not only that inputs have level either low or high but also that outputs should have level either low or high. A better generalization of non interference could be the following property:



8t 2 S; 8w 2 E; 9t0 2 S; tnAi = wnAi 0! t0 dI [ B = wdI [ B When the assumption (Bi) is combined with the assumption (IT), we can derive: Non-deducibility



^ (IT) ^ (Bi) 0! Generalized non-interference



In this case, the property (Bi) helps to avoid the second-input problem explained in example 3.



4.2



Determinism



Let us study the case of a deterministic system. In this case, it is possible to derive the following results:



^ (Bi) ^ (Det) 0! Causality ^ (Bi) ^ (Det) 0! Causality Generalized non-interference ^ (Bi) ^ (Det) 0! Causality Non-deducibility Non-interference



These results show that, in the case of deterministic systems, causality is a weaker requirement than the other security properties because it does not imply properties on the inputs as input-compatible or purge-total (and the rst example shows that causality is strictly weaker). The fact that we have to add the assumption (Bi) to the system may seem odd. The following example explains why we have to make this assumption. Let us assume that a security policy speci es that a subject interfere with the subject



B



and the subject



C.



A must not



This security policy does not specify



B and C interactions. We cannot then prove causality w.r.t. B nor C . What B can observe in the system may depend on C 's inputs. can prove causality w.r.t. B [ C . With the assumption (Bi), we avoid



anything about causality w.r.t. However, we



this problem and it is then possible to prove the above properties.



4.3 Summary We sum up all the previous results of the comparison in gure 6. We have not made any comments about these results:



^ (IT) ^ (Det) 0! Non-deducibility ^ (IT) ^ (Det) ^ (Bi) 0! Generalized non-interference Non-deducibility ^ (Bi) ^ 
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Figure 6: Results of the comparison



The de nition called non-interference tries to translate as closely as possible the de nition given by J. Haigh and W. Young in [HY86]. In [HY86], J. Haigh and W. Young implicitly assume the input-total assumption since they consider that every sequence of input can occur in the system.



They also model the system as a de-



terministic state machine. The above results provide some evidence that with these assumptions, non-interference is a good de nition of security. We can derive many conclusions from these comparisons. As we can see, it is possible to compare all the security properties that we have studied in this paper. This comparison brings out the respective advantages and shortcomings of each property: 1. Non-interference. This property is appropriate when we assume that the system is both deterministic and input-total. It could be use to analyze the security of non input-total systems provided that they are purge-total. 2. Non-deducibility. We must assume that the system satis es the assumption (Bi) which allows us to avoid the second-input problem (see example 3). Moreover, this property is restricted to an input-compatible system. 3. Generalized non-interference. It is a very strong property as the following results



show: Generalized non-interference Generalized non-interference



0! Non-deducibility 0! Non-interference



As the two previous properties, this property is restricted by an assumption on the environment in which the system is executed: it must be always possible to perturb a trace. These three properties seem suited to a non-deterministic system provided that we cannot use probabilistic covert channels. Moreover, covert channels can appear when we re ne non-deterministic speci cations (see example 4). 4. Causality. This is the only property that is correctly applicable to every non input-total system because it does not make any assumption about the system environment as input-compatible or purge-total. The main drawback is that the system speci cation must be deterministic.



5



Conclusion



In a practical secure system, some high level objects may depend on the set of objects that a low-level subject can observe. Hence a low level subject could gain knowledge about the high level subjects behavior. This seems to be in contradiction with the con dentiality requirements to be enforced by the system. But some of these dependencies are secure because all the information a low level subject can learn about the high level behavior is a consequence of information it has the permission to know. By de ning the modal operator



B



RB



of the security logic as



K(Bi )



we authorized subject



 . This K B ' ! R B '



to know the consequences of the observation of its inputs performed until



semantical view of the



R B



operator and the de nition of security



leads to a new de nition of security called causality, that could be stated as:



The value of the objects that B can observe until  should depend on the value of B 's inputs performed until  . We compared this new de nition of security with the usual de nitions of absence of information ow as non-interference, generalized non-interference and nondeducibility. It appeared that causality, to the contrary of the other de nitions, allows us to analyze the security of every non-input-total systems. But the main shortcoming of this approach is that it forces the system to be deterministic. An area of further work could be the de nition of secure dependencies in the context of non-deterministic systems. In our model, we have restricted



by



R(B ).



B



to play only one authorized role, modeled



This restriction works correctly in the case of a multilevel security policy.



But, we think that, for other security policies, a user could be associated with several authorized roles. For instance, in the case of the Chinese wall security policy [BN89], a subject can choose a role among several nancial analysts. It would be interesting to generalize the de nition of the problems.



R B



modal operator to take into account these
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A Proof of the comparison In this section, we prove the comparison between the following properties:



Non-deducibility



8t 2 S; 8t0 2 S; 9s 2 S; sdB



= td B



^ sd A i



= t dA i



(2)



= td B o



(3)



0



Non-interference 8t 2 S; 9t0 2 S; t0 dI



= td (I



0 A i ) ^ t0 dB o



Generalized non-interference 8t 2 S; 8w 2 E; 9t0 2 S; tnAi = wnAi 0! t0 nAo



= w nA o



(4)



Causality 8 2 T ; 8s 2 S; 8s0 2 S; sd(Bi )



= s d (B i )  0



! sdB 



= s dB  0



In the following we use two helpful lemmas:



Lemma 1 If S is a deterministic system then: 8s 2 S; 8s0 2 S; sdI



= s dI 0



0! s = s0



Lemma 2 If a subject B satis es the causality constraint, then: 8s 2 S; 8s0 2 S; sdBi



= s dB i 0



0! sdB



= s dB 0



A.1 Generalized non-interference =) Non-deducibility Assume that system Let t1



2S



and t2



S



2S



satis es 4. then



9w 2 E; wdAi = t1 dAi ^ wnAi = t2 nAi By applying 4, we get:



9t0 2 S; t0nAo



= w nA o



(5)



As t0 nAo = w nAo then t0 dB = w dB



As t2 nAi = w nAi then t2 dB = w dB



As t0 nAo = w nAo then t0 dAi = w dAi



9t0 2 S; t0dB = t2dB ^ t0 dAi Hence S satis es 2 So



= t 1 dA i



2



A.2 Generalized non-interference =) Non-interference Assume that Let t



2 S.



S



satis es 4.



We take w such that w = tnAi .



In particular, we have w dI = (tnAi )dI = td(I Then, we can nd a trace t t



0



0



2S



such that



0 Ai ) and wdBo t nAo = w nAo i.e:



= td B o .



0



d (O 2 T 0 A o ) = w d (O 2 T 0 A o )



 O 2 T 0 Ao in particular we have t0dBo = wdBo = tdBo . Likewise, as I  O 2 T 0 Ao , we have also t0 dI = w dI = td(I 0 Ai ).



As Bo



So we have



9 t 0 ; t 0 dI



= td (I



0 A i ) ^ t0 dB o



2



= td B o



A.3 Causality ^ IT =) Non-deducibility Let t



2S



and t0



2 S.



If IT is satis ed, then we can nd a trace s s d B i = td B i



^ sdA i



2S



such that:



= t dA i 0



If 5 is satis ed, as sdBi = tdBi , by applying lemma 2, we have: s d B = td B



So we have:



8t 2 S; 8t0 2 S; 9s 2 S; sdB



= td B



^ sdA i



= t 0 dA i



2



A.4 Non-deducibility ^ IT ^ Bi =) Generalized non-interference Let t2



2S



and w



2E



such that w nAi = t2 nAi . Then, if IT is satis ed:



9t1 2 S; t1dAi and, by applying 2:



9s 2 S; sdB



= t 2 dB



= w dA i



^ sdA i



As w nAi = t2 nAi then w dB = t2 dB



But sdB = t2 dB so we have w dB = sdB



We have also t1 dAi = w dAi and sdAi = t1 dAi .



= t 1 dA i



So we have w dAi = sdAi We can derive w d(B By applying Bi, B



[ Ai ) = sd(B [ Ai ). [ Ai = O 2 T 0 Ao and 8t 2 S; td(O 2 T 0 Ao ) = tnAo



So we can conclude:



9s 2 S; snAo



2



= w nA o



A.5 Non-interference ^ IT ^ Det =) Non-deducibility Let t



2S



and t0



2 S.



If IT is satis ed, we can nd a trace s s d (I



2S



such that:



0 A i ) = td (I 0 A i ) ^ s d A i



From 3, we can nd two traces t1



2S



and s1



2S



= t dA i 0



such that:



s1 d I = s d (I



0 A i ) ^ s1 dB o



= sdB o



t 1 d I = td (I



0 A i ) ^ t1 dB o



= td B o



We can derive that s1 dI = t1 dI . From lemma 1, it follows that s1 = t1 .



Consequently, we have sdBo = tdBo and also sdBi = tdBi . We can conclude that: s d B = td B



^ sdA i



2



= t 0 dA i



A.6 Non-deducibility ^ Bi ^ Det =) Causality Let 



2T



and let t



2S



and t



0



2S



such that td(Bi ) = t d(Bi ) . 0



If 2 is satis ed, then we can nd a trace s such that: s d B = td B



^ sdA i



= t dA i 0



We can derive: sd(Bi ) = td(Bi ) = t0 d(Bi ) We have also sd(Ai ) = t0 d(Ai ) So sd(Ai



[ B i )



= t 0 d (A i



[ B i ) .



Consequently, if Bi is satis ed, then we have: sdI = t0 dI . 0



If Det is satis ed, it follows that: s = t . We can conclude that tdB = t dB . 0



2



A.7 Non-interference ^ IT ^ Bi ^ Det =) Generalized noninterference This proof follows immediately from: Non-interference Non-deducibility



^ IT ^ Det =) Non-deducibility ^ IT ^ Bi =) Generalized non-interference



2



A.8 Causality ^ IT ^ Bi =) Generalized non-interference This proof follows immediately from: Causality



^



IT =) Non-deducibility



Non-deducibility



^



IT



^ Bi =)



Generalized non-interference



2



A.9 Generalized non-interference ^ Bi ^ Det =) Causality This proof is also an immediate consequence of: Generalized non-interference =) Non-deducibility



^



Non-deducibility



Bi



^ Det =)



Causality



2



A.10 Non-deducibility ^ 


S



satis es 2. So we have:



8t 2 S; 8t0 2 S; 9s 2 S; sdB



= td B



^ sdA i



= t dA i 0



If , we get:



8t 2 S; 9s 2 S; sdB



= td B



^ sdA i



=



Consequently sdBi = tdBi and sdBo = tdBo . As sdAi =


[ Bi



[ B i ) = sdB i . 0 Ai .



= I and Bi = I



So we have:



8t 2 S; 9s 2 S; sdI



= td (I



0 A i ) ^ sdB o



= td B o



2



A.11 Causality ^ IT =) Non-interference Let t



2 S.



If IT is satis ed, then we can nd a trace t0 t d I = td (I 0



In particular, we have t0 d(I As Bi



 (I 0 Ai ), then



we



2S



such that:



0 Ai )



0 A i ) = td (I 0 A i ) have t0 dBi = tdBi .



If 5 is satis ed then, by applying lemma 2, we have: t d B = td B 0



So, in particular: t



0



dB o



= td B o



We can conclude that:



8t 2 S; 9t0 2 S; t0 dI



= td (I



0 A i ) ^ t0 dB o



= td B o



2



A.12 Non-interference ^ Bi ^ Det =) Causality Let 



2T



and let t



2S



and t0



2S



such that td(Bi ) = t0 d(Bi ) .



If 3 is satis ed, then we can nd two traces t1 and t01 such that: t 1 d I = td (I t1 dI = t 0



If Bi is satis ed, then Bi = I Consequently, td(I So t1 dI = t01 dI



0 A i )



0



0 A i ) ^ t1 dB o



d(I 0 Ai ) ^ t01dBo



= td B o = t dB o 0



0 Ai 0 A i )



= t 0 d (I



If Det is satis ed, then we have: (t1 ) = (t01 ) .



We can conclude that tdB = t0 dB
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