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Communicated by Laurence T. Maloney



A Model for Perceptual Averaging and Stochastic Bistable Behavior and the Role of Voluntary Control Ansgar R. Koene [email protected] Department of Psychology, University College London, London, WC1H 0AP, U.K.



We combine population coding, winner-take-all competition, and differentiated inhibitory feedback to model the process by which information from different, continuously variable signals is integrated for perceptual awareness. We focus on “slant rivalry,” where binocular disparity is in conflict with monocular perspective in specifying surface slant. Using a robust single parameter set, our model successfully replicates three key experimental results: (1) transition from signal averaging to bistability with increasing signal conflict, (2) change in perceptual reversal rates as a function of signal conflict, and (3) a shift in the distribution of percept durations through voluntary control exertion. Voluntary control is implemented through the use of a single top-down bias input. The transition from signal averaging to bistability arises as a natural consequence of combining population coding and wide receptive fields, common to higher cortical areas. The model architecture does not contain any assumption that would limit it to this particular example of stimulus rivalry. An emergent physiological interpretation is that differentiated inhibitory feedback may play an important role for increasing percept stability without reducing sensitivity to large stimulus changes, which for bistable conditions leads to increased alternation rate as a function of signal conflict. 1 Introduction Many perceptual aspects of our environment present themselves to the observer through multiple sensory channels. The slant in depth of a surface, for instance, is provided through binocular disparity, but also through perspective cues like foreshortening. To construct a coherent internal representation of a stimulus, the brain must somehow integrate the different sensory signals. One way to investigate this integration process is to subject the visual system to conflicting signals from different sensory channels. This can instigate bistability in perception; an example is binocular rivalry, which results when the signals from the two eyes provide incompatible information, leading to a breakdown of binocular signal integration. Quite a few models Neural Computation 18, 3069–3096 (2006)
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have been put forward to explain bistability in perception on the basis of competition between either the sensory signals or the alternative percepts (Vickers, 1972; Sugie, 1982; Matsuoka, 1984; Kawamoto & Anderson, 1985; Lehky, 1988; Blake, 1989; Mueller & Blake, 1989; Mueller, 1990; Ditzinger & Haken, 1989; Lehky & Blake, 1991; Lumer, 1998; Dayan, 1998; Kalarickal & Marshall, 2000; Laing & Chow, 2002; Merk & Schnakenberg, 2002; Stollenwerk & Bode, 2003; Wilson, 2003; Zhou, Gao, White, & Yao, 2004). How sensory cues are successfully combined in the case of stable perception, however, has not been addressed in these models. The combination of sensory signals into a unified stable percept has generally been studied as a separate issue (e.g., binocular slant perception, as opposed to binocular slant rivalry), resulting in models that do not consider the properties of ambiguous perception. Key information for our understanding of perception that has therefore been missing is an understanding of the transition from signal combination to signal rivalry. Perceived surface slant is a measure that is particularly suitable to provide such information because it consists of both a regime with slant integration and a regime with slant rivalry. Both regimes have recently been experimentally investigated by van Ee and colleagues. To study signal integration, they measured how much depth is perceived when subjects view a slanted plane in which binocular disparity and monocular perspective provide different slant information for slant about a vertical axis (van Ee, van Dam, & Erkelens, 2002) about a horizontal axis (van Dam & van Ee, 2005) and for real planes slanted in depth (van Ee, Krumina, Pont, & van der Ven, 2005). Figure 1 illustrates the stimulus and the percepts. Using a metrical experimental paradigm, it was found that for small cue conflict, perceived slant was a weighted average of the perspective and disparity-specified slants. When the cue conflict was large, however, observers experienced bistable slant rivalry. Slant-rivalry appeared to have dynamics and stochastic bistable properties that are similar to other rivalry stimuli (van Ee, 2005). In a subsequent fMRI study, Brouwer, Tong, Schwarzbach, and van Ee (2004) revealed both systematic increases in activity in intraparietal sulcus and lateral occipital complex, as well as increasing alternation rates at higher incongruencies. Eye movements, including microsaccades, were shown to be not essential for the perceptual alternation process, suggesting that slant rivalry is a central process (van Dam & van Ee, 2005). Extant models of perceptual bistability commonly assume a bottom-up binary process in which the percept results from a competition between two discrete alternatives. The most common architecture is depicted in Figure 2. In the slant rivalry experiments, however, the percept can assume any of a complete range of possible slants. This sensory signal conflict-dependent transition from averaging to bistability found in slant rivalry has not been explicitly addressed by traditional competition-based bistability models. In addition, this transition in combination with voluntary control has not been taken into account.
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Figure 1: The slant rivalry stimulus. In the anaglyph, stereogram monocular perspective and binocular disparity specify conflicting surface slants about the vertical axis. When the left eye views the green (shown in light gray) image and the right eye views the red (shown in dark gray) image, two competing percepts can be experienced. In the perspective-dominated percept, the grid recedes in depth with its right side farther away (it is perceived as a slanted rectangle). In the disparity-dominated percept, the left side of the grid is farther away (it is perceived as a trapezoid with the near edge shorter than the far edge). Each of the two percepts can be selected and maintained at will in a relatively controlled fashion. (More demonstrations of slant rivalry can be found online at www.phys.uu.nl/∼vanee/.)



Voluntary control exertion by the subject affects the dynamics of perceptual alternations in a variety of perceptual situations (e.g., Lack, 1978; Goryo, Robinson, & Wilson, 1984; Tsal, 1984; Schulman, 1992; Gomez, Argandona, Solier, Angulo, & Vazquez, 1995; Hol, Koene, & van Ee, 2003; Toppino, 2003; Meng & Tong, 2004; Chong, Tadin, & Blake, 2005). Van Ee, van Dam, & Brouwer (2005) examined to what degree the perceptual reversal frequency in slant rivalry is under voluntary control. They found that slant rivalry is systematically influenced by voluntary control, which makes it interesting for this study. In their work, they examined four voluntary control exertion tasks: natural, hold perspective, hold disparity, and speed-up. For the natural task, the subject passively viewed the stimulus and indicated (through key presses) which side of the slanted plane he or she perceived to be closer. For the hold perspective and hold disparity tasks, subjects were instructed to attempt to perceive the right or left side closer (corresponding to the perspective-specified slant) or to perceive the other
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Excite Inhibit Figure 2: Classical models for bistable perception. The neural network architecture of classical models for both binocular rivalry and perceptual rivalry is essentially bottom-up using reciprocal inhibition. The competing interpretations constitute the input signals. Random signal noise generates slight signal strength differences over time, even for identical input signals. The signal that is slightly stronger suppresses the weaker signal through reciprocal inhibition. Some form of internal dynamics, such as temporal integration with gain control, is used to make the activity of the neurons at time T depend on their activity at T − δt, producing the inherent bias toward maintaining the previous percept. The strength of this bias decays in time to produce the experimentally found percept duration distributions.



side closer (disparity-specified slant) for as long as possible. For the speedup task, the subject was instructed to alternate the two percepts as rapidly as possible. For each task, the probability density distribution histograms of percept durations showed a skewed, asymmetric (gamma) distribution (Brascamp, van Ee, Pestman, & van den Berg, 2005), similar to the distributions found for binocular rivalry (e.g., Levelt, 1966). The effect of voluntary control resulted in a shift in both the peak of the distribution and the mean percept duration. In this article, we propose a neural network that uses a combination of population coding (for the averaging) and winner-take-all competition (for the bistability). The effect of voluntary control is incorporated in the model as a top-down process that primes the neurons corresponding to the instructed shift in attention such that they have an elevated baseline response. Using a single parameter set, this network successfully replicates the three key results of the slant rivalry studies: (1) transition from cue averaging to bistability as a function of stimulus incongruence, (2) increased alternation rates as a function of increasing cue conflict, and (3) a clear shift in the distribution of percept durations as a result of voluntary control exertion.
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Figure 3: General structure of our network model for slant rivalry. The disparity and perspective input signals are combined, on the one hand, with top-down bias signals from the control exertion instruction that was given to the subjects, and, on the other hand, with an inhibitory feedback signal from the output of the network. The feedback path biases the output toward the current percept. The internal network noise, which may in fact have its origin at different stages, is also added at the input stage. Based on these inputs, a winner-take-all network selects the current slant, resulting in a perceived slant that is being forwarded for subsequent processing. The layers refer to Figure 4.



2 Method (Model Design) Our model uses population coding that is similar to the coding found in the visual cortex (Hubel & Wiesel, 1959, 1979; van Essen, Anderson, & Fellman, 1992) with relatively broadly tuned receptive fields to generate percept averaging for small cue conflicts and winner-take-all competition (Marr & Poggio, 1977; McClelland & Rumelhart, 1981) to generate bistability for large cue conflicts. A weak top-down bias input is used to replicate the effect of attention. 2.1 General Architecture of the Model. The basic structure of our model is portrayed in Figure 3. The forward path combines the input signals (e.g., the perspective and disparity defined slants), resolves this information into a single output, and sends this output to the higher visual processing areas. The feedback path feeds the output (which determines the current percept) back to the input of the decision network, biasing it toward the current percept. The internal network noise, which may in fact have its true origin at different stages in the perceptual system, is also added at the input stage since this is where the noise influences the behavior of the network. The noise input is ultimately the cause of the stochastically alternating percepts in bistability. The top-down bias input provides the voluntary control that enables the subject to bias perception. When present, this bias input
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makes the network more sensitive to a specific subset of bottom-up input signals. The integration of different stimulus cues related to the same perceptual property (such as slant in depth) must, by the nature of its input signals, occur in higher cortical networks. Accordingly, the receptive fields of the input layer in our model were chosen to be relatively broadly tuned. One of the properties of broadly tuned receptive fields, which are exploited by our model, is that they naturally provide a means of averaging between similar input signals. The winner-take-all process, which selects among the potential percepts and generates the bistability behavior for large-cue conflicts, could result from lateral inhibitory connections that occur in many cortical networks (Lund, Angelucci, & Bressloff, 2003; Budd & Kisvarday, 2001; Crook, Kisvarday, & Eysel, 1998). For clarity, the details of the forward and feedback signal paths are discussed separately. The assumption of broadly tuned receptive fields in our network is not unreasonable considering the increasing receptive field size that has been reported in the visual cortex for some other perceptual properties (van Essen et al., 1992). 2.2 Model Forward Path. The forward path is shown in Figure 4. The neurons in layers 1, 2, and 3 form place-coded maps in which each neuron responds preferentially to a specific percept (e.g., slant). The averaging/bistability behavior of the model results from a combination of broad gaussian receptive fields in layer 1 and an iterative winnertake-all process that selects the location of peak activity in layer 1. The proposed population activation in layer 1 is similar to the response distribution found in direction-selective cells in visual brain area MT when stimulated with transparent moving random dot stimuli (Treue, Hol, & Rauber, 2000). It should be noted, however, that this does not mean that layer 1 corresponds to MT. The receptive field size increase from one cortical layer to the next (van Essen et al., 1992; Wilson, 2003) and winner-take-all type network behavior, resulting from inhibitory lateral connections, are both common features in cortical networks (Moldakarimov, Rollenhagen, Olson, & Chow, 2005). Using gaussian receptive fields, the level of activation of each layer 1 neuron depends on the degree to which the slant coded by it matches the slants coded by the input signals, that is, the use of receptive fields provides a natural implementation of gain factors that depend on the similarity between the input signal and the value coded by a particular layer 1 neuron. Figures 5A to 5C illustrate how differences between the (disparity and perspective defined) inputs affect the resulting bottom-up activation of layer 1 (black solid line). Figure 5D shows the effect of adding signal noise to the inputs used in Figure 5C. The resulting activation of the neurons in layer 1 goes through a winner-take-all competition process (Marr & Poggio, 1977; McClelland & Rumelhart, 1981). Layer 2 functions as a gate between layers 1 and 3. As long as there is more than one active neuron in layer 1, the strong inhibitory connections
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Figure 4: The feedforward path of the slant rivalry model. The input units provide the perspective-related (P) and disparity-related (D) signals. Each node in layers 1, 2, and 3 specifies one particular slant. In each layer, the nodes at the same position specify the same slant. For clarity, the figure focuses on the connections, which are active when the slant coded by the second node from the top is being processed. The connectivity paths for the other slants have the same structure. The slant is being selected by the winner-take-all process in layer 1. Layer 2 functions as a gate to stop layer 1 signals from reaching layer 3 before the winner-take-all process has focused the activity in layer 1 down to a single node. Layer 3 signals the output of the slant selection network to areas that determine the perceived slant. The recursive self-excitation in layer 3 maintains the layer 3 output during the time that layer 2 is stopping other inputs from reaching layer 3, that is, during the periods in which layer 1 is in the process of determining the winner.



keep all layer 2 neurons inhibited. Once the winner-take-all competition has silenced all but one layer 1 neuron, the excitatory connection, from this layer 1 neuron to layer 2, results in activation of its layer 2 counterpart. The activated layer 2 neuron subsequently inhibits all layer 3 neurons except the neuron coding the corresponding percept, which it excites. The layer 3 neurons are the output neurons of the network and also the source of the internal feedback signal back to layer 1. The recursive selfexcitation of the layer 3 neurons serves to maintain network output during the period that the layer 2 gate blocks bottom-up inputs from reaching layer 3. 2.3 Model Feedback Path. Inhibitory feedback connections from layer 3 to layer 1 (see Figure 6) bias the network toward maintaining the current
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Figure 5: Activation of layer 1 neurons of the slant rivalry model. The dotted and dashed lines indicate the activation of the perspective and disparity inputs, respectively, for the coded slant angles. The solid line indicates the resulting activation. (A–C) The effect of increasing cue conflict on the resulting activation in the absence of internal noise. The activation shifts from having a single peak centered between the perspective and disparity specified slants (i.e., averaging) to having two peaks of equal height located close to the perspectiveand disparity-specified slants (i.e., bistability). The gaussian activation profiles reflect the width of the receptive fields of the layer 1 neurons, determining the minimum level of cue conflict where bistability arises. For intermediate cue conflicts, the resulting activation of layer 1 neurons has a single peak with an ill-defined location. For this case, there is slant averaging with a large intertrial standard deviation in perceived slant. (D) Internal signal noise produces one peak that is slightly higher than the other, causing the percept to shift.



percept. Increasing the activation of the neurons coding the currently perceived percept, through excitatory feedback or by modeling the neurons as leaky integrators (Matsuoka, 1984; Wilson, 2003; Laing & Chow, 2002; Mueller & Blake, 1989; Lehky, 1988), results in a uniform decrease in the relative probability of going to any of the other possible percepts. The use of distributed inhibitory feedback has the advantage that the strength of the inhibitory connection can be a function of the similarity between the values (e.g., depth slant) coded by the layer 1 and layer 3 neurons. This allows the network to suppress some percept changes more than others, which is not possible when using excitatory feedback. It should be noted that this difference between using excitatory versus inhibitory feedback is apparent only
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Figure 6: Feedback path of the slant rivalry model. The inhibitory feedback projects the current percept, as coded by layer 3, back to layer 1. Inhibitory feedback is one of the main features of our slant rivalry model. The use of inhibitory feedback has the advantage that it allows strong inhibition of layer 1 neurons that code a similar slant as the active layer 3 neuron, with only weakly inhibiting layer 1 neurons that code a very different slant. Decreasing the strength of the inhibitory feedback as a function of increasing difference between the slant coded by the origin (layer 3 neuron) and the destination (layer 1 neuron) reduces noise-induced percept modifications while maintaining sensitivity to large stimulus changes. Layer 2 is omitted since it is not involved in the feedback.



if there are more than two stable states that the network can be in (as is the case in the depth slant perception but not in binocular rivalry). If applied to a network involving only two competing units (e.g., Matsuoka, 1984, and Mueller, 1990), the inhibitory feedback proposed here would result in the same network dynamics as the use of excitatory feedback. The dashed line in Figure 7 illustrates the relative strength of the inhibitory feedback signals to layer 1 when the activity in layer 3 corresponds to the percept indicated by the black arrows. The strong inhibition of the direct neighbors of the current percept, and the decreasing inhibition strength with distance from the current percept, serves to reduce noise-induced percept changes while maintaining sensitivity to large stimulus differences. Figures 7A to 7C illustrate the effect of the inhibitory feedback on layer 1 activation for different cue conflicts (same as in Figure 5). The dotted lines indicate the excitation by the bottom-up inputs. The solid line indicates the resulting activation (i.e., forward minus feedback activation). Figure 7D illustrates the effect of signal noise for the same cue conflict as in Figure 7C. When the feedforward activation generates a single peak (see Figures 7A and 7B), the inhibitory feedback sharpens this peak, greatly reducing the
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Figure 7: Effect of inhibitory feedback on the activation of layer 1 neurons of the slant rivalry model. The dashed and dotted lines indicate the inhibition and excitation by the feedback and forward paths, respectively, for the coded slant angles. The solid line indicates the resulting activation (i.e., forward minus feedback activation). The profile of the feedback inhibition reflects both the strong inhibition of the direct neighbors of the current percept (indicated by black arrows) and the decreasing inhibition strength with distance from the current percept. (A–C) The effect of the inhibitory feedback for the different cue conflicts (see Figure 5). (D) The activation for the same cue conflict as in C but now with the addition of internal signal noise. When the disparity-specified and perspective-specified slants are similar (i.e., the feedforward activation generates a single peak), the inhibitory feedback has the effect of sharpening peaks, reducing the probability that the noise might cause fluctuations. (C) When the cue conflict is large, the inhibitory feedback has the effect of both sharpening the peak of the currently perceived slant and reducing the height of the competing peak, thereby reducing the probability of a percept change.



probability of noise-induced percept fluctuations. When the cue conflict is large (see Figure 7C), the inhibitory feedback sharpens the peak of the perceived slant and reduces the height of the competing peak, thereby reducing the probability of a percept change. 2.4 Gain Control. Experimental investigations of bistable perception have consistently found that the percept duration distributions are asymmetrically skewed (gamma-function-like) (e.g., Levelt, 1966; Fox &
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Herrman, 1967; Borsellino, de Marco, Allazetta, Rinesi, & Bartolini, 1972; Sugie, 1982; Ditzinger & Haken, 1989; Gomez et al., 1995; Lehky, 1995; Kalarickal & Marshall, 2000; Merk & Schnakenberg, 2002; Zhou et al., 2004; Brascamp et al., 2005). This indicates that the instantaneous probability for a percept change increases with percept duration (if the percept change probability were constant, the percept duration distribution would be described by an exponential decay). A common way to model the increase in instantaneous percept change probability is through gain control of the neurons whose activity maintains the percept (Matsuoka, 1984; Lehky, 1988; Blake, 1989; Mueller, 1990; Dayan, 1998; Kalarickal & Marshall, 2000; Wilson, Blake, & Lee, 2001; Laing & Chow, 2002; Merk & Schnakenberg, 2002; Stollenwerk & Bode, 2003; Wilson, 2003). The gain control simulates a gradual reduction in neural activity (firing rate), sometimes referred to as fatigue (Palmer, 1999), which may be due to slow after-hyperpolarizing potentials (Lehky, 1988; Wilson, 2003; Lee, 2004), synaptic depression (Bear & Malenka, 1994), or self-inhibition (Stollenwerk & Bode, 2003). There are two places in our model where gain control would result in a gamma-like distribution of percept durations. One possibility is a gain reduction of the “winning” layer 1 neuron that “survived” the winnertake-all competition. In this case, the feedforward activation of layer 1 that sustains the current percept is reduced, increasing the instantaneous probability of a percept change. The other possibility is a gain reduction of the layer 3 neuron associated with the current percept, resulting in a reduction in the strength of the inhibitory feedback signal. In both cases, the gain reduction may be related to synaptic depression or slow afterhyperpolarizing potentials that accumulated over the prolonged period of activation of these neurons. Any combination of these possible sites of gain control is equally suited for reproducing the experimentally found percept duration distributions. Here we assume that the gain control is primarily in the “winning” layer 1 neuron. 2.5 Implementation of Voluntary Control. Top-down voluntary control or attention-driven percept biasing has been examined in a number of psychophysical studies on bistable perception (e.g., Lack, 1978; Gomez et al., 1995; Hol et al., 2003; Toppino, 2003; Meng & Tong, 2004; van Ee, Krumina et al., 2005; van Ee, Van Dam, et al., 2005; Chong et al., 2005; see also an early network model by Vickers, 1972). Attention or voluntary control is implemented in our model as a bias input to layer 1 (see Figure 8). This top-down input provides an excitatory subthreshold input to the layer 1 neurons that correspond to the attended percept. The bias in itself is a weak signal in order to avoid “hallucinatory” percept generation in the absence of any corresponding bottom-up inputs. For large-cue conflicts, where there are two activation peaks in layer 1, the top-down bias lifts the peak on the attended side slightly above the competing peak, increasing the
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Figure 8: Effect of voluntary control exertion in the slant rivalry model. Voluntary control on the slant selection is modeled through a top-down controlled bias. If the task is to hold one slant over the other, all layer 1 neurons coding such a slant receive an excitatory bias input. For speed-up control exertion, the bias is always sent to the side, coding the slant with opposite sign. For large-cue conflicts, where there are two activation peaks in the layer 1 population, this bias lifts the peak on the biased side slightly above the competing peak, thereby increasing the probability that the corresponding percept is perceived. To account for the experimental finding that spontaneous percept reversals cannot be completely suppressed, the strength of the top-down bias must be less than the peak network noise.



probability that the corresponding percept is being perceived. To account for the experimental finding that spontaneous percept reversals cannot be completely suppressed, the strength of the top-down bias must be less than the peak network noise. 2.6 Model Parameters. The key parameters in our model are: (1) receptive field tuning size of the layer 1 neurons; (2) the width of the (gaussian) inhibitory projective field in the feedback from layer 3 to layer 1; (3) the strength of the bottom-up input signals into layer 1; (4) amplitude and distribution of the signal noise; (5) initial strength of the inhibitory feedback signal; (6) the type of gain decrease in the “winning” layer 1 neuron as a function of percept duration; and (7) the strength of top-down activation bias of layer 1 related to voluntary control. 1. The width of the receptive fields in layer 1 determines how broad an area gets activated by the bottom-up inputs. This determines the level of cue conflict at which the network behaviour switches from
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averaging to bistability. For slant perception using disparity and perspective cues, the receptive field tuning size can therefore in principle be determined from the data concerning the difference between perspective and disparity-specified slant at which bistability first occurs (van Ee et al., 2002; van Ee, Adams, & Mamassian, 2003; van Ee, Kromina et al., 2005). For simplicity, our current model implementation assumed that the receptive field size is the same for all layer 1 cells. 2. The width of the (gaussian) inhibitory projective field in the feedback from layer 3 to layer 1 determines how the mean rate of percept changes increases with increased cue conflict. The width of the inhibition field has to be greater than the receptive field size of the layer 1 units in order for it to affect percept stability for large-cue conflicts (i.e., during bistable perception). This parameter was set to twice the receptive field tuning width of the layer 1 units. Due to the coarseness of the available data concerning changes in mean percept alternation rate as a function of degree of cue conflict, more precise parameter fitting was not considered useful at this time. 3. The relative strength of the bottom-up inputs determines the probability that the corresponding percept is perceived. If an individual exhibits a strong bias toward perception based on one of the bottomup inputs, this is modeled by increasing the relative strength of this input. 4. The signal-to-noise ratio (SNR) in layer 1 regulates the variance in the location of peak activation in the population-coded layer 1. If the SNR is very large, the percept is fully determined by the bottom-up input signals. If the SNR is very small, the peak activation location will randomly alternate between neurons corresponding to a wide range of percepts. If the noise in layer 1 is due to stochastic firing properties of the individual layer 1 neurons, then the noise at each neuron is independent of its neighbor (i.e., uniformly distributed noise). If the noise is linked to the activation level of the neurons (i.e., more strongly activated neurons generate more noise), the noise distribution corresponds to the product of a uniform noise distribution and the noise-free activation levels of the neurons. This is similar to assuming that the primary source of noise in the system is in the strength of the input signals. Our model is able to simulate published experimental results with either noise model (the results shown here used uniform distributed, activity-independent noise). 5. With the properties of the noise and the bottom-up input signals fixed, the initial strength of the inhibitory feedback signal determines the probability for an immediate (i.e., within 1 second) percept change. Since the inhibitory feedback reduces the activity of the competing
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layer 1 neurons (see Figure 7), the probability for a percept change is negatively correlated to the strength of the feedback signal. The initial feedback strength does not fully determine the probability of a percept change beyond the immediate onset of the percept since the gain control of the “winning” layer 1 neuron (see parameter 6) gradually increases the probability of a percept change. 6. Gain control of the “winning” layer 1 neuron, which reduces the activation of this layer 1 neuron as a function of percept duration, determines how the probability of a percept switch changes with time. When the rate of neural activity reduction decreases exponentially with time, the percept durations predicted by the model fit a skewed asymmetrical (gamma-like) distribution. 7. When present (i.e., in the control-exertion conditions where the subject exerts voluntary control), the strength of the bias input is modeled as a constant fixed value. All control exertion conditions were modeled using the same bias input strength. The instruction “hold the left [or right] side in front” is modeled by a bias input to the layer 1 neurons that code for slants with the left (right) side in front (see Figure 8). For the speed-up control exertion case, the bias is always sent to the side coding a slant with opposite sign to the current percept. A mathematical description of the model and its parameters is given in the appendix. 3 Results To test the validity of our network we simulated the slant rivalry experiments by van Ee et al. (van Ee et al., 2002; van Ee, Krumina et al., 2005; van Ee, van Dam et al., 2005) and Brouwer et al. (2004) using 60,000 iterations per simulated experimental condition and control exertion task. As we will now show, all three key results have been successfully replicated using a single parameter set. 3.1 Signal Integration as a Function of Cue Conflict: Averaging vs. Bistability. Figure 9 shows that our slant rivalry network replicates the transition from averaging to bistable behavior as a function of cue conflict between perspective- and disparity-specified slant (van Ee et al., 2002; van Ee, Krumina et al., 2005; van Ee, van Dam et al., 2005). When the cue conflict is small, the signal integration results in averaging (+ symbols). For larger cue conflicts, the percept is bistable, alternating between the percepts indicated by the X and circle symbols. Far from the borders to the averaging regime, the perceived slant in the bistable regime closely corresponds to the slant signaled by either the perspective or the disparity cue. Close to the averaging regime, however, the perceived slant becomes a weighted average
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Figure 9: Experimental and simulated bistability. Our model produces both averaging and bistability in perceived slant as a function of perspective-specified and disparity-specified slant. Each panel shows the perceived slant versus the disparity-specified slant for a particular perspective specified slant. “Persp.” indicates perspective-specified slant. The X and circle symbols indicate the perceived slants when the percept is bistable for disparity-dominated and perspective-dominated percepts, respectively. The + symbols indicate the perceived slant when the percept corresponds to stable averaging of the disparity and perspective-specified slants. Our slant rivalry neural network replicates perceived bistable slants obtained under various experimental conditions (van Ee et al., 2002; van Ee, Krumina, et al., 2005; van Dam & van Ee, 2005). The black dots indicate the perceived slants reported in van Ee, et al. (2005). The mean absolute difference between the model predictions and the experimental data is 6.5 degrees (mean standard error of the experimental data was 2.5 degrees).



of the slants signaled by the two cues, with the weights gradually equalizing as the transition border to the averaging regime is approached. The black dots in Figure 9 indicate the perceived slants reported in van Ee, Krumina et al. (2005). The mean absolute difference between the model predictions and the experimental data is 6.5degrees. For comparison, the mean standard error of the experimental data was 2.5 degrees. 3.2 Signal Integration as a Function of Cue Conflict: Mean Percept Duration. Figure 10 shows how the degree of cue conflict affects the mean
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Figure 10: Mean percept duration versus conflict between disparity and perspective-specified slants. The circle and diamond symbols indicate the mean percept duration for the disparity-dominated and the perspective-dominated percept, respectively, showing that the mean percept duration decreases with increasing cue conflict (asymptotically approaching 1s) due to the reduction in inhibitory feedback connection strength for increasingly different slants. This behavior, which depends essentially on the use of inhibitory feedback, has recently been supported by experimental results (Brouwer et al., 2004). Models that rely on excitatory feedback to strengthen the current percept, rather than on inhibitory feedback to weaken neighboring competitors, do not produce this behavior.



percept durations. For large-cue conflicts (i.e., in the bistable regime), the mean percept duration is negatively correlated with the degree of cue conflict. Experimental data by Brouwer et al. (2004) show the same trend in the rate of percept changes, that is, a decrease in mean percept duration, as a function of increasing stimulus incongruence. Brouwer et al. further reported that the change in mean percept duration is more closely correlated to subjective rather than objective cue conflict. This agrees with our model since the change in mean percept duration as a function of cue conflict depends on the tuning width of the layer 1 receptive fields and the size of the feedback projection from layer 3, both of which are internal parameters that may well be subject dependent. The positive correlation between degree of cue conflict and size of cortical activation reported by Brouwer et al. is also predicted by our model since larger-cue conflict results in less overlap in
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the population of layer 1 neurons that is activated by the perspective and disparity cues. 3.3 Modulation of Bistability Behavior Through Voluntary Top-Down Biasing. Figure 11 shows the probability density distributions for the simulated percept durations in the bistable regime and the effect of top-down modulation. The top row shows the results for the “natural” condition without top-down bias. The second and third rows show the results for the “hold” control-exertions where a top-down bias was added favoring one over the two alternative percepts. The bottom row depicts the results for the speed-up control exertion where the top-down bias was always assigned to the percept that was currently suppressed. Our slant rivalry neural network replicates the experimentally found percept duration probability distributions obtained under these control exertion conditions (van Ee, Krumina et al. 2005). For each experimental condition and for all percept durations, the simulation error falls within the standard deviation of the experimentally found probability densities. 3.4 Robustness Analysis. The following robustness analysis was performed to illustrate how the model behavior is affected by the choice of its parameter values. Rather than exhaustively testing the model for all possible parameter sets, we opted to test each parameter separately by analyzing the effect of a 10% change in the tested parameter:
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Receptive field width of the layer 1 neurons: Provided the ratio between layer 1 receptive field width and the width of the inhibitory projective field of the layer 3 feedback is held constant, increasing or decreasing the layer 1 receptive field width has the same effect as decreasing or increasing cue conflict. Width of the inhibitory projective field in the feedback from layer 3 to layer 1: If the layer 1 bottom-up receptive field tuning width is held constant, changing the width of the inhibition area changes the mean percept duration. The relationship between mean percept duration and degree of cue conflict (see Figure 10) is not affected. At the level of cue conflict used in our “voluntary control” simulations, a 10% increase or decrease in inhibition field area results in a 50% increase or 33% decrease in mean percept durations. Strength of the bottom-up input signals into layer 1: Increasing the strength of one bottom-up input to 10% more than the competing input shifts the distribution of percept durations such that the mean percept duration of the stronger cue is about 2.5 times longer than the mean percept duration of the weaker cue. Note that since our model concerns high-level stimulus conflicts, layer 1 in our model does not correspond to the sensor level. An N-fold increase in stimulus strength
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Figure 11: Percept durations produced by the slant rivalry neural network. The left and right columns depict the probability density distributions for the disparity-dominated and perspective-dominated percepts durations, respectively. The top row shows the results for the natural control exertion condition without top-down bias. The second and third rows show the results for the hold control exertion where a top-down bias was added favoring one over the two alternative percepts. The bottom row depicts the results when the top-down bias was always assigned to the percept that was currently not prevailing. All simulations were done using the same fixed set of model parameters. The model parameters were determined by the natural control exertion condition, assuming no top-down bias. A single bias input was sufficient to fit each of the control exertion conditions. Our slant rivalry neural network replicates experimentally found percept duration probability density distributions obtained under the described control exertion conditions (van Ee, Krumina et al., 2005) within one standard error. Mean error indicates the mean difference between simulation results and experimental data, m.expt.std indicates mean standard deviation of the experimental data.
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therefore does not automatically correspond to an N-fold increase in the input signal to layer 1. Amplitude of the signal noise: Increasing or decreasing the noise level by 10% decreases or increases the mean percept durations by approximately 10%. Initial strength of the inhibitory feedback signal: Increasing or decreasing the initial feedback strength by 10% results in an approximately 60% increase or 30% decrease in the mean percept durations. Gain change of the “winning” layer 1 neuron as a function of percept duration: A 10% increase or decrease in parameter α, β, or γ (see equation A.1) results in approximately a 1% decrease or increase, 10% decrease or increase, or 40% increase or 25% decrease in mean percept duration, respectively. Top-down activation bias related to voluntary control: Increasing or decreasing the strength of the voluntary control top-down bias by 10% increases or decreases the mean percept duration of the attended percept by 5% and decreases or increases the mean percept duration of the alternative percept by 5%.



4 Discussion We have presented a neural network model of signal integration that seamlessly combines averaging and stochastic bistability behavior, as well as voluntary control, in the perception of ambiguous slant stimuli. The network behavior changes from averaging to bistability as a function of the degree of conflict between the disparity-specified and perspective-specified slants and shows increasing rates of perceptual slant reversals for increasing stimulus incongruence. The voluntary control of perception is achieved through the use of a top-down bias input. Most previous mechanistic models for perceptual signal integration modeled either the generation of unified stable (binocular) perception (reviewed by Howard & Rogers, 2002) or bistability (Vickers, 1972; Sugie, 1982; Matsuoka, 1984; Kawamoto & Anderson, 1985; Lehky, 1988; Blake, 1989; Mueller & Blake, 1989; Mueller, 1990; Ditzinger & Haken, 1989; Lehky & Blake, 1991; Lumer, 1998; Dayan, 1998; Kalarickal & Marshall, 2000; Laing & Chow, 2002; Merk & Schnakenberg, 2002; Stollenwerk & Bode, 2003; Wilson, 2003; Zhou et al., 2004) without explicitly addressing the transition from one type of behavior to the other. To our knowledge, the only previous models that account for these perceptual transitions are a Bayesian signal integration model by van Ee et al. (2003) and a binocular vision model by Hayashi, Maeda, Shimojo, and Tachi (2004). Van Ee et al. provided a framework to describe the behavior of the perceptual system but did not address the neural network responsible for this perceptual behavior. Hayashi et al.’s
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model did provide a mechanistic framework for the switch from fusion to rivalry but is not easily generalized to other signal integration cases since it relies heavily on mechanisms that are specific to the role of half-occluded unpaired points in solving the binocular correspondence problem. The model of stereo depth acuity and transparency by Lehky and Sejnowski (1990) has some similarity to the population-coding scheme here. In that model, going to a transparent surface (two depths) corresponded to going from a unimodal to bimodal distribution of activity in the population, similar to here. However, in that model, there were no oscillations, as the percept of transparency is stable. The dynamics of the percept changes in our model are governed by the gain decay or fatigue function (see the appendix, “gain control”) of the layer 1 neurons that gradually decreases the stability of the percept and the signal-to-noise ratio of the input signals to layer 1. We have reproduced the results of a set of experiments (van Ee et al., 2002; van Ee, Krumina et al., 2005; van Ee, van Dam et al., 2005; van Dam & van Ee, 2005, Brouwer et al., 2004) that showed a transition from perceptual averaging of the disparity- and the perspective-specified slants to bistability (see Figure 9), changes in mean bistable percept duration as a function of perceptual cue conflict (see Figure 10), and the effect of voluntary control on the probability density distribution of bistable percept durations (see Figure 11). The results of our simulations provided a good fit with the experimental data. All of the qualitative behavior was reproduced, and the predicted percept durations (see Figure 11) were all within one standard deviation of the experimental results. 4.1 Purpose of the Inhibitory Feedback from the Current Percept. Most mechanistic models of bistable perception contain some mechanism (i.e., feedback or temporal integration) that allows the percept at time t to affect the way the input signals are being perceived at time t + δt (Matsuoka, 1984; Wilson, 2003; Laing & Chow, 2002; Mueller & Blake, 1989; Lehky, 1988). By strengthening the signals related to the current percept, the stability of the network behavior is enhanced, reducing the perceptual consequences of signal noise. In our model this stabilizing mechanism is implemented by the inhibitory feedback from layer 3 to layer 1. Without the inhibitory feedback, the combination of network noise and wide receptive fields in layer 1 would result in small random shifts of the location of peak activation, even in the absence of a cue conflict. This would cause the percept to wobble or jitter. Note, however, that the inhibitory feedback does not ensure consistency of the percept over separate presentations. On each presentation, the network noise affects at which exact value the peak is initially located. This location is then held stable. For unambiguous stimuli, the internal noise can be seen in the variance of perceived slant when the same stimulus is offered repeatedly. Since the purpose of the feedback is to enhance perceptual reliability by reducing the consequences of internal
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noise, its effect on the ability of the visual system to detect changes in the environment should be minimized. Excitatory feedback, strengthening the signals related to the current percept, would have the same net effect as inhibitory feedback uniformly reducing all other signals in the network, resulting in a uniform reduction in the sensitivity to changes in the stimulus. Our inhibitory feedback signal allows a differentiated approach. By applying strong inhibition to the cells that are functionally close to the current percept and decreasing the inhibition strength with distance from the current percept, we minimize the reduction of the salience of big changes in the stimulus while suppressing noise-induced percept instability. An additional property of this type of differentiated inhibitory feedback is that it predicts a gradual increase in the rate of percept changes (decrease in mean percept duration) as the cue conflict is increased (Brouwer et al., 2004). Models that rely on excitatory feedback to strengthen the current percept do not produce this behavior. 4.2 Multiple Stages of Binocular Rivalry. The model of Hayashi et al. (2004) integrates stereopsis and binocular rivalry, which are usually treated separately, into a single framework of binocular vision. In this model rivalry arises due to interocular inhibition between representations of monocularly visible regions. In the hierarchy of visual perception, this can be considered as low- or midlevel rivalry occurring just after binocular convergence at the correspondence problem-solving stage. While this model provides an explanation for the occurrence of bistability in binocular rivalry, it does not explain slant rivalry data since the Hayashi et al. model is specifically tailored toward binocular fusion or rivalry. The Hayashi et al. model also does not predict the slight shift toward the nonperceived percept that was found in slant rivalry experiments. In our model, the population code in layer 1 encodes only the perceptual property of input signals, not the sensory origin of the stimulus cue from which the signal is derived. The percept derived from our signal integration network is therefore blind to its sensory origin and will not be affected by interchanging the sensory origin of stimulus cues. When applied to binocular rivalry, our network can thus be understood as modeling a network involved in higher-level stimulus rivalry (Logothetis, Leopold, & Sheinberg, 1996) rather than classical binocular rivalry. Thus, our model and the model by Hayashi et al. (2004) can be considered complementary parts in a two- (or more) stage process and as such may be linked to the multiple stage rivalry model suggested by Wilson (2003). 4.3 Predictions and Possible Extensions 4.3.1 Weighted Cue Combination. Many investigations of sensory cue combination have shown that cue reliability is taken into account in the percept formation (e.g., Landy, Maloney, Johnston, & Young, 1995; Oruc,
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Maloney, & Landy, 2003; Ernst & Banks, 2002). The cue reliability is either statistically determined (e.g., Bayesian estimators) or derived from ancilliary cues (related cues that provide a context for the cue estimation). A simple way in which to implement reliability-dependent cue weighting in our neural network is by adjusting the activation strength of the input signals to layer 1 (see, equation A.1: a 0, j (t)). This kind of cue weighting might implement a bias based on past experience of cue reliability. The predicted effect of biased cue weighting is very similar to the effect of the voluntary top-down bias (see section 3). Since our model uses population codes to signal the stimulus property, the model also implements online cue reliability-based weighting (Ernst & Buelthoff, 2004) through the layer 1 receptive fields. If a cue is unreliable, that is, there is a lot of variance in the layer 1 input provided by this cue, the area in layer 1 that is activated by the cue will smear, becoming broader with a lower peak. The broadening of the activated layer 1 area will have the same effect as using larger receptive fields in layer 1 would (see section 2). The decrease of the activation peak would have an effect that is similar to a voluntary top-down bias in favor of the more reliable cue. 4.3.2 Multistable Percepts with More Than Two Input Cues. In order to extend our signal integration network for the condition where there are more than two input cues, the additional cues can simply be added as further inputs to layer 1 of the network. For slant perception, for instance, surface texture and shading could be added as additional slant cues in exactly the same way as perspective and disparity (in equation A.1, simply add j = 3 and j = 4). The predicted percept(s) in this condition will again depend on the relative differences between the input signals (analogous to Figure 5). Due to the differentiated inhibitory feedback in our model, which decreases with functional distance, our model predicts preferential switching between pairs of perceptual states during multistable perception, as reported by Suzuki and Grabowecky (2002). The preferred switch will always be to the state that is most different from the current percept since that state is least inhibited. In slant perception, for instance, having four cues that signal 0, 45, 90, and 135degree slant, respectively, would result in preferential switching between 0 and 90degrees and between 45 and 135degrees since these are farthest from each other and thus inhibit each other least (note that 0degree slant is the same as 180degree slant). 5 Conclusion Our neural network provides a possible mechanism for explaining processes in which continuously variable information from different sources is integrated for perceptual awareness. It successfully incorporates both averaging and stochastic bistability behavior in slant perception. The transition in our model behavior from a percept-averaging regime to a regime
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of bistability is a natural consequence of the combination of population coding and wide receptive field tuning common to higher cortical areas. Voluntary control of perception is achieved through the use of a single top-down bias input. Differentiated inhibitory feedback plays an important role in our network for both increased percept stability without reduced sensitivity to larger stimulus changes and increasing alternation rates as a function of stimulus incongruence. In this article, we have validated the model by applying it to slant rivalry instigated by conflicting perspective and disparity signals. The model architecture, however, does not contain any assumption that would limit it to this particular example of stimulus rivalry. Key elements of this model are the use of population coding and inhibitory feedback with wide receptive and projective fields. Appendix: Mathematical Description of the Model and Its Parameters The model was implemented in Matlab5 and is available on request. A.1 Layer 1. The activation of the layer 1 neurons by their bottom-up excitatory inputs and top-down inhibitory inputs is given by  a 1,i (t) = G 1,i (τ ) 
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+ ε1,i (t) + α1,i (t) .



where α = 0.3, β = 0.38 and γ = 0.51, (A.1)



where a 1,i (t) is the activation of the ith layer 1 neuron at time t; a 0, j (t) is the activation of the jth bottom-up input at time t; m1,i is the center of the receptive field of the ith layer 1 neuron (i.e., the slant orientation coded by this cell); m0, j is the slant orientation signaled by the jth bottom-up input; σ1 is the width of the layer 1 receptive fields (for simplicity, all layer 1 neurons are assumed to have the same receptive field tuning width); a 3,k (t) is the activation of the kth layer 3 neuron at time t; m3,k is the center of the receptive field of the ith layer 1 neuron (i.e., the slant orientation coded by this cell); σ3 is the width of the layer 3 inhibitory projective fields (for simplicity, all layer 3 neurons are assumed to have the same projective field width); ε1,i (t) is the noise acting on the ith layer 1 neuron at time t; and α1,i (t) is the activation bias due to attention affecting the ith neuron of layer 1at time t. G 1,i (τ ) is the gain of the ith layer 1 where τ is the duration that this layer 1 neuron has signaled the current percept, that is, the perceived
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slant was the same as the slant coded by the ith neuron. For layer 1 neurons that do not code, the current percept τ = 0 (i.e., G(τ ) = 1). A.2 Winner-Take-All Interaction in Layer 1. A biologically plausible implementation could take the form of a network of lateral inhibition such that a 1,i (t + δt) = a 1,i (t) −



N  a 1, j (t) j=1



N



where a 1,i (t + δt) is the activation of the ith layer 1 neuron at time t + δt; a 1,i (t) is the activation of the ith layer 1 neuron at time t; N is the total number of layer 1 neurons, and a 1, j (t) is the activation of the ith layer 1 neuron at time t. After a couple of iterations, this will reduce the activity of all neurons, except the maximally activated neuron, to zero. A.3 Layer 2. The function of layer 2 is to accommodate the network for the processing time required by physiologically plausible winner-take-all processes. The activation of the layer 2 neurons by their bottom-up inputs is given by a 2,i (t) = Ea 1,i (t) −
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where a 2,i (t) is the activation of the ith layer 2 neuron at time t; E is the gain of the excitatory projections from layer 1 to layer 2; a 1,i (t) is the activation of the ith layer 1 neuron at time t; I is the gain of the inhibitory projections from layer 1 to layer 2; and a 1,k (t) is the activation of the kth layer 1 neuron at time t. A.4 Layer 3. The activation of the layer 3 neurons is given by  a 3,i (t) = min a 3,i (t − δt) + E a 2,i (t) −
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where a 3,i (t) is the activation of the ith layer 3 neuron at time t; a 3,i (t − δt) is the activation of the ith layer 3 neuron at time t − δt; E is the gain of the excitatory projections from layer 2 to layer 3; a 2,i (t) is the activation of the ith layer 2 neuron at time t; I is the gain of the inhibitory projections from
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