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We derive and evaluate a novel algorithm for estimating the mode of a distribution based on samples from it. The algorithm is related to the popular mean shift algorithm, but incorporates a principled, intuitive and simple method of changing the scale, as well as the location, of the kernel that is used to estimate the distribution. The strengths of the algorithm are that (i) it is simple, (ii) it is fast, (iii) it lacks data-dependent parameters that need to be set by hand, (iv) it is competitive in RMS estimation error with the state-of-theart for 1-D distributions, (v) it has lower bias, and (v) its multi-dimensional version is as simple and fast as the one-dimensional version, allowing problems to be tackled that cannot be through any previous algorithm



1. Introduction It is often useful to characterize a distribution by identifying a single representative value of the domain. Commonly one uses the mean, which is simple to calculate exactly when given an analytically-specified distribution, and simple to estimate when given only samples from the distribution. However, sometimes the mode is more appropriate, “For example, a medical researcher would normally be more interested in the most probable heart rate than in the total of the heart rate measurements divided by the number of measurements” [1], and unfortunately the mode is simple to calculate but, for continuous data, difficult to estimate. Mode estimation methods have been applied to data from a wide variety of sources and of a wide range of dimensionalities. Starting with the lowest dimensional, 1-D applications include archaeological data [2], measurements of cellular DNA content [3], and time estimates in molecular clock studies [4]. 2-D datasets include seismic tremor locations [5], and 3-D include color histograms [6]. The three dimensions of color have been combined with two dimensions of position, to yield 5-D data which has been analyzed to effect color image segmentation [7]. Jumping to higher dimensional analyses, anatomical growth curves expressed as 20-D vectors have had their modes determined [8]; as have, 48-D image-filter-response vectors [9], 66-D gene expression time-courses [10], and 365-D daily rainfall rates [11]. In this paper we present a novel algorithm for estimating the mode of a distribution given samples from it. The strengths of our algorithm are that (i) it is simple, (ii) it is fast, (iii) it lacks data-dependent parameters that need to be set by hand, (iv) it is competitive in RMS estimation error with the state-of-the-art for 1-D distributions, (v) it has lower bias, and (v) its multidimensional version is as simple and fast as the one-dimensional version, allowing problems to be tackled that cannot be through any previous algorithm. In the remainder of the introduction



we describe previous solutions to the mode estimation problem, paying particular attention to those algorithms related to ours.



1.1 Parametric Methods Mode estimation is straightforward if one has a prior expectation of the exact form of the density (e.g. that it is log-normally distributed) — one simply finds the maximum likelihood estimate of the parameters of the density and then reads off the mode [12]. However, one’s prior expectation is often of only the general rather than the exact form of the distribution. In such a case one needs to find the best fitting member of some suitably expressive family of models. One such approach is the Gaussian mixture method [13] that models a distribution as a sum of Gaussians of varying center and width. The mixture model is fitted to make the observed data as likely as possible and then the mode of the model can be calculated by hill climbing. The mixture model approach can be effective if one knows that the distribution is multi-modal, and one knows the number of modes, but the approach is not effective for uni-modal distributions as these, if skewed, are not compactly modeled as sums of Gaussians. Suitable approaches in these cases are the standard and robust parametric mode (SPM and RPM) estimators [14]. These estimators are based on a family of density models obtained by warping the domain of a normal distribution using a power law transform.



1.2 Kernel-based Methods Lacking an expectation of the form of the density, a way to proceed is to bin the data, plot a histogram and read off its mode. A problem with this is the shift-dependency of the bin counts. Consideration of this problem led to the development of methods where the density is estimated, not by binning, but by convolving the data (represented as a collection of delta functions) with a smoothing kernel [15, 16]. These kernel-based density-estimation methods avoid the shift-dependency of histogram approaches, but by dispensing with distinct bins make locating the mode of the estimated density non-trivial. The solution is to hill-climb the density-estimate. If the kernels used in the estimation process are Gaussians (as is now standard [17]), this is similar to the final step required when using Gaussian mixture models (as described in the previous section), the difference being that rather than there being only a few summed Gaussians, there is one for each sample. Happily, sums of Gaussians can be hill-climbed robustly and efficiently even if there are many in the sum. The hill-climbing method, known as the mean shift [18], is a simple iterative procedure. At each iteration, one considers a Gaussian kernel centered on the current estimate of the mode. This kernel associates a weight with each sample (more distant samples having lower weight). The mean position of the weighted samples is then computed, and the mode estimate is shifted to this position. Shifting is repeated until the movement is small compared to the kernel scale. This mean shift procedure successfully climbs the kernel-estimated density because it is precisely equivalent to a gradient ascent process [7, 19]; moreover the mean shifts are not just in the gradient direction, but actually are a fixed multiple of the gradient of the log of the kernelestimated density [19].



The mean shift procedure is a very important contribution to the theory of mode estimation, but there are two details that need to be supplied for a complete theory. First, is a rule for choosing where to start the mean shift. Admittedly, this issue can be dodged by performing mean shifts starting at different locations (e.g. starting at each different sample), and selecting the final location where the estimated density is maximal, but this is hardly efficient or elegant. The second missing detail is a procedure for deciding what the scale (or synonymously bandwidth) of the Gaussian kernels used should be. Simply trying each of a range of scales does not succeed as a strategy as it is not obvious how to compare the modes found at different scales in order to select the best (fig. 1). The vexed question of what kernel scale is optimum was tackled first by Parzen [16], who proposed to minimize the expected L2 difference between the estimated and true densities, and showed that this depends on the L2-norm of the true density’s 2nd derivative; but since we don’t know the true density this result is not easily used in practice. Since then, numerous other criteria [20] have been proposed, such as (i) assuming a standard form for the true density (e.g. Gaussian [21]), (ii) ‘plug-in methods’ that estimate the density 2nd derivative by assuming normality of its 4th derivative (and so on), (iii) iterative plug-in [22]. Other authors have pursued the idea that a spatially-varying kernel scale is advantageous [6, 23, 24].



Figure 1 – Shows histograms (top-row) and kernel-estimated densities (bottom row) of the same set of samples from a log-normal distribution. Bin-width and kernel-scale decrease from left-to-right. The kernel-scales are chosen to match the bin-widths. Note, that for both kinds of plot the vertical axes have been scaled so that the height of the highest mode is constant. In unscaled plots these heights consistently increase from left-to-right.



An alternative approach to optimum scale selection, more specifically aimed at moderather than density-estimation, is to use bootstrap methods [25]. The idea here is to assess at each candidate scale the precision of the mode estimate by looking at how it varies when using bootstrap resamplings of the data. Informally, very coarse scales will give greatly varying mode estimates because the mode has a broad top, and very fine scales will give greatly varying estimates because the mode depends only on a few samples; somewhere between the two extremes will be a data-dependent optimum scale. The approaches that have been presented [2628] vary in their details, so we will describe fully only the most recent scheme [8]. First a candidate set of scales is chosen. For each candidate scale a mean shift procedure is performed starting at the mean of the data, using kernels of the candidate scale. Then, multiple



times, the data is re-sampled using a smoothed bootstrap [29] (i.e. data-points are drawn randomly-with-replacement from the original set, and are then perturbed by addition of a Gaussian random variable of the scale being assessed) and a mean shift is performed on the resampled set. The RMS error between the raw-data mode-estimate, and the resampled-data modeestimates is calculated. The candidate scale for which this RMS error is minimized is said to be the optimum scale, and the raw-data mode-estimate for that scale is the final overall modeestimate.



1.3 Scale-reduction Methods The key idea behind scale-reduction methods is that mode-estimates at coarse scales can be used to choose between the multiple mode-estimates obtainable at finer scales. For example, for the data in figure 1 (top row) one can imagine a scheme that tracks the modal histogram bin across reducing bin width, so that ‘false’ local modes are ignored and eventually a single sample can be identified as the best mode estimate. This informal idea was first formalized by Bickel [1] in two simple but effective algorithms. The first, the Half Sample Mode, starts by finding the densest half-subset i.e. the subset of the samples that (i) contains half the full number and (ii) covers as short a range as possible. The same process is then applied to this densest half-subset, and so on. Eventually the set being considered has only one or two members, and the mean of this set is returned as the mode estimate. The second algorithm, the Half Range Mode, starts by calculating the range of the data. It then searches for the interval, half the size of the full range, which contains the most data points. The same process is then applied to the points in this densest half-range, and so on. Again, eventually the set being considered has only one or two members, and the mean of this set is returned as the mode estimate. We also previously presented a scale-reduction method of mode estimation [30]. This method makes use of the continuum of density estimates obtained as the kernel scale parameter is varied. Consideration of this continuum has previously been advocated by several authors [3, 31-33] in the density estimation literature, and independently in the Scale Space computer vision literature [34-40]. Common to this prior work is the observation that modes vary continuously in position and annihilate with anti-modes as scale is increased from fine-to-coarse. The proof that using a Gaussian as the kernel has the consequence that, in 1-D, modes are never created as scale increases has been given in both the density estimation [33] and scale space literature [41]. In [30] it is shown that the continuum of density estimates can be used not just as a way to understand and visualize multimodality, but also as a numerical method of mode estimation. The key idea is that, in 1-D, at sufficiently coarse scale there is exactly one mode, and since modes are never created with increasing scale, this mode may be tracked through decreasing scale to one of the original sample points; and this sample point may be taken as an estimate of the mode of the true distribution (we will discuss some caveats to this idea in section 4.1). The emphasis of [30] is a refinement of this basic idea aimed at stopping the scale space tracking at some nonzero scale in a data-dependent way (inspired by the optimum bandwidth literature), while the scale space tracking aspect is rather crude and uses an ad hoc method of balancing domain- vs. scale-shifts (see fig. 2).



Figure 2 – Shows the scale space tracking method of [30]. The samples on which the density estimates are based can be seen along the bottom of the plots. Different cross-sections correspond to different density estimates using kernels of varying scale, from coarse at the top to fine at the bottom. The figure at left shows tracking across regular density estimates, at right across a ‘pessimistic scale space’ designed to prevent tracking to very fine scales. The poor control of the tracking is apparent in the jagged paths.



1.4 Which of the existing methods is best? Since only a few comparative studies of the methods that we consider state-of-the-art have been performed, and since the results tends to vary with the test distributions used, making definitive statements about superiority of different estimators is difficult. In the paper [1] that originally presents the Half Sample Mode (HSM) and Half Range Mode (HRM), the two estimators are compared. In this study the pattern of performance across different test distributions is very similar, but it is concluded that the HRM is slightly more robust. The same author in a later publication [14] compares these two methods to the Standard Parametric Mode (SPM) and Robust Parametric Mode (RPM). The pattern of performance varies, but the author concludes that on balance the RPM is to be preferred. In contrast, a substantial comparison [4] of the HRM, SPM, RPM concludes by advocating the HRM. They note that there is little consistent performance difference between the HRM, SPM & RPM, but that the HRM is vastly simpler and faster. In terms of speed, the HRM and HSM are clearly the best. Next are the SPM and RPM which are much slower as they require a parameter (the coefficient of the power law transform) to be exhaustively explored. Even slower than these methods are bootstrap methods [8] which require a full parameter (scale) to be explored, and multiple bootstraps to be performed at each candidate scale. Also the mean shift processes used in the bootstrap approach can occasionally be very slow when the starting position is very poor (as the mean can be at fine scales).



2. The Multiscale Mean Shift Algorithm In this section we describe, first informally and then rigorously, the multiscale mean shift (MSMS) algorithm. We conclude by giving some detailed notes on implementing the algorithm.



2.1 Informal Description The MSMS algorithm is of the scale-reduction type described in section 1.3. When operating in 1-D it is similar to the HSM and HRM algorithms, but it has the advantage that it generalizes naturally to higher dimensions, which they do not. It is also similar to the Scale Space tracking technique described in the introduction but the ‘pessimistic’ concept that discouraged tracking to very fine scales has been dropped and the correct way to balance domain- and scale-shifts has been discovered. In scale-reduction techniques we aim to follow the path of the mode from coarse- to fine-scale as it varies continuously in position. To do so we can make use of the defining property of the mode path – at each point the density is a within-scale maximum, but this property alone is insufficient for easy mode tracking. In the case that we are using Gaussian kernels for the density estimation, there is an additional property that can be made use of. For these kernels, and no other, the mode path has the property that the density along it is always increasing as one moves to finer scales. Putting these two properties together, if we start near the mode path at its coarse-scale end, then we can approximately track along it by hill-climbing, across domainµscale, the estimated density. Even once a hill climbing approach to mode tracking has been chosen, there are still crucial questions to be answered about how this process should be carried out. The answers to these questions are supplied by considering why the mean shift algorithm is successful, which we now do. It is not immediately obvious what the mean shift algorithm actually contributes to the problem of mode estimation based on density estimation. After all, once the idea of kernel-based density-estimation is in place, using a gradient ascent method to find the mode is obvious. However, it is important to realize that being able to compute the gradient of a function does not automatically make it easy to climb to the maximum. Even in 1-D, gradient ascent requires careful book-keeping to control the step size, so that convergence is achieved efficiently ([42] section 10.3); and in multiple dimensions, not only is even more book-keeping required, but it is even recommended that steps are not always taken in the gradient direction as this can (when combined with imperfect step size selection) lead to zigzagging up ridges ([42] section 10.6). What the mean shift algorithm supplies is a method of calculating the correct multiple of the gradient vector so that a simple scheme of taking such steps robustly climbs to the maximum without book-keeping, zigzagging, oscillation or overshoot. This nice step-size property of the mean shift algorithm is what we require for our MSMS algorithm. The clue to how to achieve this again comes from considering the mean shift algorithm, and noting that the multiple of the gradient vector of the log density that the mean shift algorithm chooses for a shift is also definable in the alternate way as shifting to the mean of the samples as seen under the current kernel. Thus, what we require for MSMS is a scheme that produces a domainµscale-shift vector that is (i) interpretable as some simple operation on the



samples visible under the current kernel, and (ii) is also a multiple of the domainµscale gradient vector of the log estimated-density.



Figure 3 – Illustrates the Multiscale Mean Shift (MSMS) algorithm. At the left is shown the scale space of the set of samples marked with black dots along the bottom of the frame. Each row of this density plot is the kernel-estimated density at a different scale. Scale (i.e. Gaussian kernel width) increases linearly from bottom to top. The true mode path is marked in green. The sequence of positions of the MSMS algorithm are marked with orange and blue dots joined by a red line. Four of the MSMS positions have been chosen for illustrative purposes and have been marked with blue dots. Around these locations are shown frames that extend [-1, 1]2 in the local coordinate frame for that position. These neighborhoods are shown in the four windows at the right, plotted in the local coordinate frames. The density as displayed in the right hand windows has been log-transformed.



The scheme that we formally derive in the following section is that at each iteration of the MSMS the domain shift is to the mean of the samples as weighted by the current kernel, and the scale shift is to the average of the current scale and the scale (i.e. scatter) of the samples as weighted by the current kernel. The method of the derivation is firstly to consider the logtransformed estimated density, and secondly to use a tailored coordinate system at each shift; tailored so that the gradient vector (of the logged density) in that coordinate system is interpretable as operations on the points as visible under the kernel. This is illustrated in figure 3, in which it can be seen that the coordinate systems are such that the local domainµscale neighborhood looks very similar at all points along the mode path. The MSMS algorithm operates unchanged on higher-dimensional data. For example, figure 4 shows it operating on a set of 2D samples.



Figure 4 – Illustrated the MSMS algorithm operating on samples from a 2D distribution. The distribution is shown as a density plot at the left. It is an artificial example, constructed to be clearly non-separable. The right hand panel shows the sequence of mode estimates (black and white curve) and kernel sizes (grey circles) of the MSMS algorithm when applied to the set of 1000 random samples shown in the central panel. The grey dot in the left panel shows the true mode of the distribution. The black dot and ellipse show the mean and 95% quantile of the MSMS mode estimates when applied to sample sets of size 1000.



2.2 Mathematical Derivation The MSMS algorithm tracks through the family of kernel-estimated densities produced using different scales of kernel. The tracking is by a sequence of shifts of location and scale. As with the mean shift algorithm, the shift of location is to the centre of gravity of the samples weighted by the current kernel. The shift of scale is also simply defined in terms of the samples as currently weighted. The first part of our derivation is concerned with showing that given a certain choice of local coordinate scheme for locationµscale, the gradient vector of the log of the estimated density is exactly equal to the shifts defined in terms of the samples as weighted by the current kernel. In the choice of local co-ordinate system, we introduce a single unspecified constant. This constant controls how fast the process tracks to finer scales, just as the ‘half’ aspects of the HSM and HRM algorithms do. The second part of our derivation considers what constraints there are on how fast this scale reduction can and should proceed. The section concludes with our recommendation on the value of this constant.



2.2.1 Derivation of the shift vector We will derive the MSMS algorithm for the general case of samples from an N-dimensional distribution. We will use vector variables (e.g. x , y , χ ) and constants (e.g. pi ) to refer to locations in the domain of the distribution (i.e. N ). We will use positive real-valued variables (e.g. s, ω ) to refer to the scales of kernels, and samples weighted by kernels.
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Let the n sample points from the N-dimensional distribution be denoted p1 ,… , pn ∈
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The centre of gravity of the points observed by a kernel is: 1 C ( x , s ) := ∑ pi A ( pi ; x , s ) D ( x, s ) i We can stretch the concept of scale and apply it to samples as well as kernels. Then, using the scale-equals-scatter-divided-by-dimensionality definition noted above, the scale of the 1 2 samples weighted by a kernel is: ω ( x , s ) := N −1 pi − x A ( pi ; x , s ) ∑ D ( x, s ) i Having set up these definitions, we now derive the location-scale shift from one mode estimate to the next. Let the current mode-estimate be the location-scale χ ,ψ . Define the local coordinate
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and the derivatives of this inverse mapping are:



1 1 ds dx = ψ 2 I N and = ( 2kN −1 ) 2 ψ where I N is the N-dimensional identity matrix. dm dh We now calculate the derivatives of the log density. Note that these derivatives are with respect to the local coordinate system, and are evaluated at the origin of that system (i.e. at the location-scale of the current mode estimate).
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The MSMS algorithm is that the shift in location-scale is given by the gradient vector of the log density when expressed in the local coordinate system. We first express this in the local −1 ⎞ C ( χ ,ψ ) − χ ψ 2 ⎛ h′ ⎞ ⎛ 0 ⎞ ⎛ ∂∂h ⎞ * ⎛⎜ ⎟ and then transform it coordinate system: ⎜ ⎟ = ⎜ ⎟ + ⎜ ∂ ⎟ D = 1 ⎜ ⎟ 1 − 2 ⎝ m′ ⎠ ⎝ 0 ⎠ ⎝ ∂m ⎠ ⎝ ( Nk 2 ) (ω ( χ ,ψ )ψ − 1) ⎠ ⎞ C ( χ ,ψ ) ⎛ χ ′ ⎞ ⎛ x h′ ⎞ ⎛ ⎟=⎜ into the fixed system: ⎜ ⎟ = ⎜ ⎟. ⎝ψ ′ ⎠ ⎜⎝ s ( m′) ⎟⎠ ⎜⎝ (1 − k )ψ + k ω ( χ ,ψ ) ⎟⎠ So the location of the new mode estimate is the centre of gravity of the samples as weighted by the old kernel, and the new scale is a weighted sum of the old scale and the scale of the samples as weighted by the old kernel; where the constant k controls the weighting.
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2.2.1 Choosing the rate of scale reduction In the above we showed that the scale shifts to ψ ′ = (1 − k )ψ + k ω ( χ ,ψ ) . So the constant k controls how fast the tracking proceeds to finer scales: smaller k causing slower scale reduction. To arrive at a rule for choosing k we make the following analyses:



Constraint 1 – tracking should be precise The slower the scale reduction, the more accurately the shifting process tracks along the mode path: in the limit k → 0 the tracking is perfect. C1) k should be as small as possible for precision Constraint 2 – tracking should be fast However, a smaller value of k leads to more iterations and thus a slower algorithm. C2) k should be as large as possible for speed Constraint 3 – tracking should stick to positive scales The new scale (ψ ′ ) is only guaranteed to be non-negative if: C3) 0 ≤ k ≤ 1. Constraint 4 – HSM-inspired Define the volume of a kernel to be: V ( s ) := ( 2π s ) 2 so that the derivative of this volume with N



N V (s) 2s Next, to make use of an idea from the HSM algorithm, we define the weight of points observed by a kernel (analogous to the number of samples in a histogram bin) to be: W ( x , s ) := V ( s ) D ( x , s ) and the log-transformed weight to be: W ∗ := ln W = ln V + D∗
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We want to calculate how much the weight of points observed by a kernel can change as we shift along the log density gradient vector. For this purpose we calculate the derivatives of the log-weight. As in the previous section we calculate these derivatives in the local coordinate system and evaluate them at the origin of the system: d ∗ d d ∗ = ln V (ψ ) + D ∗ x h ,ψ = W x h ,ψ D x h ,ψ dh dh dh h =0 h =0 h =0 1 d ds d d d ∗ = ln V ( s ) + = ( Nk 2 ) 2 + W ∗ ( χ , s (m )) D∗ ( χ , s ( m ) ) D ( χ , s (m )) dm dm ds dm dm m =0 s =ψ m =0 m=0



( ( ) ))



(



(() )



(() )



To estimate the change in the log-weight due to a shift by the log-density gradient vector we linearly approximate the log-weight using the derivatives computed above. Thus: ⎛⎛ d ⎞ ⎞ ⎛⎛ d ⎞ ⎞ ∆W ∗ ≈ ⎜ ⎜ dhd ⎟ D ∗ ⎟ ⋅ ⎜ ⎜ dhd ⎟ W ∗ ⎟ ⎝ ⎝ dm ⎠ ⎠ ⎝ ⎝ dm ⎠ ⎠ h =0, m =0
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This change will be as negative as possible if there is no position change (i.e. C ( χ ,ψ ) = χ ), and the scale of the weighted samples is half that of the kernel scale (i.e. ω ( χ ,ψ ) = 12 ψ ). Hence we can assert the following (approximate because of the linearization step) bound on the change of Nk the log-weight: ∆W ∗ ≥ − 8



Taking a cue from the success of the HSM algorithm we can require that the weight under the aperture never reduces quicker than by 50% i.e. ∆W ∗ ≥ − ln 2 . If we combine this constraint with the bound derived above we obtain our fourth constraint: C4) k ≤ N −1 ln 256 . Constraint 5 – HRM-inspired Taking a cue from the success of the HRM algorithm we can require that the width of the kernels never reduces quicker than by 50%. This means that the scale never reduces to less than 25%, which gives us: k ≤ 43 C5) Combined constraints Combining all five constraints, plus adding a degree of preference for precision over speed, we arrive at our recommendation for k: k = min ( 12 , N −1 ln 256 ) .



This means that k only drops from



1 2



for N ≥ 12 .



2.3 Implementation Details The MSMS algorithm is simple to implement. Given n N-dimensional sample points pi . First a starting location and scale is chosen. Then the location and scale are repeatedly shifted until a stopping criteria is fulfilled. If the current location and scale are χ and ψ respectively, then the shifts are based on the kernel-induced weights for each sample calculated using the equation p− χ 2ψ
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⎛ ⎞ wi = e . The new location is given by χ ′ = ⎜ ∑ wi ⎟ ∑ wi pi . The new scale is computed as ⎝ i ⎠ i ψ ′ = (1 − k )ψ + kω ; where ω is the scale of the points under the kernel computed by −
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⎛ ⎞ 2 ω = ⎜ N ∑ wi ⎟ ∑ wi pi − χ , and the weight k is given by k = min ( 12 , N −1 ln 256 ) . i ⎝ ⎠ i For the starting location we use the mean of the sample points (i.e. χ 0 := n −1 ∑ pi ). For i



the starting scale we use a value sufficiently large so that the weight of points seen by the kernel is at least 95% of the total i.e.
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ψ 0 := N −1 ∑ pi − χ , and then repeatedly doubling ψ 0 until the 95% criteria is fulfilled. 2
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Ideally, the algorithm would be allowed to keep on tracking until only a single sample is visible within the kernel, but numerical inaccuracies sometimes result in an oscillating behavior of extremely small shifts when just two, three or four samples are visible within the kernel. Instead, to robustly terminate the shifting process we stop when the magnitude of the location and scale shifts is sufficiently small compared to the current scale. We have found the criteria
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A final optional detail that we find more than doubles the speed of the algorithm without any appreciable reduction in performance is to gradually inactivate sample points as they lie too 2 pi − χ far away from current kernel. Formally, if at any stage > 709 then the sample point pi 2ψ is ignored for the remainder. The threshold 709 is such that the weight of the point is zero at 32bit floating point precision. When using this deactivation strategy we stop the shifting process if only two or fewer samples are active, or if the small-shift criteria is met. In practice, termination on the basis of the number of active points is far more common.



3. Performance Characterization In this section we evaluate the performance of the MSMS algorithm and compare it to the stateof-the-art. Following our discussion in section 1.4, for 1-D datasets the algorithms we make comparison with are the Half Range Mode (HRM), the Robust Parametric Mode (RPM), and Gasser’s version of the Bootstrap approach (GBOOT). Of these algorithms, only GBOOT has a multi-dimensional version, and we compare MSMS to some published performance figures for this. Finally, we demonstrate MSMS applied to the very high-dimensional problem that originally motivated us to develop the algorithm.



3.1 1-D datasets We have selected a test suite of six 1-D distributions upon which to assess mode estimation performance. Some of these distributions resemble ones used elsewhere in the mode estimation literature, but the suite as a whole has been put together by us to provide a wide range of tests. The distributions, shown in figure 5, are a Normal ( σ = 1 ), a log-Normal ( µ and σ parameters both 1), a Pareto (parameters, k = 1 and α = 12 ), a bi-modal distribution (the sum of two Normals, 0.4 N ( −1,0.6 ) + 0.6 N (1,0.6 ) , with mode=0.995), a platykurtotic distribution (the sum



of two Normals, 0.4 N ( −0.75,0.8 ) + 0.6 N ( 0.75, 0.8 ) , with mode=0.486), and a spike distribution (the sum of a uniform and a normal distribution 0.87).
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Figure 5 – Shows the six 1-D distributions used for comparing performance of mode estimators.



The comparative performance of the mode estimators on the test suite are shown in figures 6 and 7. The figures show the root-mean-squared (RMS) estimation error and the bias (absolute value of the mean signed-estimation-error). For the MSMS, RPM and HRM algorithms, sets of samples of cardinality between 25 and 211 were used, and 1000 trials were made for each size. For GBOOT, the maximum cardinality assessed was only 29 and only 100 trials at each size were performed. This was because the computation time for this algorithm is considerably longer than the others, and the partial results were sufficient to determine the general pattern.



3



RPM GBOOT HRM MSMS



0.8



0.4 2 RMS error



0.4



0.2



1 25 26 27 28 29 210 211



25 26 27 28 29 210 211 3



bias



25 26 27 28 29 210 211 0.8



0.4 2 0.4



0.2



1 25 26 27 28 29 210 211



Normal



25 26 27 28 29 210 211



log-Normal



25 26 27 28 29 210 211



Pareto



Figure 6 – Comparative performance of the tested mode estimators on three of the test distributions shown in figure 5. Note that the curves for the GBOOT algorithm applied to the Pareto distribution are not shown as they are off scale.



Considering the results shown in figure 6, we observe that in all three cases the performance of the HRM and MSMS algorithms are very similar in RMS error and bias. GBOOT performs better than these two algorithms for unskewed distributions (i.e. the Normal) but worse for moderate skew (i.e. the log-Normal) and much worse for high skew (i.e. the Pareto). In fact, the RMS error for the GBOOT algorithm operating on samples from the Pareto distribution is so large (rising from 103 to 106) that it has not been plotted in the figure. Best, on balance, are the RPM results.



RMS error



RPM GBOOT HRM MSMS



0.8



0.6



1



0.4



0.3



0.5



25 26 27 28 29 210 211



25 26 27 28 29 210 211



25 26 27 28 29 210 211



0.8



0.6



1



0.4



0.3



0.5



bias



25 26 27 28 29 210 211



25 26 27 28 29 210 211



bi-modal



25 26 27 28 29 210 211



platykurtotic



spike



Figure 7 – Comparative performance of the tested mode estimators on three of the test distributions shown in figure 5.



Considering the results shown in figure 7, we observe that the HRM and MSMS algorithms also perform similarly for these distributions. GBOOT performs less well than these two except at small sample size. Again, the RPM algorithm performs well compared to the HSM and MSMS, but with two caveats: first is that although the RMS error is often smaller, the bias is generally greater, second is that it is clearly out-performed in the case of large sample sets from the spike distribution. RPM GBOOT HRM MSMS
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Figure 8 – Shows the performance scores of figures 6 and 7 averaged across the six test distributions. The Pareto scores for the GBOOT algorithm were left out of this averaging.



Figure 8 shows the performance scores averaged across all six test distributions, except for the GBOOT algorithm for which the Pareto scores were left out. This averaging across distributions



is an artificial operation, but because the distributions were chosen to have similar supports it gives quite an informative overview of performance. It shows that RPM is the best performing algorithm for smaller sample sizes, but as the sample size increases HRM and MSMS beat it first in bias and then later also match it in RMS error. The graph confirms that there is nothing to choose between HRM and MSMS in terms of bias, but that the MSMS has a very slight edge in RMS error. The GBOOT algorithm performs the worst, even with the Pareto data left out of the pooling: the performance is still the worst if the log-Normal data is also excluded, but the margin is smaller.



3.2 Multi-dimensional datasets An important strength of the MSMS algorithm is that it operates on multi-dimensional data as readily as one-dimensional. This is not true of the RPM, HRM or HSM algorithms. No multidimensional extensions of these algorithms have been published and the only such extensions that we can conceive of are complex and likely to be very slow. However, the GBOOT algorithm does naturally extend to multiple dimensions, and performance figures for a particular multidimensional distribution have been published [8]. The distribution used was a separable product of 20 chi-squared distributions (ν = 8 ), and sample sets of size 50 and 200 were evaluated. In Table 1 we give the performance figures for mode estimation based on GBOOT and MSMS. The figures for GBOOT are computed from the figures in the original paper, not from our implementation. Thus it can be expected that the aspects of GBOOT which require hand-tuning (i.e. scales to try and number of bootstraps to perform) are well-chosen.



50 200



GBOOT 2.08 (1.92) 1.66 (1.60)



MSMS 2.68 (1.27) 2.14 (1.03)



Table 1 – RMS errors and biases (in brackets) of mode estimators applied to the multidimensional distribution specified in [8].



Table 1 shows that, on the test distribution, the GBOOT RMS errors are about 30% less than those of the MSMS, but the biases are 50% larger. These results are consistent with those of the 1-D study. Recall that figure 6 showed that GBOOT performed well with unskewed distributions, but the performance rapidly became poor as skew increased. The chi-squared distributions used in this multi-dimensional study have a skewness of 1.0, to be compared with the skewness of 0.0 of the Normal, and the skewness of 6.2 of the log-Normal distributions used in the 1-D study. Thus it is plausible that the chi-squared distributions are still in the low-skew range in which GBOOT performs well. Although we judge that on balance the 1-D and n-D results that we have presented make the case for the superiority of the MSMS algorithm, the picture is not completely clear cut. Further investigation, particular of the n-D case is desirable, but is difficult to do given the differences in computation speed between the various algorithms. In particular, in our implementations, we find the GBOOT algorithm to be 103-104 slower than the MSMS.



The speed of the MSMS algorithm allows it to be applied to problems that the GBOOT algorithm could not. In particular, the problem that originally we developed MSMS for involves computing mode estimates in a space of 4,096 dimensions based on 350,000 samples. The aim of the computation, whose motivation is described elsewhere [43-45], was to discover the modal 64µ64 patch from a database of natural images. The patches were selected at random, but were rotated and intensity-scaled so that their 0th and 1st order structures (as measured by centrallylocated Gaussian derivative filters of scale σ ≈ 7 ) agreed. Figure 9 shows that the most likely patch in this circumstance is a straight step edge. We have shown elsewhere [44, 45] that if Gaussian or Brownian noise images are used instead of natural, the results are different and agree with theoretical expectation, confirming the correct operation of the MSMS algorithm even in very high-dimensional spaces.



Figure 9 – On the left is an estimate of the modal natural image patch, conditioned on equal 0th and 1st order structure, computed using the MSMS algorithm. The patch is 64µ64 pixels, and the estimate was based on 350,000 patches. On the right is shown the patch as it appears in the image from which it originated.



4. Discussion In the scale space approach to image analysis it is normal to distinguish between superficial structure that exists as some particular scale of analysis and deep structure which is the unfolding of superficial structure as scale changes from coarse to fine [36]. There are two issues in deep structure that are relevant to any mode-estimation algorithm that makes use of kernel-based density-estimation and we discuss them in the following sub-sections, paying particular notice of how the MSMS algorithm deals with them.



4.1 Multi-Modality If a distribution has multiple local maxima then it is said to be multi-modal. In such a case, we require a criterion for choosing one of the modes as the most representative of the distribution. One strategy is to choose the highest mode (the ‘global mode’), but this is not the only reasonable possibility. An alternative choice, the ‘stable mode’, is based on the behavior of a distribution as it is blurred. If the blurring is performed with Gaussian kernels, then the modes



can change in position continuously, but for 1-D distributions they are never created, only destroyed, with increasing scale. Eventually, for sufficiently coarse blurring, only a single mode survives. Since modes in 1-D are never created by blurring, this surviving mode must correspond to one of the modes of the original unblurred distribution, this is the ‘stable mode’ [46]. Informally, the stable mode tends to be the mode that is associated with the most weight of distribution, and this need not coincide with the global mode.



100%



50%



25



28



211



25



28



211



25



28



211



100%



50%



100%



50%



Figure 10 – In the left column are three very similar distributions. The central column shows the scale space plots of these distributions, each row of a density plot corresponding to the distribution blurred to a different degree. Blurring increases exponentially from bottom to top of the density plots. The curves overlaying the density plots show the exact tracks of the modes as they vary in position as blur is increased. It can be seen that the small quantitative differences in the original distributions lead to qualitative differences in which of the three fine scale modes is the stable mode. The plots at the right illustrate results of applying the MSMS algorithm to sets of samples from the distributions at left. The sizes of the sets of samples range from 24 to 211. 1000 trials were run at each sample size. The black band indicates what fraction of the MSMS estimates were closest to the leftmost mode, the grey band to the central mode and the white band to the rightmost mode. It can be seen that for all three distributions, as the sample size is increased, the stable mode is correctly identified in the majority of trials. The black and white curves overlaid on the right-hand plots show the band-boundaries if the MSMS algorithm employs the more cautious scale reduction factor k = 1 4 rather than the recommended default k = 1 2 used elsewhere in the paper. The fact that the boundaries are essentially unchanged suggests that the recommended value is sufficiently small.



The MSMS algorithm, working as it does by tracking across scale, is designed to discover the stable not the global mode. In figure 10 we present results showing that it is successful at this aim, though naturally its rate of success depends upon the distribution and the number of samples from it. Figure 10 also shows that the stable mode, like the global mode, is precarious in the sense that small changes to the distribution can result in it changing discontinuously. Figure 10 also presents evidence that our recommended value of 12 for the scale-reduction weight k (see section 2.2) is sufficiently small for good cross-scale tracking.



4.2 Mode Creation The deep structure of the modes of a multi-dimensional distribution is less constrained than for a one-dimensional. In particular, modes can be created by blurring even when a Gaussian kernel is used [36]. Figure 11 shows an example 2-D distribution for which a mode is created by blurring, and for which the mode that it is created actually goes on to be the one that survives to arbitrarily coarse scales. In theory and in practice, the MSMS algorithm when applied to such a distribution tracks down to the scale-location where the surviving mode is created and then terminates because the computed shifts are of negligible size. This termination of the algorithm at a mode creation is readily detectable as it is signaled by the number of active points seen by the final kernel being more than just one or two.



Figure 11 – Illustrates that for multi-dimensional distributions, modes can be created by blurring. At left, the 2-D distribution shown as a height plot has only a single mode when unblurred. At right, the same distribution is shown as a contour plot on the ground plane. Above it are shown the trajectories of the modes as scale increases vertically. After a small amount of blur the narrow ridge is dissipated causing a new mode to appear. Further blurring causes the original mode to be destroyed, leaving the created mode as the one that survives to arbitrarily coarse scales.



5. Conclusion We have presented a novel algorithm – the Multiscale Mean Shift (MSMS) – for estimating the mode of a distribution on the basis of samples from it. The algorithm developed from our earlier work on mode estimation by Scale Space tracking, but supersedes that approach. We have explained how the algorithm is distinct from but related to the Mean Shift and Half Range Mode algorithms presented by other authors. In fact the MSMS algorithm can be regarded as a combination of these two approaches. We have explained how the MSMS algorithm arises from the kernel-based density-estimation approach, in the particular case that the kernels employed are Gaussians. We have shown that for Gaussian kernels alone, the mode of the estimated density at different scales can be tracked by ascending the density across location and scale. We have derived a tracking scheme based on a sequence of shifts of location and scale, where the shifts have two interpretations. Either as the gradient vector of the log density when expressed in a suitable local coordinate scheme, or as a simple operation on the samples weighted by the kernel of the current location-scale. We note that the identity between these two methods of arriving at the MSMS scheme relies on two ‘tricks’. The first – consideration of the logged rather than the raw density – is also standard to mean shift derivations. The second – the use of local coordinate schemes – is an alternative to the use of a scale-dependent, gradient-vector multiplier as in standard in mean shift derivations. We use the choice of local coordinate system to produce not only the desired location-shift multiplier, but also the desired scale-shift multiplier. Neither ‘trick’ has been derived in any sense, rather our derivation follows from them. Thus, at present, their justification comes only from the empirically-assessed effectiveness of the MSMS algorithm We have compared the performance of the MSMS algorithm when applied to 1-D distributions to state-of-the-art algorithms, and found it competitive in RMS error, bias-minimization and computational speed. We have performed a limited comparison with the only state-of-the-art algorithm that is able to operate on multi-dimensional data and found it competitive in RMS error and superior in bias-minimization. A more extensive comparison was not possible because of the very slow speed of the only rival algorithm. We have shown that the fast speed of our algorithm allows us to perform mode estimation for high-dimensional problems that no other algorithm would be able to tackle. We have referred to work that has validated the results of the algorithm when applied to these very high-dimensional problems. The MSMS algorithm has only one parameter – the scale reduction weight k - that our derivation failed to determine precisely. We have presented arguments that allowed us to make a recommendation for a value of k that should be general purpose and not require problem-specific tuning. We have presented data that support the value of k that we have recommended. We have discussed the deep structure of modes as they vary with the scale used in density estimation and have noted two issues. First, that the mode tracked down to may depend precariously on the distribution (just as the global mode of a bi-modal distribution with two nearequal height peaks can). Second, that for multi-dimensional distributions, there can be modes created by blurring that prevent tracking down to the unblurred distribution. To our mind, both of these issues are arguments in favor of the full determination of the possibly several modes of a distribution, as being the only truly robust approach to mode analysis. The current version of the



MSMS algorithm does not detect multiple modes, but this is an issue that we hope to address in future work.
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