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A NEW AFFINE INVARIANT FOR POLYTOPES AND SCHNEIDER’S PROJECTION PROBLEM



Erwin Lutwak, Deane Yang, and Gaoyong Zhang Department of Mathematics Polytechnic University Brooklyn, NY 11201



Abstract. New affine invariant functionals for convex polytopes are introduced. Some sharp affine isoperimetric inequalities are established for the new functionals. These new inequalities lead to fairly strong volume estimates for projection bodies. Two of the new affine isoperimetric inequalities are extensions of Ball’s reverse isoperimetric inequalities.



If K is a convex body (i.e., a compact, convex subset with nonempty interior) in Euclidean n-space, Rn , then on the unit sphere, S n−1 , its support function, h(K, · ) : S n−1 → R, is defined for u ∈ S n−1 by h(K, u) = max{u · y : y ∈ K}, where u · y denotes the standard inner product of u and y. The projection body, ΠK, of K can be defined as the convex body whose support function, for u ∈ S n−1 , is given by h(ΠK, u) = voln−1 (K|u⊥ ), where voln−1 denotes (n − 1)-dimensional volume and K|u⊥ denotes the image of the orthogonal projection of K onto the codimension 1 subspace orthogonal to u. An important unsolved problem regarding projection bodies is Schneider’s projection problem: What is the least upper bound, as K ranges over the class of origin-symmetric convex bodies in Rn , of the affine-invariant ratio (∗)



[V (ΠK)/V (K)n−1 ]1/n ,
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where V is used to abbreviate voln . See [S1], [S2], [SW] and [Le]. Schneider [S1] conjectured that this ratio is maximized by parallelotopes. In [S1], Schneider also presented applications of such results in stochastic geometry. However, a counterexample was produced in [Br] to show that this is not the case. We will present a modified version of Schneider’s conjecture that has an affirmative answer. In addition, we will obtain an inequality that gives an upper bound for the affine ratio (∗). While our upper bound is not sharp for any n, nevertheless it is asymptotically optimal. To be more specific, in this paper, we introduce a new centro-affine functional U , defined on the class of polytopes, which is closely related to the volume functional V . While in general U (K) < V (K), if K is a random polytope (with many faces), then U (K) is very close to V (K). We shall prove the following variation of Schneider’s projection conjecture: Theorem. If K is an origin-symmetric convex polytope in Rn , then ¡ n ¢ 12 V (ΠK) n n ≤ 2 n n n! U (K) 2 V (K) 2 −1 with equality if and only if K is a parallelotope. The inequality of the theorem immediately provides an asymptotically optimal bound for the affine ratio (∗): Corollary 4.7. If K is a convex body in Rn that is symmetric about some point, then ¡ nn ¢ 12 V (ΠK)/V (K)n−1 ≤ 2n . n! While the inequality of Corollary 4.7 is not sharp for any value of n, it is asymptotically optimal in the sense that a weakened form of Corollary 4.7 is: Corollary 4.7− . If K is a convex body in Rn that is symmetric about some point, then √ [V (ΠK)/V (K)n−1 ]1/n ≤ 2 e. If K is taken to be the cube, then the affine ratio (*) is a constant (to be specific 1) independent of the dimension n. Thus, up to a constant multiple, the inequality of Corollary 4.7− is best possible. The fact that there exists a constant, independent of the dimension n, that dominates the affine ratio (*) was shown by Giannopoulos and Papadimitrakis [GiPa].
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We will also establish a sharp affine isoperimetric inequality (Theorem 4.11) for our new functional that will immediately give: Corollary 4.12. If K is a convex body in Rn , then V (ΠK)/V (K)n−1 ≤ nn (n + 1)



n+1 2



3



(n!)− 2 .



Again, while this inequality is not sharp for any value of n, it is asymptotically optimal. Yet a third sharp affine isoperimetric inequality (Theorem 4.8) for our functional will yield an asymptotically optimal bound for an open problem regarding polar projection bodies (Corollary 4.9). In the next-to-last section, we introduce a family of affine functionals, U1 , . . . , Un , for which U1 = V and Un = U . Two sharp affine isoperimetric inequalities (Theorems 5.2 and 5.3) will be presented for these functionals. These inequalities generalize Ball’s reverse isoperimetric inequality. 1. Background and notation In this section we present the terminology and notation we shall use throughout. For quick reference we collect some known results that will be the ingredients of the proofs given in subsequent sections. For general reference the reader may wish to consult the books of Gardner [G], Leichtweiß [Le], Schneider [S2], and Thompson [T]. If K is a convex body that contains the origin in its interior, then write K ∗ for the polar of K; i.e., K ∗ = {x ∈ Rn : x · y ≤ 1



for all



y ∈ K}.



Let P be a convex polytope in Rn that contains the origin in its interior. Let u1 , . . . , uN denote the outer unit normals of P . Let h1 , . . . , hN denote the corresponding distances from the origin to the faces and a1 , . . . , aN the areas (i.e. (n − 1)-dimensional volumes) of the corresponding faces. In [LYZ] the ellipsoid Γ−2 P was defined as the ellipsoid whose polar, Γ∗−2 P , has its support function given by N



(1.1)



h(Γ∗−2 P, u)2



1 X ai = |u · ui |2 , V (P ) i=1 hi
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for u ∈ S n−1 . Note that we use Γ∗−2 P rather than (Γ−2 P )∗ to denote the polar of Γ−2 P . The new ellipsoid is in a sense a dual of the Legendre ellipsoid of classical mechanics. (See e.g., Leichtweiß [Le], Lindenstrauss and Milman [LiM], Milman and Pajor [MPa1, MPa2], and Petty [P1] for reference regarding the Legendre ellipsoid.) We shall make use of the fact that the operator Γ−2 is a centro-affine operator in the sense that (1.2)



Γ−2 φP = φΓ−2 P,



for all φ ∈ GL(n),



where φP = {φx : x ∈ P }. This fact was established in [LYZ]. We shall also require a similar fact, first established by Petty [P2] (see e.g. [BoLi] and [L] for alternate proofs), regarding the operator Π: (1.3)



ΠφP = φ−t ΠP,



for all φ ∈ SL(n),



where φ−t denotes the inverse of the transpose of φ. We shall write Π∗ P for the polar of ΠP , rather than (ΠP )∗ . Recall that McMullen’s intrinsic volumes, V0 (P ), . . . , Vn (P ), of the polytope P can be defined [Mc] as coefficients in the Steiner polynomial: V (P + λB) =



n X



λi ωi Vn−i (P ),



i=0



where ωi is the i-dimensional volume of the unit ball in Ri and ω0 = 1. Thus Vn (P ) = V (P ). Suppose u1 , . . . , uN ∈ S n−1 and λ1 , . . . , λN > 0. If K is a convex body whose support function, for u ∈ S n−1 , is given by h(K, u) =



N X



λi |u · ui |,



i=1



then K is called a zonotope. Obviously the projection bodies of polytopes are zonotopes. Although we shall make no use of this fact, it can be shown that all zonotopes are projection bodies of origin-symmetric polytopes. We will need the McMullen-Matheron-Weil formula (see [Sh], [Ma], and [W]) for the intrinsic volume, Vk (P ), for 1 ≤ k ≤ n, of the zonotope K: (1.4)



Vk (K) =



2k k!



X



λi1 · · · λik [ui1 , . . . , uik ],



1≤i1 ,... ,ik ≤N



where [ui1 , . . . , uik ] denotes the k-dimensional volume of the k-dimensional parallelotope {c1 ui1 + · · · + ck uik : 0 ≤ ci ≤ 1}. (See [SW] and [GoW] for surveys about zonoids and zonotopes.)
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The John ellipsoid of a convex body is the largest (in volume) ellipsoid that is contained in the body. The John point of a convex body is the center of the John ellipsoid of the body. A convex body in Rn is said to be in John position if its John ellipsoid is the standard unit ball in Rn . Obviously, every convex body in Rn may be GL(n)-transformed into John position. 2. A basic identity The following basic fact is critical for our main results. Lemma 2.1. Suppose u1 , . . . , uN ∈ S n−1 and λ1 , . . . , λN > 0. If N X



λi |u · ui |2 = 1,



for all u ∈ S n−1 ,



i=1



then for each k such that 1 ≤ k ≤ n, X



λi1 · · · λik [ui1 , . . . , uik ]2 =



1≤i1 ,... ,ik ≤N



n! . (n − k)!



To prove Lemma 2.1 we shall make use of some basic facts regarding mixed discriminants. Recall that for positive semi-definite n × n matrices Q1 , . . . , QN and real λ1 , . . . , λN ≥ 0, the determinant of the linear combination λ1 Q1 + · · · + λN QN is a homogeneous polynomial of degree n in the λi , det(λ1 Q1 + · · · + λN QN ) =



X



λi1 · · · λin D(Qi1 , . . . , Qin ),



1≤i1 ,... ,in ≤N



where the coefficient D(Qi1 , . . . , Qin ) depends only on Qi1 , . . . , Qin (and not on any of the other Qj ) and thus may be chosen to be symmetric in its arguments. The coefficient D(Qi1 , . . . , Qin ) is called the mixed discriminant of Qi1 , . . . , Qin . The mixed discriminant D(Q, . . . , Q, I, . . . , I), with k copies of Q and n−k copies of the identity matrix, I, will be abbreviated by Dk (Q). Note that the elementary mixed discriminants D0 (Q), . . . , Dn (Q) are thus defined as the coefficients of the polynomial n µ ¶ X n i det(Q + λI) = λ Dn−i (Q). i i=0 Obviously Dn (Q) = det(Q) while nD1 (Q) is the trace of Q.
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We require the following easily-established (see e.g., Petty [P1]) fact: Suppose yij ∈ Rn , 1 ≤ i ≤ N , 1 ≤ j ≤ n, and let the positive semi-definite matrices Qj , 1 ≤ j ≤ n, be defined by



x · Qj x =



N X



|x · yij |2 ,



for all x ∈ Rn ,



i=1



then the mixed discriminant of Q1 , . . . , Qn is given by (2.2)



D(Q1 , . . . , Qn ) =



1 n!



X



[yi1 1 , . . . , yin n ]2 .



1≤i1 ,... ,in ≤N



It follows immediately from (2.2) that if for non-negative measures µ1 , . . . , µn on S n−1 , the positive semi-definite matrices Qj , 1 ≤ j ≤ n, are defined by Z u · Qj u =



S n−1



|u · v|2 dµj (v),



for all u ∈ S n−1 ,



then the mixed discriminant of Q1 , . . . , Qn is given by (2.3)



1 D(Q1 , . . . , Qn ) = n!



Z



Z ···



S n−1



S n−1



[v1 , . . . , vn ]2 dµ1 (v1 ) · · · dµn (vn ).



From this we obtain: Lemma 2.4. Suppose u1 , . . . , uN ∈ S n−1 and λ1 , . . . , λN > 0. If Q is a positive definite matrix so that,



u·Qu =



N X



λi |u · ui |2 ,



for all u ∈ S n−1 ,



i=1



then, for 1 ≤ k ≤ n, Dk (Q) =



(n − k)! n!



X 1≤i1 ,... ,ik ≤N



λi1 · · · λik [ui1 , . . . , uik ]2 .
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To prove this take µ1 = · · · = µk in (2.3) to be the measure that is concentrated on u1 , . . . , uN with weights λ1 , . . . , λN , and let dµi (v) = ωn−1 dv, for k + 1 ≤ i ≤ n. (Note that Qi = I, for k + 1 ≤ i ≤ n), and get X cn,k (2.5) Dk (Q) = [ui1 , . . . , uik ]2 λi1 · · · λik , n! 1≤i1 ,... ,ik ≤N



where cn,k is given by Z 2



cn,k [v1 , . . . , vk ] =



ωnk−n



Z ··· S n−1



S n−1



[v1 , . . . , vk , vk+1 , . . . , vn ]2 dvk+1 · · · dvn .



Since cn,k above is independent of our choice of Q we can compute cn,k most easily by in (2.5) choosing {u1 , . . . , uN } to be the standard orthonormal basis, {e1 , . . . , en }, in Rn , and all the λi = 1 (and thus Q = I). This immediately shows that cn,k = (n − k)!, and completes the proof. Obviously Lemma 2.1 is the special case of Lemma 2.4 when Q = I. 3. The new affine functional and a new affine class of polytopes Definition 3.1. If P is a convex polytope in Rn which contains the origin in its interior, and u1 , . . . , uN are the outer normal unit vectors to the faces of P , with h1 , . . . , hN the corresponding distances of the faces from the origin and a1 , . . . , aN the corresponding areas of the faces, then define U (P ) by U (P )n =



1 nn



X



hi1 · · · hin ai1 · · · ain .



ui1 ∧···∧uin 6=0



Obviously the functional U is centro-affine invariant in that, (3.2) Since V (P ) = (3.3)



U (φP ) = U (P ), 1 n



PN i=1



for all φ ∈ SL(n).



ai hi , it follows immediately that U (P ) < V (P ).



As an aside, we observe that U (P ) is significantly less than V (P ) only if P is highly symmetric and has few faces. For a random polytope with a large number of faces U (P ) is very close to V (P ). It is this property of the functional U which will make it so useful.
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It will be helpful to introduce a new class of convex polytopes in Rn . A convex polytope is said to be in the class Pn if for any two non-coplanar sets of n vertices of the polytope, say v1 , . . . , vn and v10 , . . . , vn0 , the simplices whose vertices are 0, v1 , . . . , vn and 0, v10 , . . . , vn0 have identical volumes. Obviously, this is a centroaffine invariant class in that for P ∈ Pn and φ ∈ GL(n), we have φP ∈ Pn . It is easily seen that both the regular simplex, whose centroid is at the origin, and the regular cross-polytope are in Pn . As an aside, we note that it is easily seen that the number of sides, N , of a body in P2 is such that 3 ≤ N ≤ 6, with all values between 3 and 6 actually assumed. In fact all the bodies in P2 are easily characterized. However, for larger n, no trivial description of the bodies in Pn seems likely. Let Pn∗ denote the class of polars of the polytopes in Pn . Obviously, this is a centro-affine invariant class as well. 4. Inequalities for Schneider’s problem We shall establish: Lemma 4.1. If P is a convex polytope in Rn that contains the origin in its interior, then ¡ nn ¢ 12 ωn [U (P )V (P )]n/2 ≥ V (Γ−2 P )V (ΠP ), n! with equality if and only if P ∈ Pn∗ . To prove the lemma, suppose P is a convex polytope in Rn that contains the origin in its interior and u1 , . . . , uN denote the outer unit normals of P , with h1 , . . . , hN denoting the corresponding distances from the origin to the faces and a1 , . . . , aN the areas of the corresponding faces. Obviously, the support function of ΠP is given by N



1X h(ΠP, u) = |u · ui |ai , 2 i=1



for all u ∈ S n−1 ,



and thus by the McMullen-Matheron-Weil formula (1.4) we have (4.2)



V (ΠP ) =



1 n!



X



ai1 · · · ain [ui1 , . . . , uin ].



1≤i1 ,... ,in ≤N



Since volume is an SL(n)-invariant functional, in light of (3.2), (1.2), and (1.3), we see that in order to establish the lemma we may assume, without loss of generality, that Γ−2 P is a ball; i.e., µ (4.3)



Γ−2 P =



V (Γ−2 P ) ωn



¶ n1 B,
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where B denotes the unit ball centered at the origin and, as before, ωn = V (B). From (4.3) and definition (1.1) of Γ−2 , we have µ



ωn V (Γ−2 P )



¶ n2



N



1 X ai = |u · ui |2 . V (P ) i=1 hi



Now Lemma 2.1, with ai λi = hi



µ



V (Γ−2 P ) ωn



¶ n2



1 V (P )



gives µ (4.4)



ωn V (Γ−2 P )



¶2 =



1 n!V (P )n



X 1≤i1 ,... ,in ≤N



ai1 ai · · · n [ui1 , . . . , uin ]2 . hi 1 hi n



Now (4.4), together with the H¨older inequality, and (4.2) give: µ ¶2 n!V (P )n ωn nn U (P )n V (Γ−2 P ) µ ¶2 X 1 [ui1 , . . . , uin ] = n hi1 · · · hin ai1 · · · ain n U (P )n hi 1 · · · hi n ui1 ∧···∧uin 6=0



 ≥ µ =



X



1 nn U (P )n



[ui1 , . . . , uin ]ai1 · · · ain 



ui1 ∧···∧uin 6=0



n! V (ΠP ) nn U (P )n



with equality if and only if



2



¶2



,



[ui1 , . . . , uin ] hi 1 · · · hi n



is independent of the choice of the subscripts whenever ui1 ∧ · · · ∧ uin 6= 0. But [ui1 , . . . , uin ] = [ui1 ρ∗i1 , . . . , uin ρ∗in ], hi 1 · · · hi n where uij /hij = uij ρ∗ij are the vertices of P ∗ and [ui1 ρ∗i1 , . . . , uin ρ∗in ] is equal to n! times the volume of the simplex whose vertices are 0, ui1 ρ∗i1 , . . . , uin ρ∗in . Thus equality is possible if and only if P ∈ Pn∗ . This completes the proof. The following lemma, proved in [LYZ], will be needed.
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Lemma 4.5. If P is an origin-symmetric convex polytope in Rn , then V (Γ−2 P ) ≥ 2−n ωn V (P ), with equality if and only if P is a parallelotope. This together with Lemma 4.1 immediately gives: Theorem 4.6. If P is an origin-symmetric convex polytope in Rn , then ¡ n ¢ 12 V (ΠP ) n n ≤ 2 n n n! U (P ) 2 V (P ) 2 −1 with equality if and only if P is a parallelotope. An immediate consequence of this and (3.3) is: Corollary 4.7. If K is a convex body in Rn that is symmetric about some point, then ¡ n ¢ 12 V (ΠK) n n ≤ 2 . V (K)n−1 n! Reisner’s inequality [R1], [R2], [GMR] states that if K is a projection body in R , then 4n V (K)V (K ∗ ) ≥ . n! n



The best lower bound for the centro-affine volume product V (K)V (K ∗ ), as K ranges over the class of origin-symmetric convex bodies, is unknown. The best results to date are those of Bourgain and Milman [BoM]. Theorem 4.6 together with Reisner’s inequality immediately gives: Theorem 4.8. If P is an origin-symmetric convex polytope in Rn , then n



2n



n



V (Π∗ P )U (P ) 2 V (P ) 2 −1 ≥



1



(nn n!) 2



,



with equality if and only if P is a parallelotope. From Theorem 4.8 and (3.3) we immediately get: Corollary 4.9. If K is a convex body in Rn that is symmetric about some point, then 2n ∗ n−1 V (Π K)V (K) ≥ 1 . (nn n!) 2
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The problem of determining the best lower bound for the affine product [V (Π∗ K)V (K)n−1 ]1/n , as K ranges over the class of origin-symmetric bodies is open and important. The best upper bound for the affine product V (Π∗ K)V (K)n−1 , as K ranges over the class of all convex bodies, is given by the Petty projection inequality [P3]. The best lower bound for the affine product V (Π∗ K)V (K)n−1 , as K ranges over the class of all convex bodies, is given by the Zhang projection inequality [Z]. (See also e.g., the books of Schneider [S2], Leichtweiss [Le], and Gardner [G].) That the inequality of Corollary 4.9 provides an asymptotically optimal lower bound for the affine product [V (Π∗ K)V (K)n−1 ]1/n , as K ranges over the class of origin-symmetric bodies, may be seen by taking K to be the cube. The following result was established in [LYZ]: Lemma 4.10. If P is a convex polytope in Rn that has its John point at the origin, then n!ωn V (Γ−2 P ) ≥ n n+1 V (P ), n 2 (n + 1) 2 with equality if and only if P is a simplex. Together with Lemma 4.1, this gives: Theorem 4.11. If P is a convex polytope in Rn that has its John point at the origin, then n+1 V (ΠP ) nn (n + 1) 2 , ≤ n n 3 U (P ) 2 V (P ) 2 −1 (n!) 2 with equality if and only if P is a simplex. From this and (3.3) we have: Corollary 4.12. If K is a convex body in Rn , then V (ΠK)/V (K)n−1 ≤ nn (n + 1)



n+1 2



3



/(n!) 2 .



Theorem 4.11 immediately gives Corollary 4.12 for polytopes whose John point is at the origin. But both V and Π are translation invariant, which shows that the inequality of Corollary 4.12 holds for arbitrary polytopes. Since both V and Π are continuous on the space of convex bodies, with the Hausdorff topology, an obvious approximation argument shows that the inequality of Corollary 4.12 must hold for all convex bodies. That the inequality of Corollary 4.12 provides an asymptotically optimal bound for the affine ratio (*) can be seen by taking K to be the simplex.
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5. Extensions of Ball’s reverse isoperimetric inequality Definition 5.1. If P is a convex polytope in Rn which contains the origin in its interior, and u1 , . . . , uN are the outer normal unit vectors to the faces of P , with h1 , . . . , hN the corresponding distances of the faces from the origin and a1 , . . . , aN the corresponding areas of the faces, then for 1 ≤ j ≤ n, define Uj (P ) by: X 1 Uj (P )j = j hi1 · · · hij ai1 · · · aij . n ui1 ∧···∧uij 6=0



Obviously, U1 (P ) = V (P ) and Un (P ) = U (P ). The functional Uj is a centroaffine invariant: For each polytope P , Uj (φP ) = Uj (P ),



for all φ ∈ SL(n).



Ball [B] proved that an origin-symmetric polytope P in Rn that has been GL(n)transformed into its John position satisfies the following reverse isoperimetric inequality: µ ¶n S(P ) ≤ V (P )n−1 . 2n A convex polytope P was defined in [LYZ] to be in dual isotropic position if Γ−2 P is a ball and V (P ) = 1. Note that for each convex polytope P , that contains the origin in its interior, there is a GL(n) transformation of P that transforms P into a polytope in dual isotropic position. From the fact that V1 (ΠP ) = 2Vn−1 (P ) = S(P ), for every polytope P , one immediately sees that the inequality of the next theorem, for j = 1, is precisely Ball’s symmetric reverse isoperimetric inequality. Theorem 5.2. If P is an origin-symmetric convex polytope in Rn that has been GL(n)-transformed into dual isotropic position, then Vj (ΠP ) j



j



j



Uj (P ) 2 V (P ) 2 − n



≤



2j ¡ n!nj ¢ 12 , j! (n − j)!



1 ≤ j < n,



with equality if and only if P is a cube. Thus Ball’s symmetric reverse isoperimetric inequality will hold when the polytope P is in dual isotropic position (as well as in John position). Ball [B] proved that each polytope P in Rn that has been GL(n)-transformed into its John position satisfies the reverse isoperimetric inequality: S(P )n ≤ n3n/2 (n + 1)(n+1)/2 /n!. V (P )n−1 Our next theorem (for j = 1) shows that this is also the case if the polytope is GL(n)-transformed into dual isotropic position.
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Theorem 5.3. If P is a convex polytope in Rn that has been translated so that its John point is at the origin and GL(n)-transformed so that it is in dual isotropic position, then



j



j



1



Vj (ΠP ) j



≤



j



Uj (P ) 2 V (P ) 2 − n



nj (n!) 2 − n (n + 1)



(n+1)j 2n



1



j![(n − j)!] 2



,



1 ≤ j < n,



with equality if and only if P is a regular simplex. Again, note that Theorem 5.3 shows that Ball’s reverse isoperimetric inequality will hold when the polytope P is in dual isotropic position (as well as in John position). To prove Theorems 5.2 and 5.3 we first suppose that P is a convex polytope in Rn that contains the origin in its interior with u1 , . . . , uN the outer unit normals of P , with h1 , . . . , hN the corresponding distances from the origin to the faces and a1 , . . . , aN the areas of the corresponding faces. Since the support function of ΠP is given by N 1X h(ΠP, u) = |u · ui |ai , 2 i=1 from the McMullen-Matheron-Weil formula for the intrinsic volume of zonotopes, (1.4), we have (5.4)



Vj (ΠP ) =



1 j!



X



[ui1 , . . . , uij ]ai1 · · · aij .



1≤i1 ,... ,ij ≤N



Since Γ−2 P is defined, for u ∈ S n−1 , by N



h(Γ∗−2 P, u)2



1 X ai = |u · ui |2 , V (P ) i=1 hi



and it is assumed that



µ Γ−2 P =



V (Γ−2 P ) ωn



¶ n1 B,



and V (P ) = 1, we have µ



ωn V (Γ−2 P )



¶ n2 =



N X i=1



|u · ui |2



ai . hi
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Now Lemma 2.1, with ai λi = hi



µ



V (Γ−2 P ) ωn



¶ n2



gives µ (5.5)



ωn V (Γ−2 P )



¶ 2j n =



(n − j)! n!



X 1≤i1 ,... ,ij ≤N



ai ai1 · · · j [ui1 , . . . , uij ]2 . hi 1 hi j



Now (5.5), together with the H¨older inequality, and (5.4) give (exactly as in the proof of Lemma 4.1): µ ¶ 2j ¶2 µ n 1 n! ωn j! Vj (ΠP ) , ≥ nj Uj (P )j (n − j)! V (Γ−2 P ) nj Uj (P )j with equality if and only if



[ui1 , . . . , uij ] hi 1 · · · hi j



is independent of the choice of the subscripts whenever ui1 ∧ · · · ∧ uij 6= 0. (Note that if P is a cube centered at the origin, or P is a regular simplex with its centroid at the origin, then this certainly is the case.) Lemma 4.10 (or Lemma 4.5 in the origin-symmetric case) together with the last inequality provide the conclusions of Theorems 5.2 and 5.3. 6. Open problems Two obvious questions regarding the functionals V and U beg to be asked. Question 6.1. If P is an origin-symmetric convex polytope in Rn , then is it the case that U (P ) ≥ n−1 (n!)1/n V (P ), with equality if and only if P is a parallelotope? Question 6.2. Suppose P is a convex polytope in Rn with its John point at the origin. Is it the case that 1



[(n + 1)!] n U (P ) ≥ V (P ), n(n + 1) with equality if and only if P is a simplex? We note that the domain of definition of the functional U may be extended (in a natural manner) to include all convex bodies. While we have chosen to present our inequalities only for convex polytopes, all of the inequalities presented in this note hold for arbitrary convex bodies.
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