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Abstract We propose a new nonparametric measure of association between an arbitrary number of random vectors. The measure is based on the empirical copula process for the multivariate marginals, corresponding to the vectors, and is robust to the within-vector dependence. It is confined to the [0, 1] interval and covers the entire range of dependence from vector independence to a monotone relationship element-wise. We study the properties of the new measure under several well-known copulas and provide a nonparametric estimator of the measure, along with its asymptotic theory, under fairly general assumptions. To illustrate the applicability of the new measure, we use it in applications to financial contagion, systemic risk and portfolio choice. Specifically, we test for contagion effects between equity markets in North and South America, Europe and Asia, surrounding the financial crisis of 2008 and find strong evidence of previously unknown contagion patterns. In the context of sovereign bonds and credit default swaps, we study the evolution of systemic risk in European financial markets and uncover large differences from previous estimates. Finally, based on a real-time portfolio utilizing the new systemic risk estimates, we illustrate the implications of the new measure for portfolio choice and risk management. JEL Codes: C13 Key Words: copula, measures of vector dependence, nonparametric statistics, Hoeffding’s Phi-square ∗
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Introduction



Measures of multivariate association between d ≥ 2 scalar components of a random vector X = (X1 , ..., Xd ) have received substantial attention in the literature. Such measures include Kendall’s (1938) τ , Spearman’s (1904) ρ, Pearson’s (1894) φ2 and its multivariate extension, various multivariate divergence measures such as relative entropy measures of Joe (1987, 1989) and many others (see, e.g., Joe, 1997, for a survey). Many of them are invariant to increasing transformations and therefore capture dependence regardless of specific marginals. Less attention has been paid to constructing measures of multivariate association between several vectors, robust to dependence between the within-vector components, even though such measures are key to multivariate modelling in many fields, for example for the study of systemic risk and contagion in financial markets, where we look for a measure of dependence between entire markets, which is, in some sense, robust to co-movements within them. For instance, such settings arise in the literature on country-wide systemic risk (see, e.g., Baglioni and Cherubini, 2013) and when testing for dependence between regional stock indexes (see, e.g., Bormann et al., 2016). The previous literature on financial contagion and systemic risk has been motivated by the finding that cross-market correlations between asset returns increase significantly during crisis periods (see, e.g., King and Wadhwani, 1990; Lee and Kim, 1993; Calvo and Reinhart, 1996). However, it is now well accepted in finance that linear correlations are not appropriate dependence measures for the analysis of extreme joint behavior of markets (see, e.g., Ibragimov and Prokhorov, 2017, Section 3.4.1). Specifically for the analysis of systemic risk and contagion, this approach has been criticized due to unrealistic assumptions on existence and the structure of 2



second-order moments of financial data (see, e.g., Ibragimov et al., 2011; Forbes and Rigobon, 2002). The issue of contagion continues to receive substantial attention in the literature, which is not surprising given the severe economic consequences of financial crises and the resources devoted by policy makers to crisis management. However, more recently attention has been shifted to non-linear dynamic models such as models of joint defaults, volatility spillovers, networks (see, e.g., Pianeti and Giacometti, 2015; Golosnoy et al., 2012; Billio et al., 2012) and to copula-based dependence measure (see, e.g., Rodriguez, 2007), including mixed frequency methods (see, e.g., Huang et al., 2009). Volatility spillovers literature uses the GARCH or stochastic volatility framework to study time-dependent transmission of volatility rather than returns dynamics. For example, Edwards (1998) uses an augmented GARCH model to assess the role of capital controls in the spread of financial shocks following the Mexican peso crisis. The copula approach probes for shifts in market linkages that may be nonlinear and nonmonotone in nature. Using a copula model, Rodriguez (2007) documents increased cross-country tail-dependence during crises in Asia, suggesting that transmission of shocks may be asymmetric and generally have a more complicated, non-linear form, impossible to capture with linear dependence measures. Similarly, Chiang and Wang (2011) study transmission of volatility using a measure based on transition copula and document the existence of volatility spillovers from the US to other G7 countries. A recent and comprehensive discussion of the available approaches to modeling contagion and systemic risk is provided by Darolles and Gourieroux (2015). Interestingly, nearly all studies to-date focus on contagion that emanates from a single country or occurs within one group of countries, and almost no attempts appear to have been made to separate contagion within a distinct group of countries 3



from contagion between such groups. One exception is Bae et al. (2003), who employ a multinomial logistic regression model to capture probabilities of co-occurrence of extreme events between groups of Latin American and Asian markets and by doing so to separate contagion that spreads within these two regions from contagion between them. Their evidence points to the existence of a distinct, inter-regional contagion channel. This approach, however, requires a relatively complicated set up along with fairly strong assumptions about the joint distributions of market returns, meaning that evidence of contagion can be equally interpreted as evidence against the distributional assumptions. This paper develops a robust measure of dependence, suitable to model interregional contagion. We define contagion as a significant increase in cross-market linkages between two or more countries (or groups of countries). Correspondingly, if two or more markets have a high degree of co-movement during periods of stability, they may not be susceptible to contagion even if they continue to be highly dependent during and after a crisis. Contagion occurs only if cross-market dependence comovement increases significantly. Forbes and Rigobon (2001) use the term “shiftcontagion”, to distinguish it from the pre-existing linkages. The goal is to make this definition robust to within-market co-movement and to distributional assumptions. The starting point is the nonparametric bivariate dependence measure of Hoeffding (see Hoeffding, 1940 and Fisher and Sen, 1994). In a recent paper, Gaißer et al. (2010) generalized it to the multivariate case. The measure, termed Multivariate Hoeffding’s Φ2 , is based on a distance between the copula of a vector X and the independence copula of the same dimension. It is distribution-free and carries a low computation cost even when the dimension of X is large, making it convenient to use in practice. However, it is not designed to measure dependence between vectors, only between elements of a single vector, and is thus a scalar-based measure. 4



Vector-based dependence measures cannot be obtained through a combination of existing scalar statistics, since in general not all information about dependence between sets is contained in dependence structures of the subsets (for an interesting counterexample, see Section 1.8 of Romano (1986)). In a closely related paper, Grothe et al. (2014) work out similar generalizations of Spearman’s ρ and Kendall’s τ . However, their measures do not explicitly account for the case of more than two dependent vectors. We generalize the measure of Gaißer et al. (2010) to the case of vectors, that is, to the case when association is to be measured between p ≥ 2 partitions of X = (X1 , . . . , Xp ), where now Xk ∈ Rdk , k = 1, . . . , p and d1 + d2 + · · · + dp = d. We refer to the proposed measure as Hoeffding’s Vector Phi-square (or simply Vector Φ2 ) ¯ 2 . Unlike multivariate Φ2 , Φ ¯ 2 is designed to distinguish dependence and denote it by Φ ¯ 2 remains robust between X1 , .., Xp from dependence within them. We show that Φ to dependence among the components of individual vectors, that its behavior under a variety of dependence scenarios differs substantially from that of Φ2 and that this difference can lead to erroneous conclusions with implications for systemic risk, portfolio choice and risk management. ¯ 2 and investigate its asymptotic distriWe design a nonparametric estimator for Φ bution, valid both in the iid case and under certain forms of serial dependence. The estimator is based on an empirical copula computed for the multivariate marginals corresponding to the individual vectors. The limiting behavior is therefore based on a Gaussian process and will usually be bootstrapped. ¯ 2 in practice we measure the degree of conditional and To illustrate the use of Φ unconditional dependence between stock markets of different regions during the period surrounding the 2008 financial crisis. The conventional version of Φ2 presents a somewhat misleading picture of contagion due to the dependence between stocks 5



within a regional stock market. We also use the new measure to construct new estimates of systemic risk in Europe’s financial markets and to show how it can be used to achieve a dominating investment strategy. The paper is organized as follows. Vector Φ2 is introduced in Section 2, where we also present results of a few simulations investigating the ability of the new measure to capture between-vectors rather than within-vector dependence, under ¯ 2 is proposed in Section several well known copulas. A nonparametric estimator of Φ 3, which also provides the large sample asymptotics of the estimator. Section 4 ¯ 2 to the analysis of contagion between Asian, provides an empirical application of Φ European and American equity markets during the financial crisis of 2008, as well as two other empirical applications centered around evaluation of systemic risk and portfolio optimization using systemic risk measures. Section 5 contains concluding remarks.
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Hoeffding’s Φ2



Let F be the joint cdf of X = (X1 , . . . , Xd ), Xj ∈ R, j = 1, . . . , d, and let F1 ,. . . ,Fd denote the corresponding univariate marginal cdf’s. Following a result by Sklar (1959), the function F can be represented in terms of the marginals F1 ,. . . ,Fd and the copula C as F (x) = C(F1 (x1 ), .., Fd (xd )),



(x1 , .., xd ) ∈ Rd .



(1)



The copula C : [0, 1]d → [0, 1] provides a complete, and in the case of continuous marginals, a unique description of the relationship between X1 ,..,Xd . Many wellestablished and new measures of association such as Spearman’s ρ, Kendall’s τ , 6



mutual information coefficient δ (Blumentritt and Schmid, 2012) are based on C or the corresponding density c(u) =



∂d C(u), ∂u1 ..∂ud



u ∈ [0, 1]d . Schmid et al. (2010)



provide a survey of copula-based dependence measures.



2.1



Multivariate Hoeffding’s Φ2



It is easy to see that mutual independence between the d scalar components of X Q is characterized by independence copula C ⊥ (u) = dj=1 uj , u ∈ [0, 1]d , which makes it natural to develop measures of association based on the distance C(u) − C ⊥ (u). The measure proposed by Gaißer et al. (2010) can be written as follows Φ2 =



||C − C ⊥ ||22 , ||M − C ⊥ ||22



(2)



where k · k2 denotes the L2 -norm, and ||M − C ⊥ ||22 is the normalization factor where the function M (u) = min(u1 , .., ud ), u ∈ [0, 1]d , is the so-called comonotone copula representing an almost-sure strictly-increasing functional relationship between all components of X. Here, M is the upper Frechet-Hoeffding bound, that is, for any valid copula C, C(u) ≤ M (u), ∀u ∈ [0, 1]d . The statistic of Gaißer et al. (2010) represents a multivariate extension of the bivariate measure of association initially proposed by Hoeffding (1940) – we refer to it as multivariate Hoeffding’s Φ2 . For any copula C, the measure Φ2 is contained within the [0, 1] interval where the case Φ2 = 1 occurs when there is co-monotonicity between all elements of X, while Φ2 = 0 corresponds to mutual independence. It is important to note that the converse is generally not true – it is possible for the statistic Φ2 to be made arbitrarily small, while maintaining a deterministic relationship between all components of X. This implication follows from the copula theory rather than from the definition of Φ2 , and is a feature of any measure of association that is based on 7



distances between C and C ⊥1 . Being an L2 -norm based measure, multivariate Hoeffding’s Φ2 has several properties which make it attractive for applications in economics, finance and actuarial science. First, it is translation invariant and homogeneous in the sense of Ullah (1996), thus it is independent of the unit of measurement and scale-free. Second, it attains its maximum value when the copula coincides with the upper Frechet-Hoeffding bound of dependence, a situation of interest in actuarial science and finance (see, e.g., Dhaene et al., 2002a,b). However, it is clear that Φ2 is not well-suited for the measurement of dependence between random vectors since even under mutual independence between vectors, Φ2 may be non-zero due to dependence within them. Our aim here is to develop a measure of multivariate association that is robust to dependence within vectors.



2.2



Additional definitions and notation



Before we proceed, we need to introduce some additional notation to assist with partitioning of X into p sub-vectors (X1 , . . . , Xp ) of dimension d1 , . . . , dp , respectively. P Define b0 = 0 and, for any integer k ∈ {1, . . . , p}, set bk = k`=1 d` . Moreover, for P k = 1, . . . , p and u ∈ [0, 1]d , d = p`=1 d` , let u{k} = (ubk−1 +1 , . . . , ubk ) ∈ Rdk , u[k] = (1d1 +···+dk−1 , u{k} , 1dk+1 +···+dp ) ∈ Rd . Here, for m ∈ N, 1m denotes an m-dimensional vector of ones. Thus the new notation introduces a vector u on a unit cube with bp dimensions and its dk -dimensional subThis is possible because copula C may be arbitrarily close to C ⊥ when it is expressed as a shuffle of M . For additional details, see Section 3.2.3 in Nelsen (2006). 1
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vectors u{k} , corresponding to the initial partition. For k = 1, . . . , p, let C {k} : [0, 1]dk → [0, 1],



C {k} (v) = C(1d1 +···+dk−1 , v, 1dk+1 +···+dp )



denote the copula of Xk . It captures the dependence in the dk -dimensional marginal distribution of X. Also, define a copula C Π : [0, 1]d → [0, 1] through C Π (u) =



p Y



C {k} (u{k} ) =



p Y



C(u[k] ).



k=1



k=1



This copula serves as a vector analogue of the scalar independence copula C ⊥ .



2.3



¯2 Hoeffding’s Vector Φ



First we note that X1 , . . . , Xp are mutually independent if and only if C = C Π . In this case, the joint distribution of p vectors is a product of p multivariate marginals, corresponding to the vector dimensions. This observation suggests that we can define a measure of dependence between the vectors X1 , . . . , Xp by considering a suitable distance between C and C Π . The new measure we propose is a generalization of the scalar version of Φ2 discussed in the previous section. We follow Gaißer et al. (2010) and use an L2 -type ¯ 2 , is defined as follows distance. The vector version of Hoeffding’s Φ2 , denoted by Φ Π 2 ¯ 2 := Φ ¯ 2 (C, d1 , . . . , dp ) := kC − C k2 , Φ kM ∨ − C Π k22



where as before k · k2 denotes the L2 -norm and M ∨ = min(u{1} , . . . , u{p} ). Now, we use the marginal copulas C {k} , k ∈ {1, . . . , p}, in constructing the reference function 9



C Π and we use the bp -dimensional comonotone copula as a bound. Clearly, the scalar version is obtained as a special case when dj = 1, j = 1, . . . , p. It may seem that a more natural approach to constructing the bound M ∨ is to use the marginal copulas C {k} , k ∈ {1, . . . , p}, rather than the univariate marginals (u1 , . . . , ubp ), i.e., that M ∨ = min(C {1} , . . . , C {p} ). However, it is easy to see that min(C {1} , . . . , C {p} ) ≤ min(u{1} , . . . , u{p} ) and so in general we cannot guarantee that C ≤ min(C {1} , . . . , C {p} ) for any d-variate copula C. Moreover, min(C {1} , . . . , C {p} ) may not even be a distribution (see, e.g., Joe, 2015, Section 8.4) and if it is a distribution it is not a copula unless C = C Π (see, e.g., Quesada-Molina and RodriguezLallena, 1994; Genest et al., 1995). An interesting related result was obtained by Puccetti and Scarsini (2010, Theorem 3.3). Let p = 2 and define co-monotonicity of X1 ∼ F1 and X2 ∼ F2 as monotonicity element-wise (they call it “s-co-monotonicity”). As before, let dim(Xj ) = dj , j = 1, 2. It turns out that the distribution of the comonotone vectors F (x1 , x2 ) can be written as min(F1 (x1 ), F2 (x2 )) if and only if their copulas can be written as C {j} (u{j} ) = min(u{j} ), j = 1, 2. In other words, for p = 2, vector co-monotonicity coincides with element co-monotonicity, i.e. M ∨ = min(u{1} , u{2} ) = min(C {1} , C {p} ). No such result is available for p > 2. Next we can state a few properties of the new measure. Some of them are less obvious than others so we provide a brief discussion. ¯ 2 ∈ [0, 1]. Φ ¯2 = 1 (i) Bounds: For any copula C and marginals C {k} , we have that Φ ¯ 2 = 0 when C = C Π . Fundamentally, this means that the when C = M ∨ and Φ value of one is achieved by the new statistics if all elements of the vectors are comonotone. In this respect it is no different from the multivariate statistic of Gaißer et al. (2010). However, the new measure is zero if there is independence
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vector-wise, which is a new feature. (ii) Independence of partitions: If the partitions X1 , .., Xp are independent then ¯ 2 = 0. The converse is also true. This is a key property of the new measure Φ that distinguishes it from other dependence measures. ¯ 2 > 0. The con(iii) Vector dependence: Vectors X1 , .., Xp are associated when Φ ¯ 2 = 1 if and only if the verse is also true. Note that we cannot claim that Φ vectors are counter- or comonotone. This is because the concept of monotonicity does not easily extend to more than two vectors and because the so called “shuffles of M ∨ ” can approximate arbitrary closely the independence copula (see, e.g., Nelsen, 2006, Section 3.2). The former feature is specific to the new measure while the latter is a problem with all copula based measures, including the multivariate statistic of Gaißer et al. (2010). (iv) Co-monotonicity of components: For the case of two vectors p = 2, when ¯ 2 = 1, each of the individual components of X is almost-surely a strictlyΦ increasing function of another. The converse is not true. (There is no equivalent result for counter-monotonicity.) (v) Invariance with respect to partition order: Given partition sizes d1 , .., dp , for ¯ 2 (C, d1 , .., dp ) = every permutation π of partition order {1, .., p}, we have that Φ ¯ 2 (C, dπ(1) , .., dπ(p) ), as long as the composition of each partition is maintained. Φ This and the next property follow from Fubini’s Theorem and are typical of all exchangeable dependence measures. For financial applications it means that the effects it can capture are undirected and simultaneous, in some sense (e.g., it cannot be used to test the direction of contagion effects but it can be used to evaluate shift-contagion). 11



(vi) Invariance with respect to ordering of components within partitions: Given par¯ 2 is invariant with respect to tition sizes d1 , .., dp and partition composition, Φ permutations of components within each partition. This feature coincides with exchangeability of many other dependence measures use to study contagion such as correlations. (vii) Invariance with respect to strictly increasing transformations: For any d ≥ 2, we ¯ 2 is invariant with respect to any rank-preserving transformation of have that Φ one or many components of X. This is true since the copula C is invariant under such transformations and is not characteristic of all copula based dependence measures. Properties (v)-(vii) are not uncommon among dependence measures used in finance, in particular, copula based. However, combined with properties (i)-(iv) they offer unique advantages at virtually no extra cost. Specifically using more or less the same computational methods as for multivariate Hoeffding’s Φ2 , the new measure captures the strength of both linear and non-linear linkages between multivariate objects, e.g., regional market indexes, while remaining robust to misspecification of marginal distributions of the elements, e.g., individual stock return distributions, and to dependence between them, e.g., dependence between stock returns within a region or industry. This makes the new measure uniquely suited for robust analysis of contagion and related phenomena, especially if the new measure is substantially different from the conventional ones.



2.4



Numerical Examples



In this section, we use Monte-Carlo simulations to calculate and compare the approx¯ 2 and Φ2 for some commonly used multivariate families of copulas, imate values of Φ 12



each having a range of dependence parameter values. To keep computational costs low, we set p = 2, overall dimension d = 4, and partition data into two vectors of equal size, so that d1 = d2 = 2 in all cases. For each value of the dependence parameter, we evaluate the integral using 100, 000 draws. We begin with the case when C is the equi-correlated Gaussian copula and plot the ¯ 2 and Φ2 in the top-left panel of Figure 1 against correlation corresponding values of Φ ¯ 2 are coefficient ρ. Both statistics are increasing in ρ as expected but the values of Φ substantially smaller than Φ2 . The difference is caused by the dependence within the partitions. It is perhaps not surprising that the gap is narrowing as correlation approaches one as this corresponds to stronger dependence within the partitions (but also between them). To show the effect of a changing correlation within the marginals with a fixed correlation between them, we generate two vectors (x1 , x2 ) and (x3 , x4 ) from the Gaussian copula so that corr(x1 , x3 ) = corr(x1 , x4 ) = corr(x2 , x3 ) = corr(x2 , x4 ) = 0.2 (i.e., the partitions are dependent), while corr(x1 , x2 ) and corr(x3 , x4 ) vary over a grid {0.3, 0.4, 0.5, 0.6, 0.7, 0.8}. Our estimates of Φ2 are {0.04, 0.06, 0.08, 0.1, 0.12, 0.16}. ¯ 2 are {0.016, 0.017, 0.018, 0.019, 0.02, 0.02} and they confirm roOur estimates of Φ bustness (up to estimation and approximation errors) of the new measure to dependence within the marginals. ¯ 2 and Φ2 , the top-right panel of To further illustrate the difference between Φ Figure 1 shows the case when C is a product of two equi-correlated bivariate Gaussian ¯ 2 = 0 and it remains insensitive copulas, implying independence of partitions. Here, Φ to dependence within partitions, regardless of the degree of correlation, while the measure Φ2 is increasing in ρ. The multivariate measure shows spurious dependence induced by the correlation within the independent bivariate marginals. Clearly, in ¯ 2 and Φ2 increases as correlation approaches one. this case, the gap between Φ 13



This case emphasizes the extent of a potential mistake that could be made in assessing the strength of dependence between the two subvectors. Suppose that the dependence measure is used in constructing a real-time trading strategy in which the weights of the portfolio components are determined by a systemic risk measure, derived from a dependence measure. The conventional Φ2 would lead us to a massive overestimation of systemic risk and to persistent re-balancing of the portfolio weights, which would reflect changes within a sector, irrelevant for systemic risk. We will return to this example in the empirical section. The remaining panels in Figure 1 show the two measures for selected fourdimensional copulas. The classes of copulas we consider include comprehensive, asymmetric, Archimedian and tail-dependent families. The Gumbel, Clayton and Frank copulas reduce to independence when the dependence parameter is at the origin, and this translates into mutual independence between all components of X. When the dependence parameter takes increasing values away from the origin, this corresponds to increasing dependence between all components so that C approaches M ∨ . For the t-copula, we vary correlation while keeping the degrees of freedom constant at τ = 2. Therefore, symmetric tail-dependence is generally non-zero in this case, even when ρ = 0. So ρ = 0 does not imply independence between all components. Even though we do not differentiate the strength of dependence within ¯2 the marginals in these panels, all the cases we report show that Φ2 overestimates Φ by a large margin. In order to test whether the difference is statistically significant ¯ 2 and to establish its statistical properties we need to develop an estimator of Φ
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¯2 Statistical inference for Φ



3 3.1



¯2 An estimator of Φ (i)



(i)



For a sample X(1) , . . . , X(n) , X(i) = (X1 , . . . , Xd ) ∼ F = C(F1 , . . . , Fd ) and continˆ (i) = (Uˆ (i) , . . . , Uˆ (i) ) denote pseudo-observations uous marginal cdf’s F1 , . . . , Fd , let U 1 d from the copula C defined through  1 (i) (1) (n) (i) ˆ rank of Xj among Xj , . . . , Xj , Uj = n for i = 1, . . . , n and j = 1, . . . , d. Let Cˆn : [0, 1]d → [0, 1] denote the associated empirical copula, defined for u = (u1 , . . . , ud ) ∈ Rd as n



n



d



1 X Y ˆ (i) 1 X ˆ (i) Cˆn (u) = I(U ≤ u) = I(Uj ≤ uj ), n i=1 n i=1 j=1 where I(·) is the indicator function. ¯ 2 through The empirical copula easily allows to define a sample version of Φ ˆ ˆΠ 2 ˆ¯ 2 := Φ ¯ 2 (Cˆn , d1 , . . . , dp ) = kCn − Cn k2 , Φ n kM ∨ − CˆnΠ k22 Q where CˆnΠ (u) = pk=1 Cˆn (u[k] ). ˆ¯ 2 can be calculated directly The following proposition shows that the estimator Φ n from the pseudo-observations. In part, the proposition relies on calculations provided in Proposition 10 of Kojadinovic and Holmes (2009). For notational convenience, for any positive integer i define [i] = {1, 2, .., i}.



15



¯ 2 (C) can be expressed as Proposition 1. The numerator and denominator of Φ n n n d 1 XXY Π 2 ˆ ˆ kCn − Cn k2 = 2 [1 − uˆi,j ∨ uˆl,j ] n i=1 l=1 j=1



−



p n n 2 XYX



np+1



bk Y



[1 − uˆi,j ∨ uˆl,j ]



i=1 k=1 l=1 j=bk−1 +1



p bk n n 1 YXX Y + 2p [1 − uˆi,j ∨ uˆl,j ], n k=1 i=1 l=1 j=b +1



(3)



k−1



and 2 (d + 1)(d + 2) n n 2 X X .. I([ˆ uik(1) 1 , uˆik(2) 2 , .., uˆik(d) d ], 1) − p n i =1 i =1



kM ∨ − CˆnΠ k22 =



p



1



p



bk n n 1 YXX Y [1 − uˆi,j ∨ uˆl,j ], + 2p n k=1 i=1 l=1 j=b +1



(4)



k−1



where for j ∈ [d], k(j) : [d] → [p] is a function such that bk(j)−1 + 1 ≤ j ≤ bk(j) , and the function I(a, p) is defined in Lemmas 1-2 in the Appendix. Proof. See Appendix for all proofs. Note that the proposition uses a function I(a, p), which evaluates multivariate definite integrals arising from the use of M ∨ in the L2 -norm of the denominator, specifically, Z



1



I(a, p) =



Z



1



.. a1



min(u1 , .., ud )p du1 ..dud ,



ad



16



As shown in the Appendix, given the ordered values of pseudo-observations, this integral can be calculated from the sample using finite sums.



3.2



¯ 2n Asymptotic properties of Φ



ˆ¯ 2 using functional In this section we obtain a weak convergence result regarding Φ n √ ˆ weak convergence of the empirical copula process Cn = n(Cn − C) and of the d process CΠ n , defined on u ∈ [0, 1] through



CΠ n (u) =



√



n{CˆnΠ (u) − C Π (u)}.



Naturally, both Cn and CΠ n can be considered as elements of the space of real-valued, bounded functions on [0, 1]d , denoted by `∞ ([0, 1]d ), equipped with a uniform metric induced by the sup-norm kf k∞ = supu∈[0,1]d |f (u)|. Weak convergence of the empirical copula process Cn has been investigated by various authors under slightly different assumptions (see, e.g., R¨ uschendorf, 1976; Gaenssler and Stute, 1987; Fermanian et al., 2004; Segers, 2012; B¨ ucher and Volgushev, 2013).



Under appropriate smoothness conditions and under C = C Π ,



Kojadinovic and Holmes (2009, Theorem 3) gave a weak convergence result for Hn = Cn − CΠ n . The following result can be regarded as a generalization of their result to multivariate marginals. Theorem 1. Let C be a copula such that, for any j = 1, . . . , d, the jth first order partial derivative C˙ j = ∂C/∂uj exists and is continuous on the set {u ∈ [0, 1]d : uj ∈ (0, 1)}. Let BC denote a C-Brownian bridge on [0, 1]d , i.e., a centered Gaussian process with continuous sample paths and covariance cov{BC (u), BC (v)} = C(u ∧ v) − C(u)C(v). 17



Then, (Cn , CΠ n)



∞ d 2 (CC , CΠ C ) in {` ([0, 1] )} , where



CC (u) = BC (u) −



d X



C˙ j (u)BC (1, . . . , 1, uj , 1, . . . , 1),



j=1



with C˙ j defined as 0 wherever it does not exist, and with CΠ C (u)



=



p X



[k]



CC (u )



p Y



0



C(u[k ] ).



k0 =1 k0 6=k



k=1



According to the theorem, the two empirical copula processes that underlie the new dependence measure have well defined limits expressed in terms of random functions, both based on a Brownian bridge and up to d-th order partial derivatives of the true copula function. This result also holds under many serial dependence scenarios for time series (e.g., under α-mixing), see B¨ ucher and Volgushev (2013). Clearly, the derivatives have to exist for the limit to be well defined. The theorem allows us to derive the asymptotic behavior of the proposed estimator of the new dependence measure. Proposition 2. Under the assumptions of Theorem 1, ¯ 2 6= 0, then (a) if Φ √



R ˆ¯ 2 − Φ ¯ 2) n(Φ n



2



[0,1]d



{C(u) − C Π (u)}{CC (u) − CΠ C (u)} du kM ∨ − C Π k22 R ∨ Π kC − C Π k22 CΠ C (u){M (u) − C (u)} du +2 . kM ∨ − C Π k42



¯ 2 = 0, then (b) if Φ ˆ¯ 2 nΦ n



2 kCC − CΠ C k2 . kM ∨ − C Π k22
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ˆ¯ 2 − Φ ¯ 2 6= 0 the limiting distribution of √n(Φ ¯ 2 ) is GausNote that in the case Φ n sian. This follows from the fact that CC is a centered Gaussian process. However, the limiting variance of the estimator depends in a complicated way on C and its partial derivatives. Moreover, in practice, the true copula is unknown; and even if it was known, analytical calculations, even approximate, of these quantities can be intractable. A practical implication is that in order to obtain standard errors and confidence intervals one needs to use nonparametric bootstrap methods. Bootstrap validity is based on the existence of the weak limit derived in Theorem 1 and is thus linked to the validity of the assumptions made there, including existence of copula derivatives of the appropriate order. For empirical processes with dependent observations such as the financial time series we consider, a (moving) block bootstrap is used (see, e.g., Buhlmann, 1994). We provide details of the bootstrap implementation in the Appendix. ˆ¯ 2 by σ Denote the bootstrap standard error of Φ ˆ B . Then, the (1 − α)100% asymptotic confidence intervals for the new dependence measure is σ ˆB ˆ¯ 2 ± z × √ , Φ α/2 n where zα/2 is the inverse of the standard normal cdf evaluated at (1 − α2 ). Similarly, ¯2 = t for significance testing, an α100%-level asymptotic hypothesis test for H0 : Φ can be constructed using the bootstrap distribution by rejecting the null hypothesis √ ˆ¯ 2 if the test statistic n(Φ − t)/ˆ σ B is greater than z in absolute value. α/2
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4



Empirical examples: global financial contagion, systemic risk, and asset allocation



The versatile nature of the proposed statistic means that applications can span different fields. This section illustrates applicability of the proposed vector measure by showing how it can be used to accomplish three tasks: (a) to uncover new patterns of financial contagion during a period of global crisis, (b) to obtain model-free estimates of systemic and banking sector risk for a group of European countries, and (c) to achieve a better investment performance for an internationally diversified portfolio through an improved asset allocation.



4.1



Global contagion and the 2008 crisis



We begin with a study of linkages between global equity markets before, during and after the financial crisis of 2008. We are particularly interested in financial contagion, or transmission of shocks sustained by one market or group of markets to the rest. The issue of inter-regional contagion appears to be largely overlooked in the past literature, while regional groupings represent an important factor that significantly affects the propagation of financial shocks. For example, countries belonging to the same region may share important characteristics such as membership in the common currency area or be subject to shared bailout guarantees by a regional financial regulator, as is the case with Euro-zone members and the European Central Bank. Similarly, trade agreements such as the NAFTA may represent another distinct contagion channel. To this end, our statistic provides a way to account for such groupings and to obtain model-free estimates of inter-regional contagion. This in turn may provide a fuller picture of the spread of financial shocks by helping separate spillovers that
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exist within a region from contagion that occurs between regions. In this section our aim is to map global patterns of contagion in the wake of the 2008 sub-prime crisis utilizing our statistic. Our particular interest lies in determining whether the ability to take into the account the partitioning of markets into several regional groupings may uncover new instances of contagion that would otherwise remain undetected. We focus our attention on a total of 15 national equity market indexes, which we partition into four regional groups as follows: • North America: S&P 500 Index (US), TSX-S&P Composite Index (Canada), IPC Index (Mexico). • South America: HSBC Chile Index, HSBC Colombia Index, Bovespa Index (Brazil), Merval Index (Argentina). • Europe: FTSE 100 Index (UK), Euronext 100 Index (Netherlands, France, Belgium and Portugal), DAX 100 Index (Germany). • Asia: Hang Seng Index (Hong Kong), Shanghai Composite Index (China), Nikkei 225 Index (Japan), ASX Index (Australia), BSE 500 Index (India). For all market indexes we use adjusted monthly closing values to calculate corresponding holding period returns. Our data set spans January 2004 to January 2014, with all data taken from the Standard and Poor’s COMPUSTAT database. We plot all series in Figure 2, and while there are similarities in market performance within regions, regional profiles differ substantially in spite of the common trough in late 2008. Most markets in our sample suffered substantial draw-downs at some point during the 2007 - 2009 period, and we next aim to establish whether this coincided with 21



an increase in cross-market linkages. To better understand how such links change ¯ 2 for all regional pairs using during a crisis, we estimate the values of both Φ2 and Φ the full sample as well as the pre-crisis sub-sample which we define to be January 2004 - December 2007, crisis sub-sample spanning January 2008 - May 2009, and post-crisis sub-sample which begins in April 2009 and ends in January 2014. The measure Φ2 captures association between all countries within both regions and does ¯ 2 is estimated not take regional partitiong into the account. The vector measure Φ using the same data but accounting for regional groupings in order to shed some light on dependence between regions as whole. Table 1 shows estimates of both statistics along with associated standard errors obtained using block bootstrap.2 Unsurprisingly, some regions exhibit stronger links than others; the strongest connection in general appears to exist between North America and Europe, followed by the link between Europe and Asia, North America and Asia, and South America and Europe. Interestingly, the connection between the Americas is among the weakest, stronger only than the South America - Asia link. Pre-crisis global links appear to be rather weak for all regional pairs with the exception of North America - Europe, and increase sharply during the crisis period. ¯ 2 is particularly dramatic, where in some The increase in regional links captured by Φ cases such as South America - Asia, regions that were almost entirely disconnected before crisis become closely associated during 2007-2008. Contagion is said to occur when the change in strength of links before, during, or after the crisis is significant in a statistical sense. Next, for each of the regional pairs ¯ 2 to formally test the following contagion hypotheses: we use the measures Φ2 and Φ (a) Hypothesis 1: Crisis Contagion The null-hypothesis that measures of association 2



As a robustness check, we have done the same calculations for a selection of markets using min(C {1} , . . . , C {p} ) as M ∨ but found no substantive difference in the results.
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are the same in the pre-crisis and crisis periods is tested against a one-tailed alternative that links strengthened during the crisis period. (b) Hypothesis 2: Post-Crisis Abatement The null-hypothesis that measures of association are the same in the crisis and post-crisis periods is tested against a one-tailed alternative that links weakened following the crisis period. Tables 2-3 show bootstrap p-values for both hypotheses tested using both measures. The difference between the two tables is that one uses raw returns while the other is based on the pre-filtered returns using an EGARCH(1,1) model. In essence, this means that the two tables cover both unconditional and conditional contagion effects. Interestingly, p-values appear to be generally lower for tests carried out using the vector statistic and reveal several instances of contagion that are not detected using Φ2 . For unconditional effects, neither statistic can reject the null for Hypothesis 1 at the 5% significance level for the North America - Europe, North America - South America, and North America - Asia pairs, but both reject this null in favor of stronger links during crisis for all remaining pairs. In the North America Europe case, the null is nearly rejected when using the vector measure. Interestingly, for the conditional effects, the conclusions obtained using Φ2 remain virtually unchanged while the conclusions obtained using the new measure show even more evidence against the null of Hypothesis 1 – we reject the null at the 5% significance level for all but one country pair. As for Hypothesis 2 and unconditional effects, the null that links remained unchanged following the crisis cannot be rejected at the 5% level for any of the market pairs using the scalar statistic, but is rejected in favor of deteriorating links for North America - South America, South America - Europe, South America - Asia, and Europe - Asia pairs using the vector statistic. For conditional effects, we find again 23



even more evidence against the null using the vector measure while the conclusions from scalar-based test remain unchanged. There are four instances of unconditional structural change revealed by vector ¯ 2 but not by scalar measure Φ2 and there are three more instances of measure Φ conditional structural change. These instances suggest that accounting for market groupings can uncover new and previously unknown contagion channels and as such may represent an important scope for future work. The conditional version of the tests may be argued to be more robust to time dependence as the GARCH-filter would have made the series closer to iid. In either version, the proposed statistic appears to be well-suited for this analysis as it allows straightforward partitioning of the data with no restrictions on the number or size of partitions, and no distributional assumptions.



4.2



Banking, public sector, and systemic risk



The second application we consider is of particular importance from the financial ¯ 2 to obtain estimates of banking sector risk, pubregulation perspective. We use Φ lic sector risk, and broader systemic risk for two groups of northern and southern European countries. The recent financial crisis highlighted fragility of bank balance sheets and government finances alike, and much attention in the literature has been devoted to the estimation of likelihood of joint defaults of large private and sovereign obligors. On the one hand, in the event of a bank default, counter-party risk stemming from uncertainty about exposure to the defaulter can put otherwise solvent banks in danger, representing a risk of contagion within the banking system, which we refer to as banking sector risk. On the other hand, implicit backing that governments
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traditionally extend to the financial system provides a channel for a crisis to spread between the public and banking sectors giving rise to systemic risk. Direct estimation of systemic risk therefore once more requires a separation of dependence between the two sectors from dependence within. An elegant solution to this problem is provided in Baglioni and Cherubini (2013), who use hierarchical Marshall-Olkin copula to separately model, at the lower hierarchical level, the interdependence between obligors within the banking system and, at the higher level, the association between the banking and public sectors. Two-level copula parameter estimates separately capture risk within the banking sector as well as broader systemic risk. Here, we demonstrate how their results change if we use our nonparametric measure.3 The dataset spans January 2007 to August 2012 and contains daily risk metrics for 35 banks domiciled in 8 European countries. The countries are Germany, Netherlands, France, and the UK representing Northern Europe as well as Italy, Portugal, Spain, and Greece representing the South. All selected banks underwent stress tests by the Committee of European Banking Supervisors in July of 2010, and are therefore of the highest systemic importance to the region. For each of the banks, daily estimates of the marginal default intensities are provided that capture instantaneous probabilities of default on issuer’s outstanding debt and are obtained using an approximation known as the “simple rule” that is standard in this literature. It can be written as follows: ˆ it = CDSit , λ LGD



(5)



ˆ it is the default intensity for i’th bank at time t, CDSit is the corresponding where λ quotation of the 5 year credit default swap (CDS) spread, and LGD is the estimate 3



We thank Angelo Baglioni and Umberto Cherubini for providing their data to us.
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of the loss given default of such an issuer. The dataset also contains estimates of default intensities for the eight sovereign borrowers in our sample. More detail on the dataset can be found in Section 5.1 of Baglioni and Cherubini (2013). Danger to the banking sector arises when the risk that a single bank default will trigger other bank defaults is high. Consequently, measures of association between default intensities of individual banks can provide a direct estimate of the risk within the banking system: when the association is high, a spike in default intensity for a single issuer will mean a greater chance of default for the rest of the group. Similarly, systemic risk arises when problems in the banking sector are likely to spill into the public sector and lead to sovereign defaults. A measure of association between a ˆ it ’s of individual banks and a vector containing default intensities vector containing λ of sovereign issuers can therefore capture the degree of dependence between public and banking sectors as a whole and provide an estimate of systemic risk. Our goal is to gain insights into the evolution of such risks in Europe during the ¯ 2 for a single vector of bank default past several years. We begin by estimating Φ intensities in order to capture bank sector risk, and separately for another vector containing sovereign default intensities in order to capture public sector risk. We then use our measure to assess the degree of dependence between the two vectors and hence to obtain estimates of systemic risk. We repeat this analysis for the full sample containing all eight countries, and separately for two sub-samples containing North Europe and South Europe obligors only. We use a rolling window of n = 252 trading days, and plot the estimates in Figure 3. Much in line with the findings in Baglioni and Cherubini (2013), our results point to clear differences in risk profiles between the two regions and to considerable variation in all types of risk across time. Specifically, with the exception of public sector risk in the 2011-2012 period, all types of risk appear to be substantially higher 26



in Southern Europe than in the North. The difference in systemic risk between the two regions appears to be particularly dramatic during the post-2010 period, which is also supported by Figures 4 and 5 of Baglioni and Cherubini (2013). Perhaps unsurprisingly, we find risk levels to be high in all regions during the 2007 - 2009 crisis period that is followed by a period of abatement during 2009 - 2010 and an uptick in risk once again around the start of 2011. Unlike Baglioni and Cherubini (2013), however, our results suggest that systemic risk in Northern Europe remained substantially below the peak achieved during the 2007 - 2009 crisis throughout the rest of the sample.



4.3



Asset allocation and portfolio risk



While risk estimates from the previous section are important from policy perspective, it is natural to ask whether they carry investment value. Next, we consider an asset allocation problem where we aim to construct an internationally diversified equity portfolio consisting of investments into national stock market indexes of eight European countries listed in Section 4.2. Table 4 shows our investment universe, and we test a simple trading strategy where capital allocation to individual stock market is determined by the corresponding level of systemic risk. Specifically, we obtain country-specific systemic risk measures using data from Section 4.2 by estimating ¯ 2 for two vectors, one containing default intensities for all country’s banks and Φ another containing default intensity of its sovereign obligor. As before, we use a rolling window of w = 252 trading days and update all estimates daily. We take particular care to only use data that were available before the start of each trading day to ensure real-time nature of our analysis. Portfolio is re-balanced daily, and at the beginning of each day we re-distribute our capital evenly between
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three stock market indexes with lowest levels of systemic risk at that point in time. We benchmark this strategy against an equally-weighted portfolio of all eight indexes, and plot cumulative return profiles of the strategy and of the benchmark in Figure 4 with trading commencing January 2008 and ending in August 2013. While both the new strategy and the benchmark experience losses, actively-managed portfolio based on systemic risk appears to show superior downside avoidance and generates substantial excess return over the equally-weighted counterpart. Interestingly, positive excess return does not appear to be due to a single favorable trading outcome or a short period of good performance, but is accumulated persistently throughout most of the sample. This suggests continued presence of trading opportunities based on our estimates of systemic risk. To formally test for the presence of abnormal returns, we obtain risk-adjusted excess returns measures of Jensen (1968) (CAPM -alpha) and Modigliani and Modigliani (1997) (MM -alpha) and collect our estimates along with other performance metrics for the new strategy and the benchmark in Table 5. We tabulate bootstrap standard errors for both alphas and find both to be statistically positive, at the 5% significance level, suggesting that trading based on our estimates of risk between the banking and public sectors may indeed lead to abnormal investment returns in the order of 1.97% to 4.17% per year. We also find that the new strategy and benchmark portfolios appear to carry remarkably different levels of market risk, with the daily 95% Value-at-Risk for the new strategy being almost half of that for the benchmark. It is worth noting that the geographic allocation achieved by such strategy shows a great deal of variation, and the high performance of the new strategy that we document is not due to a persistent concentration in well-performing North-European markets. Especially early in the sample, allocations to South-European markets are very common. 28



It is worth emphasizing that we did not attempt to search for an optimal investment strategy based on our measure, and while index investing in most cases can be done very cheaply with the help of exchange traded funds, other considerations such as transaction costs may affect its practical implementation especially by a small investor. However, the magnitude of excess returns that we document and the degree of risk reduction suggests presence of investment value. Further, the time variation in our systemic risk estimates suggests that this investment value may extend more broadly to other portfolio choice problems, for example, to asset mix selection in the presence of correlation risk as in Buraschi et al. (2010). There, such estimates can be used to better size hedges against correlation uncertainly, which represents an interesting topic for future work.
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Concluding Remarks



We have proposed a new vector dependence measure and considered its statistical properties and its value in financial applications. We have derived its asymptotic distribution, discussed various estimation issues and provided a range of applications where using our measure we come to conclusions which differ from those available in the literature. The new measure has important advantages over other available dependence measures. First, it captures the between-, rather than within-, vector dependence and reflects any form of dependence, not only linear. Second, the number of vectors it can accommodate is not limited to two, and nothing is assumed about their parametric distributions. It has some drawbacks such as invariance to negative versus positive dependence and a lack of a simple analytical form. However, similar issues arise when using other multivariate dependence measures and so the balance of these 29



characteristics speaks, in our opinion, in favor of the new measure. We establish empirically that the use of the traditional multivariate contagion measure results in highly conservative estimates of contagion effects. Using equity indexes from four regions we demonstrate that robustness to intra-regional dependence leads to much stronger contagion effects than previously thought and we discover new regional contagion patterns. In the context of sovereign bond and credit default swap spread by commercial banks, we used the new measure to provide new insights into the evolution of systemic risk in the financial markets of eight European countries. We uncovered much lower systemic risk in Northern Europe than found before. Based on a real-time portfolio, utilizing the new systemic risk estimates to allocate between the eight European stock market indexes, we compared the performance and the Value-at-Risk features of the new measure. The results provide a quantification of the benefit derived from the use of the new measure for portfolio choice and risk management. This was an illustrative quantification as it assumed away several potentially important factors such as transaction costs and suboptimality of the benchmark. However, the results suggest a significant investment value of the new measure. Our contribution to the empirical literature on financial contagion and systemic risk is therefore three-fold. First, this appears to be the first attempt to study contagion, systemic risk and portfolio choice using a distribution-free, copula-based measure that is robust to any form of within-vector dependence, including nonlinear and non-monotone. Second, our estimates of cross-region linkages seem to be first to encompass more than two regions and are therefore closer to what could be viewed as contagion in a global sense. Finally, the paper offers new insights into how robust estimates of systemic risk can translate into better portfolio allocation and risk management decisions. 30



References Bae, K.-H., A. Karolyi, and R. Stulz (2003): “A new approach to measuring financial contagion,” Review of Financial Studies, 16, 717–763. Baglioni, A. and U. Cherubini (2013): “Within and between systemic country risk. Theory and evidence from the sovereign crisis in Europe,” Journal of Economic Dynamics and Control, 37, 1581 – 1597. Billio, M., M. Getmansky, A. W. Lo, and L. Pelizzon (2012): “Econometric measures of connectedness and systemic risk in the finance and insurance sectors,” Journal of Financial Economics, 104, 535 – 559. Blumentritt, T. and F. Schmid (2012): “Mutual information as a measure of multivariate association: analytical properties and statistical estimation,” Journal of Statistical Computation and Simulation, 82, 1257–1274. Bormann, C., J. Schaumburg, and M. Schienle (2016): “Beyond Dimension two: A Test for Higher-Order Tail Risk,” Journal of Financial Econometrics, 14, 552–580. ¨ cher, A. and S. Volgushev (2013): “Empirical and sequential empirical copBu ula processes under serial dependence,” Journal of Multivariate Analysis, 119, 61–70. Buhlmann, P. (1994): “Blockwise Bootstrapped Empirical Process for Stationary Sequences,” The Annals of Statistics, 22, 995–1012. ¨ hlmann, P. and H. R. Ku ¨ nsch (1999): “Block length selection in the bootBu strap for time series,” Computational Statistics & Data Analysis, 31, 295–310. 31



Buraschi, A., P. Porchia, and F. Trojani (2010): “Correlation risk and optimal portfolio choice,” The Journal of Finance, 65, 393–420. Calvo, S. and C. Reinhart (1996): “Capital Flows to Latin America: Is There Evidence of Contagion Effects?” in Private Capital Flows to Emerging Markets, ed. by G. Calvo, M. Goldstein, and E. Hochreiter, Washington, DC: Institute for International Economics. Chiang, M. H. and L. M. Wang (2011): “Volatility contagion: A range-based volatility approach,” Journal of Econometrics, 165, 175–189. Darolles, S. and C. Gourieroux (2015): Contagion Phenomena with Applications in Finance, Elsevier. Dhaene, J., M. Denuit, M. Goovaerts, R. Kaas, and D. Vyncke (2002a): “The concept of comonotonicity in actuarial science and finance: applications,” Insurance: Mathematics and Economics, 31, 133 – 161. ——— (2002b): “The concept of comonotonicity in actuarial science and finance: theory,” Insurance: Mathematics and Economics, 31, 3 – 33. Edwards, S. (1998): “Interest rate volatility, capital controls, and contagion,” Tech. rep., National bureau of economic research. ´, and M. Wegkamp (2004): “Weak converFermanian, J.-D., D. Radulovic gence of empirical copula processes,” Bernoulli, 10, 847–860. Fisher, N. I. and P. K. Sen (1994): The collected works of Wassily Hoeffding, Springer New York.



32



Forbes, K. and R. Rigobon (2001): Measuring Contagion: Conceptual and Empirical Issues, Boston, MA: Springer US, 43–66. Forbes, K. J. and R. Rigobon (2002): “No Contagion, Only Interdependence: Measuring Stock Market Comovements,” The Journal of Finance, 57, 2223–2261. Gaenssler, P. and W. Stute (1987): Seminar on empirical processes, vol. 9 of DMV Seminar, Basel: Birkh¨auser Verlag. Gaißer, S., M. Ruppert, and F. Schmid (2010): “A multivariate version of Hoeffding’s phi-square,” J. Multivariate Anal., 101, 2571–2586. Genest, C., J. Quesada-Molina, and J. Rodriguez-Lallena (1995): De l’impossibilite de construire des lois a marges multidimensionnelles donnees a partir de copules, vol. 320 of Comptes rendus de l’Academie des sciences de Paris Series I, Paris, FRANCE: Elsevier. Golosnoy, V., B. Gribisch, and R. Liesenfeld (2012): “The conditional autoregressive Wishart model for multivariate stock market volatility,” Journal of Econometrics, 167, 211 – 223. Grothe, O., J. Schnieders, and J. Segers (2014): “Measuring association and dependence between random vectors,” Journal of Multivariate Analysis, 123, 96 – 110. Hall, P., J. L. Horowitz, and B.-Y. Jing (1995): “On blocking rules for the bootstrap with dependent data,” Biometrika, 82, 561–574. Hoeffding, W. (1940): “Masstabinvariante Korrelationstheorie,” in Schrift. Math. Seminars, Inst. Angew. Math. Univ. Berlin 5, vol. 3, 181–233. 33



Huang, X., H. Zhou, and H. Zhu (2009): “A framework for assessing the systemic risk of major financial institutions,” Journal of Banking & Finance, 33, 2036 – 2049. Ibragimov, R., D. Jaffee, and J. Walden (2011): “Diversification disasters,” Journal of Financial Economics, 99, 333–348. Ibragimov, R. and A. Prokhorov (2017): Heavy Tails and Copulas: Topics in Dependence Modelling in Economics and Finance, Imperial College Press and World Scientific Publishing. Jensen, M. C. (1968): “The performance of mutual funds in the period 1945–1964,” The Journal of finance, 23, 389–416. Joe, H. (1987): “Majorization, randomness and dependence for multivariate distributions,” Annals of Probability, 15, 1217–1225. ——— (1989): “Relative entropy measures of multivariate dependence,” Journal of the American Statistical Association, 84, 157–164. ——— (1997): Multivariate models and dependence concepts, vol. 73, London: Chapman and Hall. ——— (2015): Dependence Modeling with Copulas, CRC Press. Kendall, M. G. (1938): “A new measure of rank correlation,” Biometrika, 30, 81–93. King, M. A. and S. Wadhwani (1990): “Transmission of Volatility between Stock Markets,” The Review of Financial Studies, 3, 5–33.



34



Kojadinovic, I. and M. Holmes (2009): “Tests of independence among continuous random vectors based on Cram´ervon Mises functionals of the empirical copula process,” Journal of Multivariate Analysis, 100, 1137–1154. Kunsch, H. R. (1989): “The jackknife and the bootstrap for general stationary observations,” The Annals of Statistics, 1217–1241. Lahiri, S. N. (1999): “Theoretical Comparisons of Block Bootstrap Methods,” The Annals of Statistics, 27, 386–404. Lee, S. B. and K. J. Kim (1993): “Does the October 1987 crash strengthen the co-movements among national stock markets,” Review of Financial Economics, 3, 89–102. Liu, R. Y. and K. Singh (1992): “Moving blocks jackknife and bootstrap capture weak dependence,” Exploring the limits of bootstrap, 225, 248. Modigliani, F. and L. Modigliani (1997): “Risk-adjusted performance,” The Journal of Portfolio Management, 23, 45–54. Nelsen, R. (2006): “An introduction to copulas,” Springer. Pearson (1894): “Contribution in the theory of evolution, XIII: On the theory of contingency and its relation to association and normal correlation,” Drapers’ Company Research Memoirs, Biometric Series 1. Pianeti, R. and R. Giacometti (2015): “Estimating the probability of multiple EU sovereign defaults using CDS and bond data,” Quantitative Finance, 15, 61–78. Puccetti, G. and M. Scarsini (2010): “Multivariate comonotonicity,” Journal of Multivariate Analysis, 101, 291 – 304. 35



Quesada-Molina, J. and J. Rodriguez-Lallena (1994): “Some advances in the study of the compatibility of three bivariate copulas,” Statistical Methods and Applications, 3, 397–417. Rodriguez, J. C. (2007): “Measuring financial contagion: A Copula approach,” Journal of Empirical Finance, 14, 401 – 423. Romano, J. P. (1986): Counterexamples in probability and statistics, CRC Press. ¨ schendorf, L. (1976): “Asymptotic distributions of multivariate rank order Ru statistics.” Annals of Statistics, 4, 912–923. Schmid, F., R. Schmidt, T. Blumentritt, S. Gaiß er, and M. Ruppert (2010): “Copula-based measures of multivariate association,” Berlin, Heidelberg: Springer Berlin Heidelberg, vol. 198 of Lecture Notes in Statistics. Segers, J. (2012): “Asymptotics of empirical copula processes under non-restrictive smoothness assumptions,” Bernoulli, 18, 764–782. Sklar, A. (1959): “Fonctions de repartition a n dimensions et leurs marges,” Publications de l’Institut de Statistique de l’Universite de Paris, 8, 229–231. Spearman, C. (1904): “The proof and measurement of association between two things,” The American Journal of Psychiatry, 15, 72–101. Ullah, A. (1996): “Econometric Methodology, Part I Entropy, divergence and distance measures with econometric applications,” Journal of Statistical Planning and Inference, 49, 137 – 162. Van der Vaart, A. W. and J. A. Wellner (1996): Weak Convergence and Empirical Processes - Springer Series in Statistics, New York: Springer. 36



6



Appendix: Proofs and Bootstrap Procedure



Lemma 1. For some a, b ∈ [0, 1] s.t. b > a, some p > 0, and integer d > 1, let m(a, b, d, p) represent the value of the definite integral b
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where Γ denotes the Gamma function. Proof of Lemma 1 Note that for any u ∈ [0, 1]d , we can expand min(u)p as
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where u[−j] ∈ [0, 1]d−1 denotes the sub-vector of u with its j’th component removed. Applying induction, it is tedious but relatively straightforward to show that for any
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d > 1, by continuing the expansion for d − 1 steps, we can write
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where b{k} = d!/(d − k)! = Γ(d + 1)/Γ(d − k + 1) is the falling factorial (the Pochhammer function), J is the subset of elements of u that have been removed, and s and t are some exponents. The resulting sum of single integrals is then given by d! X
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and the sum of multiple integrals by d−1 d{k} X X k=1 m=1
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b



Z



.. a



ap+k Qk



j=1 (p



b



Z



+ j)



1du2 ..dud−k+1 d−k Y



(b − a)
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(9)



j=2



ap+k Γ(d + 1) (b − a)d−k , Q Γ(d − k + 1) kj=1 (p + j)



which yields the desired result.



(8)



a



(10)



Lemma 2. For some integer d > 1, a ∈ [0, 1]d , and p > 0, let I(a, p) represent the value of the definite integral Z



1



Z



1



..



I(a, p) =



min(u1 , .., ud )p du1 ..dud ,



(11)



ad



a1



where for j ∈ [d], aj denotes the j’th component of a. Then, we can find the value of I(a, p) as



I(a, p) =



j j (k) d−1 X X X d−k Y



j=1 k=1 l=1



! (1 − a[A(d,j,k,l,n)] ) m(a[j] , a[j+1] , k, p)



(12)



n=1



+ m(a[d] , 1, d, p), where for j ∈ [d], a[j] denotes the j’th largest component of a (so that a[1] ≤ a[2] ≤ ... ≤ a[d] ), and the function A : Zd+ → Z+ is defined below. For some j, k ∈ Z+ such that k ≤ j, let [¯jk ] denote the set of k-component combinations of [j], and let [¯jk ](s) denote its s’th element. For example, we have that [¯21 ] = {{1}, {2}}, [¯32 ] = {{1, 2}, {1, 3}, {2, 3}}, and [¯32 ](2) = {1, 3}. Further, define a set J(d, j, k, s) = [d] \ [¯jk ](s), which is a set of components of [d] not in [¯jk ](s), and let J(d, j, k, s, )(n) represent its n’th element. Lastly, for positive integers d, j, k, s, n, the function A is defined as follows: A(d, j, k, s, n) = I(J(d, j, k, s)(n) ∈ [j]))(j + 1)



(13)



+ I(J(d, j, k, s)(n) 6∈ [j])J(d, j, k, s, )(n), where I() is an indicator function as before. Proof of Lemma 2 First, note that for any a ∈ [0, 1]d we can change integration 39



order by arranging u1 , .., ud according to the values of a1 , .., ad as Z



1



1



Z



min(u1 , .., ud )p du1 ..dud



..



I(a, p) = a1



(14)



ad 1



Z =



1



Z



min(u1 , .., ud )p du[1] ..du[d] ,



.. a[1]



(15)



a[d]



where for j ∈ [d], u[j] denotes the variable with j’th lowest integration limit a[j] . Since a[1] ≤ a[2] ≤ .. ≤ a[d] , as a first step, we can write the integral as Z



1



Z



1



min(u1 , .., ud )p du[1] ..du[d]



.. a[1]



(16)



a[d]



Z



a[2]



= a[1]



Z



1



up[1] du[1]



Z



1



Z



Z



a[2]



Z



1



1du[2] .. a[2]



1du[d]



(17)



a[d]



1



min(u1 , .., ud )p du[1] ..du[d]



..



+



1



(18)



a[d]



a[2]



d Y = m(a[1] , a[2] , 1, p) (1 − a[j] )



(19)



j=2



Z



1



Z



1



+



Z



1



min(u1 , .., ud )p du[1] ..du[d] ,



.. a[2]



a[2]



(20)



a[d]



where m() is the function defined in Lemma 1. Continuing with such expansion for d − 1 more steps, we arrive at the final integral in this series which can also be expressed in terms of m() as Z



1



Z



1



.. a[d]



min(u[1] , .., u[d] )p du[1] ..du[d] = m(a[d] , 1, d, p).



(21)



a[d]



Induction will reveal that for 1 ≤ n < d, step n of the expansion yields a total of  Q P 2n −1 new terms of the form m(.) (1−a[.] ). Since 2n −1 = ni=1 ni , the new terms  can be collected in n groups containing ni elements each, for i = 1, .., n. Further 40



induction yields combinations of indexes to be used in m(.) as well as the function A(.) that generates product indexes in every group. Proof of Proposition 1 Expression for the numerator is available directly from Proposition 10 of Kojadinovic and Holmes (2009). For the denominator, we have that kM −



Z



CˆnΠ k22



Z



2



M (u) du − 2



= [0,1]d



[0,1]d



Y



+ [0,1]d



p Y



Cn (u[k] )du



(22)



k=1



!2



p



Z



M (u)



Cn (u[k] )



du.



(23)



k=1



For the first term, using Lemma 2, we have that Z



M (u)2 du = I(0d , 2) =



[0,1]d



2 . (d + 1)(d + 2)



(24)



The last term is the same as that in Proposition 10 of Kojadinovic and Holmes (2009). For the middle term, we have that Z M (u) [0,1]d



p Y



Cn (u[k] )du



(25)



k=1



 bk n X Y 1 = M (u) I(ˆ uij ≤ uj ) du n [0,1]d i=1 j=bk−1 +1 k=1   p bk n n Z Y Y X X 1 M (u) = .. I(ˆ uik j ≤ uj ) du np i =1 i =1 [0,1]d k=1 j=b +1 p Y



Z



p



1
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1 np



n X i1 =1







..



n X



(26)



(27)



k−1



I([ˆ uik[1] 1 , uˆik[2] 2 , .., uˆik[d] d ], 1),



ip =1



where for j ∈ [d], k[j] = k ∈ [p] such that bk−1 + 1 ≤ j ≤ bk . 41



(28)



Proof of Theorem 1. The proof is similar to the one of Theorem 3 in Kojadinovic and Holmes (2009). First, define a map Ψ : `∞ ([0, 1]d ) → {`∞ ([0, 1]d )}2 through 



Ψ(F )(u) = F (u),



p Y



 F (u[k] ) ,



u ∈ [0, 1]d



k=1



and note that Hn =



√



n{Ψ(Cˆn ) − Ψ(C)}.



It follows as in Lemma 2 in Kojadinovic and Holmes (2009) that Ψ is Hadamarddifferentiable at any function F with derivative Ψ0F : `∞ ([0, 1]d ) → {`∞ ([0, 1]d )2 }, defined through Ψ0F (G)(u)







= G(u),



p X



[k]



G(u )



p Y



 0 F (u[k ] ) ,



u ∈ [0, 1]d .



k0 =1 k0 6=k



k=1



Therefore, the assertion of the theorem easily follows from an application of the functional delta method, see Theorem 3.9.6 in Van der Vaart and Wellner (1996), observing that, under the assumptions on the partial derivatives of C, Cn (`∞ ([0, 1]d ), k · k∞ ) from Proposition 3.1 in Segers (2012). ¯ˆ 2n − Φ ¯ 2 = An1 + An2 where Proof of Proposition 2 Decompose Φ n o 1 ˆn − Cˆ Π k2 − kC − C Π k2 k C n 2 2 kM ∨ − C Π k22 ( ) 1 1 = kCˆn − CˆnΠ k22 − kM ∨ − CˆnΠ k22 kM ∨ − C Π k22



An1 = An2
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CC in



Some simple algebra reveals that the expression An1 can be written as kM ∨ − C Π k22 An1 Z = (Cˆn − CˆnΠ )2 − (C − C Π )2 dλ Z Z Π Π 2 = (Cˆn − Cˆn − C + C ) dλ + 2 (C − C Π )(Cˆn − CˆnΠ − C + C Π ) dλ Z 1 2 Π 2 = kCn − Cn k2 + √ (C − C Π )(Cn − CΠ n ) dλ n n Regarding An2 , we have An2 kM ∨ − C Π k22 − kM ∨ − CˆnΠ k22 = , kCˆn − CˆnΠ k22 kM ∨ − CˆnΠ k22 kM ∨ − C Π k22 and the numerator on the right-hand side can be further simplified to ∨



kM −



C Π k22



1 − kM − CˆnΠ k22 = √ n ∨



Z



∨ Π ˆΠ CΠ n (2M − C − Cn ) dλ.



Assembling terms, we have   Z 1 2 1 Π 2 Π Π kCn − Cn k2 + √ (C − C )(Cn − Cn ) dλ kM ∨ − C Π k22 n n   Z kCˆn − CˆnΠ k22 1 Π ∨ Π Π √ + Cn (2M − C − Cˆn ) dλ . n kM ∨ − CˆnΠ k22 kM ∨ − C Π k22



ˆ¯ 2 − Φ ¯2 = Φ n



¯ 2 6= 0, i.e., for C 6= C Π , by Theorem 1. This readily implies the assertion for Φ ¯ 2 = 0 and hence C = C Π , then Moreover, if Φ 2 nkCˆn − CˆnΠ k22 = kCn − CΠ n k2 = OP (1),
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which implies the second assertion. Block bootstrap procedure As we show in Section 3.2, asymptotic variance of the statistic depends on the true copula C and its partial derivatives, which in practice are often unknown. Neverthe¯ 2 using bootstrap, less, it is relatively straightforward to obtain standard errors for Φ and we outline the steps to carry out such estimation here. We use the moving blockbootstrap of Kunsch (1989) and Liu and Singh (1992), and the reader is referred to Buhlmann (1994) for an investigation of its statistical properties, to Lahiri (1999) for theoretical comparisons with other bootstrap methods, and to Hall et al. (1995) and B¨ uhlmann and K¨ unsch (1999) for a discussion on the choice of optimal block size. 1. For a sample X(1) , .., X(n) define blocks of size l < n consisting of consecutive observations of X as Bs,l = X(s+1) , .., X(s+l) , s = 0, .., n − l.



(29)



We assume that n/l = κ, where κ is an integer that is the total number of overlapping blocks. Last block may be shortened if that is not the case. 2. Sample with replacement a total of κ blocks from {B1,l , .., Bn−l,l }. That is, letting S1 , .., Sk be uniformly distributed on {0, .., n − l}, construct a sequence BS1 ,l , .., BSk ,l = X(S1 +1) , .., X(S1 +l) , ..., X(Sl +1) , .., X(n) that is the bootstrap sample. ˆ¯ 2,B denote such estimate. ¯ 2 using the boostrap sample and let Φ 3. Estimate Φ
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4. Repeat the steps above a total of K times and collect resulting bootstrap ¯ˆ 2,B , for j = 1, .., K, where K is sufficiently large. estimates Φ j



ˆ¯ 2 as 5. Estimate the bootstrap standard error of Φ ˆ¯ 2,B − Φ ˜¯ 2,B ]2 j=1 [Φj K −1



PK σ ˆB =



¯˜ 2,B is the mean of Φ ¯ˆ 2,B ’s. where Φ j
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Figure 1: Approximate values of multivariate Φ2 and vector Φ2 for selected multivariate copula families obtained using Monte-Carlo integration.
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Figure 2: Normalized monthly closing values of leading global stock market indexes.
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Figure 3: Estimates of systemic, bank sector, and public sector risks for Northern, Southern, and All Europe, using bank and sovereign default intensities of Baglioni and Cherubini (2013) for eight European countries, daily observations, 2007 - 2012. 48



Systemic Risk Strategy Performance Strategy Benchmark



100



90



80



70



60



50



40 2008



2009



2010



2011



2012



Figure 4: Cumulative return profiles to a trading strategy based on estimates of systemic risk and equally-weighted benchmark.
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¯2 Multivariate Φ2 Vector Φ Full sample, 2004 - 2014 North America - Europe 0.5163 (0.051) 0.3814 (0.056) North America - South America 0.1971 (0.048) 0.1091 (0.039) North America - Asia 0.2168 (0.051) 0.1287 (0.042) South America - Europe 0.2307 (0.049) 0.1263 (0.041) South America - Asia 0.1517 (0.043) 0.0892 (0.033) Europe - Asia 0.2594 (0.051) 0.1439 (0.042) Pre-crisis, 2004 - 2007 North America - Europe 0.4110 (0.072) 0.2943 (0.079) North America - South America 0.1717 (0.045) 0.1077 (0.041) North America - Asia 0.1277 (0.051) 0.0819 (0.043) South America - Europe 0.1591 (0.045) 0.0855 (0.039) South America - Asia 0.0632 (0.022) 0.0396 (0.019) Europe - Asia 0.0888 (0.038) 0.0438 (0.031) Crisis, 2007-2009 North America - Europe 0.4759 (0.095) 0.6006 (0.212) North America - South America 0.3096 (0.104) 0.3693 (0.281) North America - Asia 0.2282 (0.099) 0.2201 (0.211) South America - Europe 0.4331 (0.091) 0.6108 (0.258) South America - Asia 0.4005 (0.091) 0.5331 (0.274) Europe - Asia 0.3974 (0.082) 0.4891 (0.194) Post-crisis, 2009-2014 North America - Europe 0.4615 (0.061) 0.3308 (0.071) North America - South America 0.1477 (0.057) 0.0747 (0.051) North America - Asia 0.1990 (0.050) 0.1189 (0.046) South America - Europe 0.1823 (0.060) 0.0954 (0.052) South America - Asia 0.1175 (0.041) 0.0667 (0.030) Europe - Asia 0.2706 (0.063) 0.1691 (0.063)



Difference -0.1349 -0.0880 -0.0881 -0.1044 -0.0625 -0.1155



(0.009) (0.011) (0.011) (0.012) (0.011) (0.011)



-0.1167 -0.0640 -0.0458 -0.0736 -0.0236 -0.0450



(0.020) (0.012) (0.012) (0.012) (0.006) (0.012)



0.1247 (0.143) 0.0597 (0.198) -0.0081 (0.129) 0.1777 (0.193) 0.1326 (0.213) 0.0917 (0.134) -0.1307 -0.0730 -0.0801 -0.0867 -0.0508 -0.1085



(0.019) (0.014) (0.012) (0.016) (0.013) (0.012)



Table 1: Measures of global market linkages, 2004 - 2014. Numbers in parentheses represent bootstrap standard errors.
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North America - Europe North America - South America North America - Asia South America - Europe South America - Asia Europe - Asia



Multivariate Φ2 Hypothesis 1: Hypothesis 2: Contagion Abatement 0.5152 0.3535 0.2121 0.2424 0.2323 0.4949 0.0202 0.1010 0.0010 0.0505 0.0202 0.3232



Vector Φ2 Hypothesis 1 Hypothesis 2 Contagion Abatement 0.0606 0.1212 0.0808 0.0202 0.1111 0.1212 0.0101 0.0101 0.0010 0.0010 0.0010 0.0404



Table 2: Bootstrap p-values for tests of significance of unconditional contagion effects.
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North America - Europe North America - South America North America - Asia South America - Europe South America - Asia Europe - Asia



Multivariate Φ2 Hypothesis 1: Hypothesis 2: Contagion Abatement 0.6667 0.6531 0.1111 0.1327 0.0808 0.3265 0.0001 0.1224 0.0001 0.0511 0.0001 0.2755



Vector Φ2 Hypothesis 1 Hypothesis 2 Contagion Abatement 0.1414 0.1122 0.0101 0.0001 0.0001 0.0408 0.0001 0.0001 0.0001 0.0102 0.0001 0.0001



Table 3: Bootstrap p-values for tests of significance of conditional contagion effects.
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Country Stock Market Index United Kingdom FTSE 100 Index France CAC 40 Index Germany Composite DAX Index Spain IBEX 35 Index Greece Athens Stock Exchange General Index Italy FTSE MIB INDEX Netherlands Amsterdam AEX - Index Portugal PSI 20 Index Table 4: Investment universe for a real-time systemic risk trading strategy.
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Cumulative Return Annualized Standard Deviation Maximum Drawdown Annualized CAPM Alpha Annualized MM Alpha 95% Value-at-Risk



Strategy Benchmark −21.13% −42.79% 14.47% 25.69% −40.87% −57.4% 1.97%(0.07%) 4.17%(0.14%) −1.36%(0.005%) −2.56%(0.003%)



Table 5: Performance statistics for a real-time systemic risk trading strategy and equally-weighted market benchmark, January 2008 - August 2013 (standard errors in parenthesis).
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