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A new method of spectral decomposition of covariance matrix in mixed effects models and its applications WU Mixia & WANG Songgui College of Applied Sciences, Beijing University of Technology, Beijing 100022, China Correspondence should be addressed to Wang Songgui (email: [email protected]) Received April 23, 2004



Abstract For the mixed effects models with balanced data, a new ordering of design matrices of random effects is defined, and then a simple formula of the spectral decomposition of covariance matrix is obtained. To compare with the two methods in literature, the decomposition can not only give the actual number of all distinct eigenvalues and their expression, but also show clearly the relationship between the design matrices of random effects and the decomposition. These results can be applied to the problems for testifying the analysis of the variance estimate being a minimum variance unbiased under all random effects models and some mixed effects models with balanced data, for finding the explicit solution of maximum likelihood equations for the general mixed effects model and for showing the relationship between the spectral decomposition estimate and the analysis of variance estimate. Keywords: mixed effects model, spectral decomposition, analysis of variance estimate, maximum likelihood estimate. DOI: 10.1360/04ys0094



1 Introduction The general linear mixed model is given by k X y = Xβ + Ui ξi + e,



(1.1)



i=1



where y is an n × 1 vector of observations, β is a fixed effect, X is a known n × p matrix, ξi is a random effect, and Ui is a known n × ti design matrix, e is the error. We assume that ξi ∼ (0, σi2 Iti ), i = 1, · · · , k, e ∼ (0, σe2 In ), and ξ1 , · · · , ξk and e are mutually irrelevant, where the notation u ∼ (0, V ) stands for the random vector u with mean zero 2 and covariance matrix V . Denote Uk+1 = In , ξk+1 = e, σk+1 = σe2 , the covariance matrix of y is k+1 X 4 Cov(y) = σi2 Ui Ui0 = V (σ 2 ), (1.2) i=1



2 where σ 2 = (σ12 , · · · , σk2 , σk+1 )0 . The parameter space of σ 2 is defined to be
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When the data have equal numbers of observations in the subclasses (i.e. balanced data), each Ui of ( 1.2) can be expressed as a Kronecker product of identity matrix I a and vector 1b = (1, · · · , 1)0 . Define 10b = Ib , then



U i = 1 ip ⊗ · · · ⊗ 1 i1 ,



i = 1, · · · , k + 1,



(1.3)



where ⊗ denotes the Kronecker product, p − 1 is the number of random main effect factors(crossed and / or nested ) in the model (1.1), the values of ip , · · · , i1 are determined by what the factor (represented by ξi ) is, and every index il takes only the values 0 or 1. Thus each Ui is uniquely determined by a binary vector (ip , · · · , i1 ), denote Ui ←→ (ip , · · · , i1 ), here (ip , · · · , i1 ) is called the index vector of Ui . Noting that A⊗1 = 1⊗A, without loss of generality, we requires each subscript nl > 1 in (1.3). Define Jb = 1b 10b , (Jb )0 = Ib , then (1.2) can be expressed as



V (σ 2 ) =



k+1 X



σi2 (Jnipp ⊗ · · · ⊗ Jni11 ).



(1.4)



i=1



0 In particular, Uk+1 Uk+1 = In = Inp ⊗ · · · ⊗ In1 , where n =



Qp



i=1



nl .



This paper mainly considers the method on spectral decomposition of V (σ 2 ). The study on spectral decomposition of V (σ 2 ) rises in deducing expressions of V (σ 2 )−1 and |V (σ 2 )|, which are necessary in maximum likelihood(ML) procedures under normality assumptions. Now, there have been two methods[1,2] to decompose spectrally matrices in literature: one is derived by Smith and Hoking[1] from the form of spectral decomposition under random effect models of complete design, by setting the corresponding variance components zeros when some random effects are excluded in the model (1.1); the other is provided by Searle and Henderson[2], who firstly rewrite V (σ 2 ) P j as θjp ,···,j1 (Jnpp ⊗ · · · ⊗ Jnj11 ), where (jp , · · · , j1 ) take all 2p binary vectors from (0, 0, · · · , 0) to (1, 1, · · · , 1), that is, to add 2p − k − 1 (usually bigger) θjp ,···,j1 = 0 into covariance matrix V (σ 2 ) and bring us the general formula of spectral decomposition for balanced data mixed effects models. Following the two results, the spectral decomposition of covariance matrix is widely applied to other aspects of statistics, such as, Khuri [3] solves the problem of partitioning total sum of squares under mixed effects model of analysis of variance(ANOVA); Wang and Yin[4] construct a new estimate of parameters , the spectral docomposition (SD) estimate. However, both methods can not show the actual number of distinct eigenvalues of V (σ 2 ), which are usually less than 2p−1 and 2p , the numbers of terms included in the spectral decomposition provided in refs. [1,2], respectively. That makes inconvenient to discuss the properties of many estimates, in fact, Graybill, Hultquist[5] and Szatroski[6] own the existence of ANOVA estimate in random effects models and the existence of the explicit solution of ML equations to the number of distinct eigenvalues of V (σ 2 ). In this paper, we note the fact that the indexes (ip , · · · , i1 ) in (1.4) are not arbitrary k + 1 binary vectors from (0, 0, · · · , 0) to (1, 1, · · · , 1), which often satisfy some design Copyright by Science in China Press 2005
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limits in many cases. Using the design information, we first define a new ordering on design matrices {U1 , · · · , Uk+1 } in Section 2, and present a new method to produce the spectral decomposition of V (σ 2 ), which answers the above questions: the actual number of all distinct eigenvalues of V (σ 2 ) and the relationship between design matrices of random effects and the decomposition, and provide a very useful tool for studying properties of ANOVA estimate, ML estimate and SD estimate. In Section 3, we rethink the construction of SD estimate and testify the equality of SD estimate and ANOVA estimate under some cases. In Section 4, we prove that the ANOVA estimate of variance components is minimum variance unbiased under all random effects model and some mixed effects models with balanced data. In Section 5, we apply the decomposition to simplifying ML equation, and give the conditions for existence of explicit ML solutions and obtain the explicit solutions (if they exist) for the general mixed effects model, which improve the result of Szatroski[6] . 2 New ordering and spectral decomposition Let PA = A(A0 A)− A0 , which is the orthogonal projection onto M(A), the range of A. By (1.3), it has PUi = Ui Ui0 /ci = J¯nipp ⊗ J¯nip−1 ⊗ · · · ⊗ J¯ni11 , p−1 Qp where ci = l=1 nill , and J¯a = Ja /a. So (1.4) can be rewritten as



V (σ 2 ) =



k+1 X



ci σi2 PUi .



(2.1)



i=1



Noting that



PUi PUj = J¯ntpp ⊗ J¯ntp−1 ⊗ · · · ⊗ J¯nt11 = PUj PUi , p−1



(2.2)



where tl = max(il , jl ), l = 1, · · · , p. Hence PUi , · · · , PUk+1 can be commuted, and if each tl = 1, then PUi PUj = J¯np ⊗ · · · ⊗ J¯n1 = J¯n , Qp here n = l=1 nl . For notational convenience, we denote PU0 = J¯n , and U0 = 1n . Obviously, we have PU0 PUi = PU0 and U0 ←→ (1, 1, · · · , 1). We define a new ordering ’≺’ on the set {U0 , U1 , · · · , Uk+1 }.



Definition 2.1. Ui ≺ Uj , 0 6 i, j 6 (k + 1), if and only if one of the following conditions holds: Pp Pp (1) l=1 il > l=1 j l , Pp Pp (2) l=1 il = l=1 j l , and there exists a positive integer m (m < p) such that p p p p X X X X il > j l, il = j l (k > m). l=m



l=m



l=k



l=k



The order ’≺’ is called the index ordering. It is easy to testify that the case (2) is equivalent to the binary data (ip · · · i1 ) > (jp · · · j1 ). www.scichina.com
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Index vectors (ip , · · · , i1 ), i = 0, · · · , k + 1, are k + 2 distinct binary vectors from (0, 0, · · · , 0) to (1, 1, · · · , 1), thus U0 , U1 , · · · , Uk+1 can be ordered by index ordering as U0 ≺ U(1) ≺ · · · ≺ U(k) ≺ Uk+1 , which, in fact, is consistent with customary order of the corresponding total mean value. For random effects ξ(1) , · · · , ξ(k) and error ξk+1 , we used to first consider the mean value, the main effects of random factors, then the crossed and / or the nested( hierarchal), and at last, the error. For example, the two-way crossed classification random effect model (with interaction):



yij k = µ + αi + βj + γij + eij k ,



i = 1, · · · , a, j = 1, · · · , b, k = 1, · · · , c, (2.3)



the corresponding design matrices of random effects α, β, γ and the error e are



U1 = I a ⊗ 1 b ⊗ 1 c ,



U2 = 1a ⊗ Ib ⊗ 1c ,



U3 = I a ⊗ I b ⊗ 1 c ,



U4 = Ia ⊗ Ib ⊗ Ic ,



respectively. It is easy to verify that 1abc = U0 ≺ U1 ≺ U2 ≺ U3 ≺ U4 . Index ordering ensures that for any i 6= j , if



M(Ui ) ⊂ M(Uj ), then Ui ≺ Uj . For notational convenience, we still denote U(i) by Ui . In what follows we assume that U0 ≺ U1 ≺ · · · ≺ Uk+1 . Similar to the idea of Henderson’s method III, we construct a set of symmetric idempotent matrices M0 = PU = J¯n , M1 = PU − PU , 0



1



0



(2.4) Mi = P(U1 :···:Ui−1 :Ui ) − P(U1 :···:Ui−1 ) , 2 6 i 6 k + 1. Pk+1 Obviously, it has Mi Mj = 0 (i 6= j), and i=0 Mi = In . Thus {M0 , M1 , · · · , Mk+1 } is a complete set of orthogonal projections[7]. Lemma 2.1.



For any matrices An×a and Bn×b , if PA and PB are commuted, then



(1) P(A:B) − PA = PB − PB PA , (2) Q(A:B) = QA QB = QB QA , where QA = I − PA , is the orthogonal projection onto M(A)⊥ , the orthogonal complement of M(A). We can find the proof of (1) in ref. [8], and that of (2) is the straightforward result of (1). Lemma 2.2. (1) Mi 6= 0, for any i, (2) Mi = Q(U1 :···:Ui−1 ) PUi = (



Qi−1



j=1



QUj )PUi ,



i = 2, · · · , k + 1.



Proof. (1) Suppose that there exists some Mq = 0. Then the subscript q > 0 since M0 = J¯ 6= 0. By (2.4), Mq = 0 is equivalent to



M(Uq ) ⊂ M(U1 : · · · : Uq−1 ). Copyright by Science in China Press 2005
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Pp Denote l=1 ql = d, where (qp , · · · , q1 ) ←→ Uq . Since every ql takes only the value of 0 or 1, there are only d indices taken 1 among the indices qp , · · · , q1 . Without loss of generality, we assume that (qp , · · · , qd+1 , qd · · · , q1 ) = (0, · · · , 0, 1, · · · , 1), thus PUq = Inp ⊗ · · · ⊗ Ind+1 ⊗ J¯nd ⊗ · · · ⊗ J¯n1 . Let



Nq = (Inp − J¯np ) ⊗ · · · ⊗ (Ind+1 − J¯nd+1 ) ⊗ J¯nd ⊗ · · · ⊗ J¯n1 , it is clear that Nq 6= 0 and M(Nq ) ⊂ M(Uq ). However, by Definition 2.1, the order U1 ≺ · · · ≺ Uk+1 implies that each Ui (i < q) has at least one id+ai = 1 among indices i ip , · · · , id+1 , that is Ui = 1npp ⊗ · · · ⊗ 1nd+ai ⊗ · · · ⊗ 1ind+1 ⊗ · · · ⊗ 1in11 , from which we d+1 ⊥ have Nq Ui = 0, thus M(Nq ) ⊂ M(U1 : · · · : Uq−1 ) , this fact contradicts (2.5). (1) is proved. (2) When i = 2 we can directly obtain M2 = QU1 PU2 and Q(U1 :U2 ) = QU1 QU2 by using Lemma 2.1. We assume that



Mi = Q(U1 :···:Ui−1 ) PUi =



i−1 Y



!



Q Uj P Ui



j=1



(2.6)



for any i 6 m, (2 < m 6 k + 1). It follows from the definition of M i and (2.6) that



Q(U1 :···:Ui−1 :Ui ) = Q(U1 :···:Ui−1 ) − Mi =



i Y



Q Uj .



(2.7)



j=1



Using the commutativity of PUj ’s, we can conclude that P(U1 :···:Um−1 :Um ) and P(Um+1 ) are commuted. By Lemma 2.1 and (2.7), we obtain ! m Y Mm+1 = Q(U1 :···:Um ) PUm+1 = QUj PUm+1 , (2.8) j=1



By the inductive assumption, (2) is proved for any 2 6 i 6 k + 1. The proof of Lemma 2.2 is completed.



Remark 2.1. In practical computation of Mi , we may use the form Mi = (I −PU1 − Pi−1 j=2 Mj )PUi , which is easily deduced from (2.7) . Remark 2.2. Since PUi PU0 = PU0 , for i = 1, · · · , k + 1, we have M1 = PU1 − PU0 = QU0 PU1 and QUi QU0 = QUi , Mi can also be rewritten as ! i−1 Y Mi = QUj PUi , for 1 6 i 6 k + 1. (2.9) j=0



As a supplement of Lemma 2.2, Remark 2.2 will be very useful in the following proof of Theorem 2.1. Theorem 2.1.



If D0 = {PU0 , PU1 , · · · , PUk+1 } is closed under a matrix product, that www.scichina.com
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is, PUi PUj ∈ D0 , 0 6 i, j 6 k + 1, then the spectral decomposition of V (σ 2 ) is given by 2



V (σ ) =



k+1 X



λi Mi ,



(2.10)



i=0



where Mi has been defined in (2.4), λi , i = 0, · · · , k + 1 are k + 2 (possible) distinct eigenvalues of V (σ 2 ), and



λ0 =



k+1 X



ci σi2 ,



λi =



i=1



k+1 X



cj σj2 Ij(i) ,



i = 1, · · · , k + 1,



(2.11)



j=i



with the multiplicity ri = tr(Mi ), where ( 1, if PUi PUj = PUi , Ij(i) = 0, otherwise.



(2.12)



Proof. From the fact that PUj M0 = PUj PU0 = PU0 , we can directly obtain Pk+1 2 2 2 V (σ )M0 = λ0 M0 , where λ0 = i=1 ci σi , which is an eigenvalue of V (σ ), with the multiplicity tr(M0 ) = 1. Since M0 , M1 , M2 , · · · , Mk+1 are mutually orthogonal and Pk+1 i=0 Mi = I, now we need only to verify the following equalities



V (σ 2 )Mi = λi Mi ,



i = 1, · · · , k + 1,



Mi PUj = 0 or Mi ,



1 6 i, j 6 k + 1.



which is equivalent to



For any i (1 6 i 6 k + 1), if j < i, then Mi PUj = 0 by (2.4). In what follows we Qi−1 consider only the case j > i. By Lemma 2.2, Mi PUj = m=0 QUm PUi PUj , since D is closed under a matrix product, there exists PUa ∈ D such that PUi PUj = PUa . Denote al = max(il , j l ) > il , for l = 1, · · · , p. According to (2.2), Ua ←→ (ap · · · a1 ). It Pp Pp is clear that l=1 al > = al , that l=1 il , and the equation holds if and only if all il P p is, U = Ui , which means Mi PUj = Mi . If the equation does hold, that is l=1 al > Pp a l=1 il , hence Ua ≺ Ui . By the ordering U0 ≺ U1 ≺ · · · ≺ Uk+1 and the commutativity of QUj ’s, we obtain i−1 i−1   Y  Y  a−1 Y M i P Uj = Q Um P Ua = Q Um QUm QUa PUa = 0. m=0



m=0



m=a+1



Summarizing the above results gives



P Uj M i = M i P Uj =



(



Mi Ij (i) , 0,



if j > i,



otherwise.



(2.13)



thus 2



V (σ )Mi =



( k+1 X



cj σj2



j=i



)



Ij(i) Mi =λi Mi ,



i = 1, · · · , k + 1,



(2.14)



which implies that each λi is an eigenvalue of V (σ 2 ) with the multiplicities ri = tr(Mi ). Denote Copyright by Science in China Press 2005
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λ = (λ1 , · · · , λk+1 ) ,







c1 h12 · · · h1(k+1) c2



  H=  



· · · h2(k+1) .. .. . . ck+1



1457







  ,  



where hij = cj Ij (i) . Clearly, H is an upper triangular matrix, (2.11) can be rewritten as



λ = Hσ 2 ,



λ0 = c0 σ 2 ,



(2.15)



where c = (c1 , · · · , ck+1 ). Noting that hii = ci 6= 0, so H is invertible, and λ1 , · · · , λk+1 are distinct, and λ0 may be equal to only λ1 . The proof of Theorem 2.1 is completed. Remark 2.3. Mi :



By Remark 2.1 and (2.13), we have another simpler way to calculate



M i = Q U0 −



i−1 X



Ii(j) Mj .



i=1



Remark 2.4.



Denote λ0 = λ1 if and only if PU1 PUi = PU1 (2 6 i 6 k + 1). Pk+1 Pk+1 It is straightforward results of λ0 = i=1 ci σi2 and λ1 = i=1 ci σi2 Ii(1) . Denote



D = {PU1 , · · · , PUk+1 },



it is easily verified that D0 being closed under a matrix product and λ0 = λ1 is equivalent to D being closed under a matrix product. Thus we have the following corollaries. Corollary 2.1. If D is closed under a matrix product, then V (σ 2 ) has only k + 1 distinct eigenvalues, and its spectral decomposition is k+1 X 2 V (σ ) = λ i M i + λ 1 P U1 , (2.16) i=2



where λ1 , · · · , λk+1 are the same as those in Theorem 2.1, and the corresponding multiplicity are r1 + 1, r2 , · · · , rk+1 . Corollary 2.2. Under the assumption of Theorem 2.1, then the inverse and determi2 nant of V (σ ) are given by, respectively, k+1 X 1 1 V (σ 2 )−1 = M i + P U0 , (2.17) λ λ i 0 i=1 2



|V (σ )| = λ0



k+1 Y



λri i .



(2.18)



i=1



Most of the balanced data models used commonly satisfy the assumption of Theorem 2.1, for example, the general random effect models, the mixed effects models whose random terms are the same as those of general random effect models, and the mixed effects models without interacting effects between any two random factors and the same fixed factor. www.scichina.com
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Example 2.1. tion) is



The two-way crossed classification random effect model (with interac-



yij k =µ + αi + βj + γij + eij k , i =1, · · · , a, j = 1, · · · , b, k = 1, · · · , c. In (2.3), we have given the assumption on αi , βj , γij and eij k , here p = 3, n3 = a, n2 = b, n1 = c, n = abc. It is easy to verify that PU1 = Ia ⊗ J¯b ⊗ J¯c , PU2 = J¯a ⊗ Ib ⊗ J¯c , PU3 = Ia ⊗ Ib ⊗ J¯c , PU4 = In , and



M1 = PU1 − J¯n = (Ia − J¯a ) ⊗ J¯b ⊗ J¯c , M2 = (I − PU1 )PU2 = J¯a ⊗ (Ib − J¯b ) ⊗ J¯c , M3 = (I − M2 − PU1 )PU3 = (Ia − J¯a ) ⊗ (Ib − J¯b ) ⊗ J¯c , M4 = I − M3 − M2 − PU1 = Ia ⊗ J¯b ⊗ (Ic − J¯c ). Since



PU1 PU2 = J¯n = PU0 ,



P U1 P U3 = P U1 ,



P U2 P U3 = P U2 ,



the assumption of Theorem 2.1 holds. By Theorem 2.1, all distinct eigenvalues of V (σ 2 ) are



λ0 =b c σα2 + a c σβ2 + c σγ2 + σe2 , λ1 =b c σα2 + c σγ2 + σe2 , λ2 =a c σβ2 + c σγ2 + σe2 , λ3 =c σγ2 + σe2 , λ4 =σe2 ,



(2.19)



and their multiplicities are 1, r1 = (a − 1), r2 = (b − 1), r3 = (a − 1)(b − 1), r4 = ab(c − 1), respectively. The spectral decomposition of V (σ 2 ) is



V (σ 2 ) =



4 X



λi Mi + λ0 J¯N .



i=1



By Corollary 2.1, its inverse and determinant are, respectively, 4 X 1 1 V (σ 2 )−1 = Mi + J¯N , λi λ0 i=1 and



2



|V (σ )| = λ0



4 Y



λ i ri .



i=1



Compared with those of Smith and Hocking[1], and Searle and Henderson[2], the algorithm of Theorem 2.1 is simpler and easier to testify the property of y¯ and y 0 Mi y, as partition of the sum of squares y 0 y , which will be considered in detail in Section 4. Copyright by Science in China Press 2005
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Remark 2.5. Theorem 2.1 can be extended to more general case. Suppose that D is not closed under matrix product. Let



Dm = {PU1 , · · · , PUk , PUk+1 , · · · , PUk+m }



(2.20)



be the minimal closed set including D. Then V (σ ) has only k + m distinct eigenvalues. order all elements of Dm by index ordering ≺ as PU(1) ≺ · · · ≺ PU(k) ≺ PU(k+1) ≺ · · · ≺ PU(k+m) , and denote 2







Mi = P(U(1) ,U(2) ,···,U(i) ) − P(U(1) ,U(2) ,···,U(i−1) ) , i = 1, 2, · · · , k + m, then the spectral decomposition of V (σ 2 ) is



V (σ 2 ) =



k+m X



λi Mi ,



(2.21)



i=1



where λi = V (σ 2 ), here



Pk+1 j=1



cj σj2 Ij(i) (i = 1, 2, · · · , k + m) are k + m distinct eigenvalues of Ij(i) =



(



1,



if PU(i) PUj = PU(i) ,



0,



otherwise.



(2.22)



The proof is similar to that of Theorem 2.1. 3 Some properties of SD estimate The SD estimate is presented by Wang and Yin[4] based on the result of the spectral decomposition[2] of V (σ 2 ). The first step of constructing SD estimate is to incorporate the projective matrices with the same eigenvalues in the spectral decomposition. Since the statistical meanning of these projective matrices is still unclear, it is difficult to study more properties of SD estimate. There are few results on SD estimate in literature besides refs. [9] wherein the case of model with only one random effect is considered. In this section, we will apply Theorem 2.1 to construction of SD estimate, and give the conditions for equality of SD estimate and ANOVA estimate. If the assumption of Theorem 2.1 holds, then the spectral models are



Mi y = Mi Xβ + εi ,



εi ∼ (0, λi Mi ),



i = 1, · · · , k + 1,



(3.1)



which is obtained by pre-multiplying (1.1) by Mi . Obviously, these models are general linear models and by the unified theory of least square[10] , the unbiased estimates of any estimable function c0 β and λi , i = 1, · · · , k + 1 are c0 β˜(i) =c0 (X 0 Mi X)− X 0 Mi y,   . ˆ i =y 0 Mi − Mi X(X 0 Mi X)− XMi y mi , λ



i = 1, · · · , k + 1,



where mi = ri − rk(Mi X). Together with (2.14), we have ˆ σ ˜ 2 = H −1 λ,



(3.2)



(3.3)



and c0 β˜(i) and σ ˜ 2 are the SD estimates of c0 β and σ 2 , respectively . www.scichina.com
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If λ0 = λ1 , then the first model in (3.1) becomes



PU1 y = PU1 Xβ + ε1 ,



ε1 ∼ (0, λ1 PU1 ),



and the corresponding SD estimate of λ1 becomes   . ˆ 1 = y 0 PU − PU X(X 0 PU X)− XPU y (r1 + 1 − rk(PU X)). λ 1 1 1 1 1



(3.4) (3.5)



ˆ 1 in (3.3) with (3.5), we obtain the SD estimate in the case of D being closed Replace λ under a matrix product. It is easily verified that if 1 ∈ M(X), then (3.5) is equivalent to   . ˆ 1 = y 0 M1 − M1 X(X 0 M1 X)− XM1 y m1 . λ



Thus the SD is the solution of (3.3) if 1 ∈ M(X).



Theorem 3.1. Under the model (1.1), if D0 is closed on a matrix product and 1 ∈ M(X), and PX and each PUi can be commuted, then the SD estimate σ ˜ 2 is equal to ANOVA estimate σ ˆ2. Proof. By Henderson III method, the ANOVA estimate of σ 2 is the solution of the following equations: ai = y 0 Ni y, i = 1, · · · , k + 1, (3.6) where



Ni = P(X:U1 :···:Ui ) − P(X:U1 :···:Ui−1 ) ,



i = 2, · · · , k + 1,



and ai = E(y 0 Ni y), N1 = P(X:U1 ) − PX . By Lemma 2.1, we have



P(U1 :···:Ui ) = I −



i Y



Q Uj ,



j=1



together with the communitivity of PX and each PUi , we can testify that PX and P(U1 :···:Ui ) (1 6 i 6 k + 1) can be commuted, P(X:U1 :···:Ui ) = PX + QX P(U1 :···:Ui ) , and     Ni = PX + QX P(U1 :···:Ui ) − PX + QX P(U1 :···:Ui−1 ) = QX Mi ,



i = 2, · · · , k + 1.



(3.7)



Clearly, it has QX PU0 = 0 from 1 ⊂ M(X), thus



N1 = (PX + QX PU1 ) − PX = QX PU1 = QX (PU1 − PU0 ) = QX M1 .



(3.8)



In other way, by the communitivity of PX and each P(U1 :···:Ui ) , PX Mi = Mi PX , and by the facts that Mi is an orthogonal projection and M((I − Mi ) : X) = M((I − Mi ) : Mi X), it easy to obtain the following equality: h i Mi − Mi X(X 0 Mi X)− XMi = I − (I − Mi ) + Mi X(X 0 Mi X)− XMi h i = I − P(X:(I−Mi )) = I − PX + QX (I − Mi )



= Q X Mi = N i .



The proof of Theorem 3.1 is completed. Copyright by Science in China Press 2005
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Clearly, for PX = P1 = PU0 in a random effects model, if it is a balanced data case, then D0 is closed on a matrix product, thus we have the following result. Corollary 3.1. Under the general random effects model with balanced data, the SD estimate of σ 2 is equal to its ANOVA estimate. Moreover, if D is closed on a matrix product, then, by the communitivity of P X and PU1 , it has PU1 − PU1 X(X 0 PU1 X)− XPU1 = N1 , which holds without requirement 1 ⊂ M(X). Corollary 3.2. (1.1) Under the general mixed effects model (1.1) with balanced data, if D is closed on a matrix product, and PX and each PUi are commuted, then the result of Theorem 3.1 still holds. Example 3.1.



Panel Data[11]



yit = β0 + x0it β + µi + eit , i = 1, 2, · · · , N,



t = 1, 2, · · · , T,



(3.10)



where, µi is the individual random effects, eit is the error, ui ∼ eit ∼ 2 N (0, σe ), which are independent of each other. Denote X0 = (x11 , · · · , xN T ), X = (1 : X0 ), β = (β0 , β1 )0 , then the matrix form of the model (3.10) is



N (0, σu2 ),



y = Xβ + IN ⊗ 1T u + e, and the covariance matrix of y is



V (σ 2 ) = σµ2 IN ⊗ JT + σe2 IN ⊗ IT = σµ2 U1 + σe2 U2 , which is the same as that of the one-way random effect model. By Theorem 2.1, we can obtain the spectral decomposition of V (σ 2 ): V (σ 2 ) = λ0 M1 + λ0 J¯N T + σe2 M2 , where



M1 =(IN − J¯N ) ⊗ J¯T , λ0 =λ1 = T σµ2 + σe2 ,



M2 = IN ⊗ (IT − J¯T ), λ2 = σe2 .



Using (3.1) we give two spectral estimates of β, βˆi = (X 0 Mi X)−1 X 0 Mi y,



i = 1, 2,



which are, respectively, the Between estimate and within estimate in literature. By Corollary 3.2, the SD estimate of σ 2 = (σµ2 , σe2 )0 is equal to its ANOVA estimate if PX0 and IN ⊗ J¯T are commuted. 4 Optimum property of ANOVA estimate Under a normal assumption, Graybill and Hultquist[5] consider the optimum property of ANOVA estimate for a random effect model, and present a necessary and sufficient condition for ANOVA estimate being uniformly minimum variance unbiased (UMV) estimate, that is, Ui Ui0 are commuted with each other and W = V (σ 2 ) + nµ2 PU0 has k + 2 distinct eigenvalues. There are still few results to judge the number of distinct eigenvalues of W www.scichina.com
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in literature. Though Graybill and Wortham[12] piont out ANOVA estimate being UMV under the general random effects model with balanced data, they do not give a strict proof. Khuri[3] considers the general mixed effects model based on the spectral docomposition given by Smith and Hocking [1] , but does not answer the property of ANOVA estimate. We obtian a suffienct condition for the model with one random effect in ref. [13]. In this section, we will apply the results in Theorem 2.1 and Corollary 2.1 to the problem of UMV property of ANOVA estimate. Consider a general random effects model with balanced data y = 1n µ + U1 ξ1 + · · · + Uk ξk + e, (4.1) which is a special case of the model (1.1), Xβ = 1n µ, where µ is the overall mean (the only fixed effect), and here the random effects ξi , · · · , ξk and the error e have the same assumption of model (1.1). Theorem 4.1. Under a general random effects model with balanced data, the ANOVA estimate of σ 2 is the MVU estimate. Proof. For a general random effects model with balanced data, D0 always is closed under a matrix product, thus, by Theorem 2.1, the spectral decomposition of V (σ 2 ) + nµ2 PU0 is k+1 X 2 2 V (σ ) + nµ PU0 = λi Mi + (λ0 + nµ2 )PU0 , i=1



with k + 2 distinct eigenvalues, and the ANOVA estimate of σ 2 is the MVU estimate according to Theorem 6[5] . The proof is completed. Pk+1 Since i=1 Mi + J¯n = I , the square sum y 0 y can be partitioned as k+1 X y 0 y = y¯2 + y 0 Mi y, (4.2) and by Theorem 2.1, we have



i=1



  E(y 0 Mi y) = tr V (σ 2 )Mi = r1 λi ,



where we know each ri 6= 0 from Lemma 2.1, thus E(y 0 Mi y)/r1 = λi . Denote ˆ i = y 0 Mi y/ri , λ ˆ = (λ ˆ1, · · · , λ ˆ k+1 ). λ Together with the fact that 1n ∈ M(Ui ), hence Mi = P(1n :U1 :···:Ui ) − P(1n :U1 :···:Ui−1 ) , i = 1, · · · , k + 1, and the ANOVA estimate of σ 2 in (4.1) is 2 ˆ = (ˆ σ ˆ 2 = H −1 λ σ12 , · · · , σ ˆk+1 ). In the following theorem, we consider the general random effects model (1.1) with balanced data. Theorem 4.2. Under the conditions of Corollary 3.2, both the least square estimate(LSE) of any estimable function c0 β and the ANOVA estimate of σ 2 are MUV estimate. Copyright by Science in China Press 2005
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By Corollary 3.2 and the commutivity of PX and each PUi , the density function of y in (1.1) can be written as " k+1 # X y 0 Mi y y 0 PU y 1 f (y) = C(θ) exp − − + β 0 XV −1 (σ 2 )y . 2λ 2λ i 1 i=2



Similar to ref. [13], we can testify that both the least square estimate(LSE) of any estimable function c0 β and the ANOVA estimate of σ 2 are the functions of a set of sufficient and complete statistics, and according to Blackwell-Rao-Lehmann-Scheffe’s Theorem [14] , we finish the proof. Theorems 4.1 and 4.2 show that the ANOVA estimate and the SD estimate can be simultaneously UMV. 5 Explicit solution of ML equations In this section, Theorem 2.1 will be applied to the maximum likelihood (ML) estimate of model (1.1), where y is assumed to be a normal distribution. In the ML equations, the existence of explicit ML solution of β is equivalent to the robustness of LSE [10] . Under the assumption of LSE of any estimable function c0 β being robust, Szatroski[6] testifies that ML equations have the explicit solutions of σ 2 if and only if all distinct eigenvalues of V (σ 2 ) are k + 1 linearly indepentent combinations of σ 2 . We give a simple procedure for checking whether or not the explicit ML estimate exists for σ 2 in the balanced mixed effects model (1.1), which extends the result[15] for the balanced mixed model of the analysis variance. Theorem 5.1. The balanced mixed effects models (1.1) has the explicit ML solution for β and σ 2 if D is closed on a matrix product, and PX and each PUi are commuted. Proof. Connect Corollary 2.1 and Remark 3.1, if D is closed on a matrix product, and PX and each PUi are commuted, then LSE of any estimable function c0 β is robust, and V (σ 2 ) has exactly k + 1 distinct eigenvalues which are linearly indepentent combinations of σ 2 . By Theorem 5[6] , the proof of Theorem 5.1 is completed. If D is closed under a matrix product, by Corollary 2.1, the log-likelihood function of y is given by k+1 h X l = − (γ1 + 1) ln λ1 + γi ln λi i=2



+



k+1 X i=2



i (y − Xβ)0 Mi (y − Xβ)/λi + (y − Xβ)0 P1 (y − Xβ)/λ1 ,



and the ML equations on parameters (β, σ 2 ) are



Xβ = X(X 0 V −1 (σ 2 )X)− XV −1 (σ 2 ) y, j j X cj (γ1 + 1) X γi hij hij cj + = si + 2 (s0 + s1 ), 2 λ1 λi λi λ1 i=2 i=2



(5.1)
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j = 1, · · · , k + 1,



(5.2)



where each si = (y−Xβ) Mi (y−Xβ). Since PX and PUi , i = 1, · · · , k are commuted, it is easily verified that (5.1) is equivalent to Xβ = PX y. So the ML estimate of any estimable function c0 β is equal to its LS estimate , and si = y 0 (I − PX )Mi (I − PX )y, which is independent of the unknown parameter β . Noting that hij = cj Ij(i) , the equations (5.2) can be simplified as    λ1 = (s1 + s0 )/(r1 + 1),    λ2 = s2 /r2 , (5.3) ..   .    λk+1 = sk+1 /rk+1 . 0



It is clear that the equations (5.3) have the explicit solution of σ 2 , the explicit solution is ˙ σ˙ 2 = H −1 λ, where λ˙ = (λ˙ 1 , · · · , λ˙ k+1 ). Searle et al.[16] give the form of ML estimate for some special mixed models of analysis variance, such as the one-way crossed classification random effect model, the two-way nested random effect model, the two-way crossed classification mixed effect model and so on. In this section, we obtain the general formula for ML estimate. Acknowledgements
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