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A NEWTON METHOD FOR SHAPE-PRESERVING SPLINE INTERPOLATION∗ ASEN L. DONTCHEV† , HOU-DUO QI‡ , LIQUN QI§ , AND HONGXIA YIN¶



This work is dedicated to Professor Jochem Zowe Abstract. In 1986, Irvine, Marin, and Smith proposed a Newton-type method for shapepreserving interpolation and, based on numerical experience, conjectured its quadratic convergence. In this paper, we prove local quadratic convergence of their method by viewing it as a semismooth Newton method. We also present a modiﬁcation of the method which has global quadratic convergence. Numerical examples illustrate the results. Key words. shape-preserving interpolation, splines, semismooth equation, Newton’s method, quadratic convergence AMS subject classiﬁcations. 41A29, 65D15, 49J52, 90C25 PII. S1052623401393128



1. Introduction. Given nodes a = t1 < t2 < · · · < tN +2 = b and values yi = f (ti ), i = 1, . . . , N + 2, N ≥ 3, of an unknown function f : [a, b] → R, the standard interpolation problem consists of ﬁnding a function s from a given set S of interpolants such that s(ti ) = yi , i = 1, . . . , N + 2. When S is the set of twice continuously diﬀerentiable piecewise cubic polynomials across ti , we deal with cubic spline interpolation. The problem of cubic spline interpolation can be viewed in various ways; the closest to this paper is the classical Holladay variational characterization, according to which the natural cubic interpolating spline can be deﬁned as the unique solution of the following optimization problem: (1)



min f  2



subject to



f (ti ) = yi , i = 1, . . . , N + 2,



where  ·  denotes the norm of L2 [a, b]. With a simple transformation, this problem can be written as a nearest point problem in L2 [a, b]: ﬁnd the projection of the origin on the intersection of the hyperplanes    u ∈ L2 [a, b] |



b



a



u(t)Bi (t)dt = di ,



i = 1, . . . , N



,
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Since the mid ’80s, after the ground-breaking paper of Micchelli et al. [15], the attention of a number of researchers has been attracted to spline interpolation problems with constraints. For example, if we add to problem (1) the additional constraint f  ≥ 0, we obtain a convex interpolation problem; provided that the data are “convex,” then a convex interpolant “preserves the shape” of the data. If we add the constraint f  ≥ 0, we obtain a monotone interpolation problem. Central to our analysis here is a subsequent paper by Irvine, Marin, and Smith [11], who rigorously deﬁned the problem of shape-preserving spline interpolation and laid the groundwork for its numerical analysis. In particular, they proposed a Newton-type method and, based on numerical examples, conjectured its fast (quadratic) theoretical convergence. In the present paper we prove this conjecture. We approach the problem of Irvine, Marin, and Smith [11] in a new way, by using recent advances in optimization. It is now well understood that, in general, the traditional methods based on standard calculus may not work for optimization problems with constraints; however, such problems can be reformulated as nonsmooth problems that need special treatment. The corresponding theory emerged already in the ’70s, championed by the works of R. T. Rockafellar and his collaborators, and is now becoming a standard tool for more and more theoretical and practical problems. The present paper is an example of how nonsmooth analysis can be applied to solve a problem from numerical analysis that hasn’t been solved for quite a while. Before stating the problem of shape-preserving interpolation that we consider in this paper, we brieﬂy review the result of nonsmooth analysis which provides the basis for this work. For a locally Lipschitz continuous function G : Rn → Rn , the generalized Jacobian ∂G(x) of G at x in the sense of Clarke [2] is the convex hull of all limits obtained along sequences on which G is diﬀerentiable:   j j n . ∇G(x ) | G is diﬀerentiable at x ∈ R ∂G(x) = co lim j x →x



The generalized Newton method for the (nonsmooth) equation G(x) = 0 has the following form: (2)



xk+1 = xk − Vk−1 G(xk ),



Vk ∈ ∂G(xk ).



A function G : Rn → Rm is strongly semismooth at x if it is locally Lipschitz and directionally diﬀerentiable at x, and for all h → 0 and V ∈ ∂G(x + h) one has G(x + h) − G(x) − V h = O(h2 ). The local convergence of the generalized Newton method for strongly semismooth equations is summarized in the following fundamental result, which is a direct generalization of the classical theorem of quadratic convergence of the Newton method. Theorem 1.1 (see [16, Theorem 3.2]). Let G : Rn → Rn be strongly semismooth at x∗ and let G(x∗ ) = 0. Assume that all elements V of the generalized Jacobian ∂G(x∗ ) are nonsingular matrices. Then every sequence generated by the method (2) is q-quadratically convergent to x∗ , provided that the starting point x0 is suﬃciently close to x∗ . In the remaining part of the introduction we review the method of Irvine, Marin, and Smith [11] for shape-preserving cubic spline interpolation and also brieﬂy discuss +2 be given interpolation data and let the contents of this paper. Let {(ti , yi )}N 1 di , i = 1, 2, . . . , N , be the associated second divided diﬀerences. Throughout the
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paper we assume that di = 0 for all i = 1, . . . , N ; we will discuss this assumption later. Deﬁne the following subsets Ωi , i = 1, 2, 3, of [a, b]: Ω1 := {[ti , ti+1 ]| di−1 > 0 and di > 0}, Ω2 := {[ti , ti+1 ]| di−1 < 0 and di < 0}, Ω3 := {[ti , ti+1 ]| di−1 di < 0}. Also, let  [t1 , t2 ] ⊂



Ω1 Ω2







if d1 > 0, if d1 < 0,



[tN +1 , tN +2 ] ⊂



if dN > 0, if dN < 0.



Ω1 Ω2



The problem of shape-preserving interpolation as stated by Micchelli et al. [15] is as follows: minimize f  2



(3)



subject to f (ti ) = yi , f  (t) ≥ 0, f ∈W



2,2



i = 1, 2, . . . , N + 2, f  (t) ≤ 0,



t ∈ Ω1 ,



t ∈ Ω2 ,



[a, b].



Here W 2,2 [a, b] denotes the Sobolev space of functions with absolutely continuous ﬁrst derivatives and second derivatives in L2 [a, b]. The inequality constraint on the set Ω1 (resp., Ω2 ) means that the interpolant preserves the convexity (resp., concavity) of the data; for more details, see [11, p. 137]. Micchelli et al. [15, Theorem 4.3] showed that the solution of the problem (3) exists and is unique, and its second derivative has the following form: N  N     f (t) = (4) λi Bi (t) XΩ1 (t) − λi Bi (t) XΩ2 (t) i=1



+



N 



i=1



+







−



λi Bi (t) XΩ3 (t),



i=1



where λ = (λ1 , . . . , λN )T is a vector in RN , a+ = max{0, a}, (a)− = (−a)+ , and XΩ is the characteristic function of the set Ω. This result can also be deduced, as shown ﬁrst in [4], from duality in optimization; speciﬁcally, here λ is the vector of the Lagrange multipliers associated with the equality (interpolation) constraints. For more on duality in this context, see the discussion in our previous paper [5]. In short, the optimality condition of the problem dual to (3) has the form of the nonlinear equation (5)



F (λ) = d,



where d = (d1 , . . . , dN )T and the vector function F : RN → RN has components  Fi (λ) =



[ti ,ti+2 ]∩Ω1



N  l=1



 λl Bl (t)



 Bi (t)dt −



+



[ti ,ti+2 ]∩Ω2



N  l=1



 λl Bl (t)



Bi (t)dt −
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N 



 (6)



+



[ti ,ti+2 ]∩Ω3
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 λl Bl (t) Bi (t)dt,



i = 1, 2, . . . , N.



l=1



Irvine, Marin, and Smith [11] proposed the following method for solving equation (5): Given λ0 ∈ RN , λk+1 is a solution of the linear system M (λk )(λk+1 − λk ) = −F (λk ) + d,



(7)



where M (λ) ∈ RN ×N is the tridiagonal symmetric matrix with components  (M (λ))ij =



a



b



P (λ, t)Bi (t)Bj (t)dt.



Here (8)



P (λ, t) :=



N 



0 λl Bl (t)



l=1



l=1



+



where (τ )0+



XΩ1 (t) +



N 



 :=



1 0



if τ > 0, otherwise,



0 λl Bl (t)



XΩ2 (t) + XΩ3 (t), −



(τ )0− := (−τ )0+ .



Since the matrix M resembles the Jacobian of F (which may not exist for some λ, and then M is a kind of “directional Jacobian,” more precisely, as we will see later, an element of the generalized Jacobian), the method (7) has been named the Newton method. It was also observed in [11] that the Newton-type iteration (7) reduces to M (λk )λk+1 = d; that is, no evaluations of the function F are needed during iterations. In our previous paper [5], we considered the problem of convex spline interpolation, that is, with Ω1 = [a, b], and proved local superlinear convergence of the corresponding version of the Newton method (7). In a subsequent paper [6], by a more detailed analysis of the geometry of the dual problem, we obtained local quadratic convergence of the Newton method, again for convex interpolation. In this paper, we consider the shape-preserving interpolation problem originally stated in Irvine, Marin, and Smith [11] and prove their conjecture that the method is locally quadratically convergent. As a side result, we observe that the solution of the problem considered is Lipschitz continuous with respect to the interpolation values. In section 3 we give a modiﬁcation of the method which has global quadratic convergence. Results of extensive numerical experiments are presented in section 4. As for related results, the conjecture of Irvine, Marin, and Smith [11] was proved in [1] under an additional condition which turned out to be equivalent to smoothness of the function F in (5). Also, a positive answer to this conjecture without additional assumptions was announced in [10], but a proof was never made available to us. 2. Local quadratic convergence. For notational convenience, we introduce a “dummy” node t0 with corresponding λ0 = 0 and B0 (t) = 0; then, for every i, the N sum l=1 λl Bl (t) restricted to [ti , ti+1 ] has the form λi−1 Bi−1 (t) + λi Bi (t). Our ﬁrst result concerns continuity and diﬀerentiability properties of the function F deﬁned in (6). Lemma 2.1. The function F with components deﬁned in (6) is strongly semismooth.
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Proof. The claim is merely an extension of [6, Proposition 2.4], where it is proved that the functions    ti+1   ti+2  N N λl Bl (t) Bi (t)dt, λl Bl (t) Bi (t)dt, ti



l=1



ti+1



+



and 



ti+2



ti



N 



l=1



+



 λl Bl (t)



l=1



Bi (t)dt +



are strongly semismooth. Hence the function N    λl Bl (t) Bi (t)dt [ti ,ti+2 ]∩Ω1



l=1



+



is strongly semismooth by noticing that [ti , ti+2 ] ∩ Ω1 ∈ {[ti , ti+1 ], [ti+1 , ti+2 ], [ti , ti+2 ], ∅} . We note that the function 



N 



[ti ,ti+2 ]∩Ω3



 λl Bl (t) Bi (t)dt



l=1



is linear and therefore is strongly semismooth. Since either [ti , ti+2 ] ∩ Ω1 = ∅ or [ti , ti+2 ] ∩ Ω2 = ∅, Fi is given either by N    Fi (λ) = (9) λl Bl (t) Bi (t)dt [ti ,ti+2 ]∩Ω1



 +



[ti ,ti+2 ]∩Ω3



or by Fi (λ) = −



[ti ,ti+2 ]∩Ω2



λl Bl (t) Bi (t)dt



l=1



l=1



N 



 +



+







N 



 (10)



l=1



N 



[ti ,ti+2 ]∩Ω3



 λl Bl (t) 



Bi (t)dt −



λl Bl (t) Bi (t)dt.



l=1



A composite of strongly semismooth functions is strongly semismooth [8, Theorem 19]. Hence the function Fi by (9) is strongly semismooth. If Fi is given by (10), then  N N       Fi (λ) = − − λl Bl (t) Bi (t)dt + λl Bl (t) Bi (t)dt. [ti ,ti+2 ]∩Ω2



l=1



+



[ti ,ti+2 ]∩Ω3



l=1



Again from [8, Theorem 19], the ﬁrst part of Fi is strongly semismooth, which in turn implies the strong semismoothness of Fi . We conclude that F is strongly semismooth since each component of F is strongly semismooth.
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N If the integral over [a, b] of the piecewise linear function ( l=1 λl Bl (t))+ in λ were piecewise smooth, then one would automatically obtain that F is strongly semismooth. Furthermore, in this case quadratic convergence of the Newton method would follow directly from [13]. The following example of dimension 2 shows that such an argument does not work. Let  1 f (λ1 , λ2 ) = ((1 − t)λ1 + tλ2 )+ dt. 0



Direct calculation shows that f is continuously diﬀerentiable everywhere except at the origin (0, 0). A result due to Rockafellar [17] says that any function from Rn to R with n ≥ 2, which is continuously diﬀerentiable everywhere but one point, could not be piecewise smooth. Hence the function above is not piecewise smooth. In order to apply Theorem 1.1, we next prove that M (λ) ∈ ∂F (λ) for any λ ∈ RN and that V is nonsingular for any V ∈ ∂F (λ∗ ), where λ∗ is the unique solution of (5). Lemma 2.2. For any λ ∈ RN , M (λ) ∈ ∂F (λ). Proof. Let λ ∈ RN be arbitrarily chosen (but ﬁxed) and let   N  T (λ) := t ∈ Ω1 ∪ Ω2 | λl Bl (t) = 0 , T¯(λ) := (Ω1 ∪ Ω2 ) \ T (λ). l=1



Suppose [ti , ti+1 ] ⊂ Ω1 ∪ Ω2 for some i. Due to the form of Bi , the restriction of N ( l=1 λl Bl (t)) to [ti , ti+1 ] becomes (λi−1 Bi−1 (t) + λi Bi (t)), i.e., N  



λl Bl (t) [ti ,ti+1 ] = λi−1 Bi−1 (t) + λi Bi (t).



l=1



Then



 



T (λ) [t



(11)



i ,ti+1 ]



[ti , ti+1 ] t∗i



=



if λi−1 = λi = 0, otherwise,



where t∗i is a point in [ti , ti+1 ]. Hence T (λ) contains closed intervals of the form [ti , ti+1 ] and ﬁnitely many isolated points. For i = 1, . . . , N , deﬁne N N       Fi− (ξ) := ξl Bl (t) Bi (t)dt − ξl Bl (t) Bi (t)dt, T (λ)∩Ω1



Fi+ (ξ) :=



 T¯ (λ)∩Ω1



 +



Ω3



l=1



N  l=1



N 



T (λ)∩Ω2



+



 ξl Bl (t) 



 Bi (t)dt −



+



T¯ (λ)∩Ω2



l=1



N  l=1



−



 ξl Bl (t)



Bi (t)dt −



ξl Bl (t) Bi (t)dt,



l=1



and let F − (ξ) := (F1− (ξ), . . . , FN− (ξ))T , F + (ξ) := (F1+ (ξ), . . . , FN+ (ξ))T . Then for any ξ ∈ RN , we have F (ξ) = F − (ξ) + F + (ξ), and it follows from (11) that F + is continuously diﬀerentiable in a neighborhood of λ, say U (λ). From the deﬁnition of the generalized Jacobian we obtain that for any ξ ∈ U (λ), (12)



∂F (ξ) = ∂F − (ξ) + ∇F + (ξ),
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where ∇F + (ξ) is the Jacobian of F + at ξ ∈ U (λ) given by   0 N 0  N     ∇F + (ξ) ij = ξl Bl (t) XΩ1 (t) + ξl Bl (t) XΩ2 (t) Bi (t)Bj (t)dt T¯ (λ)



l=1



 +



(13)



l=1



+



b



a



−



Bi (t)Bj (t)XΩ3 (t)dt.



Since N 



λl Bl (t) = 0



for all t ∈ T (λ),



l=1



(13) becomes 



(14)



∇F + (λ) ij =







b



P (λ, t)Bi (t)Bj (t)dt.



a



We will next prove that every element in ∂F − (λ) is positive semideﬁnite. In particular, the zero matrix belongs to ∂F − (λ). Deﬁne θ : RN → R as 1 θ(ξ) := 2



N 



 T (λ)∩Ω1



2 ξl Bl (t)



l=1



+



1 dt + 2







N 



T (λ)∩Ω2



2 ξl Bl (t)



l=1



dt. −



The function θ is a continuously diﬀerentiable convex function, and its gradient is equal to F − (ξ). Then the positive semideﬁniteness of the elements of ∂F − (λ) follows from the fact that any matrix in the generalized Jacobian of the gradient of a convex function must be symmetric and positive semideﬁnite. Because isolated points make no contribution to θ(ξ), we assume without loss of generality that T (λ) contains only intervals of the form [ti , ti+1 ]. Let I1 := {i ∈ {1, . . . , N }| [ti , ti+1 ] ⊂ T (λ) ∩ Ω1 }, I2 := {i ∈ {1, . . . , N }| [ti , ti+1 ] ⊂ T (λ) ∩ Ω2 }. Then θ(ξ) =



  1  ti+1 1  ti+1 (ξi−1 Bi−1 (t)+ξi Bi (t))2+ dt+ (ξi−1 Bi−1 (t)+ξi Bi (t))2− dt. 2 2 ti ti i∈I1



i∈I2



Now deﬁne e = (e1 , . . . , eN )T by ei−1 = ei = 1



for i ∈ I1 ,



ei−1 = ei = −1



for i ∈ I2 ,



and zero for the remaining components. We note that e is well deﬁned since for any i ∈ {1, . . . , N }, [ti , ti+2 ]∩Ω1 = ∅ or [ti , ti+2 ]∩Ω2 = ∅. Then F − (λ−τ e) is diﬀerentiable for all τ > 0 because N  l=1



 (λ − τ e)l Bl (t)



0



for t ∈ T (λ) ∩ Ω1 and τ > 0, for t ∈ T (λ) ∩ Ω2 and τ > 0.
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Hence lim ∇F − (λ − τ e) = 0 ∈ ∂F − (λ).



τ →0



We are ready to complete the proof of the lemma. From (14) we have ∇F + (λ) = M (λ). Since the zero matrix belongs to ∂F − (λ), we get M (λ) ∈ ∂F (λ) from (12). If λ∗ is the solution of (5), we are able to show a stronger result about the generalized Jacobian of F at λ∗ . Lemma 2.3. If λ∗ is the solution of (5), then every element of ∂F (λ∗ ) is positive deﬁnite. Proof. We have already shown in the preceding proof that ∂F (λ∗ ) = ∂F − (λ∗ ) + ∇F + (λ∗ ), and every element in ∂F − (λ∗ ) is positive semideﬁnite. Thus, it is suﬃcient to prove that ∇F + (λ∗ ) is positive deﬁnite; that is, M (λ∗ ) is positive deﬁnite. We use a result from [11, p. 138] which says that if P (λ) does not vanish identically on any [ti , ti+2 ], i = 1, . . . , N , then M (λ) is positive deﬁnite. On the contrary, suppose that P (λ∗ ) vanishes on, say, [ti , ti+2 ]. Then [ti , ti+2 ] ∩ Ω3 = ∅ and N    ∗ ∗ 0 = di = Fi (λ ) = λl Bl (t) Bi (t)dt [ti ,ti+2 ]∩Ω1



 −



[ti ,ti+2 ]∩Ω2



l=1



N  l=1



+







λ∗l Bl (t)



Bi (t)dt = 0. −



The obtained contradiction completes the proof. By combining the above lemmas and applying Theorem 1.1, we obtain the main result of this paper which settles the question posed in [11]. Theorem 2.4. Let λ∗ be the solution of (5), and let all second divided diﬀerences di be nonzero. Then the method (7) is well deﬁned, and the sequence generated by this method converges quadratically to λ∗ if the starting point λ0 is suﬃciently close to λ∗ . Proof. The method (7) is a particular case of the generalized Newton method (2) for (5) inasmuch as M (λ) ∈ ∂F (λ) (Lemma 2.2). Moreover, F is strongly semismooth at λ∗ (Lemma 2.1), and every element in ∂F (λ∗ ) is nonsingular (Lemma 2.3). Hence all conditions in Theorem 1.1 are satisﬁed, and we obtain the claim. Remark 2.5. As a side result, from Lemma 2.3 and the Clarke inverse function theorem [2, Theorem 7.1.1], we obtain that the solution of the problem (3) is a Lipschitz continuous function of the interpolation values yi . Indeed, since the generalized Jacobian ∂F (λ∗ ) is nonsingular, where λ∗ is the optimal multiplier associated with the solution f ∗ , the map F −1 is, locally around d∗ = F (λ∗ ), single-valued and Lipschitz continuous. Thus for d close to d∗ there exists a unique solution λ(d) to (5), and the function d → λ(d) is Lipschitz continuous. It remains to observe that d is linear in y and, from (4), f  is a Lipschitz continuous function of λ in the supremum norm of C[a, b]. Thus the mapping “interpolation values y → solution of (3)” is a Lipschitz continuous function from y ∈ RN +2 to the space C 2 [a, b] equipped with the supremum norm. This result could be further strengthened with respect to diﬀerentiability of the solution, but we shall not go into this here.
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3. Global convergence. In this section we give a damped version of algorithm (7) by using the following merit function: (15)



2  N 1 b  λl Bl (t) XΩ1 (t)dt + λl Bl (t) XΩ2 (t)dt 2 a a l=1 l=1 + − 2  b  N N  1 + λl Bl (t) XΩ3 (t)dt − λl d l . 2 a



1 L(λ) = 2







b



N 



2



l=1



l=1



From the very deﬁnition, this function is convex and continuously diﬀerentiable, with ∇L(λ) = F (λ) − d. Recall that a function ϕ : RN → R is coercive (also called inf-compact) if for every c ∈ R its level set Lϕ (c) = {x ∈ RN | ϕ(x) ≤ c} is bounded. In the proposition below we will show that the function L in (15) is coercive. To begin with, we deﬁne three index sets I+ := {i ∈ {1, . . . , N }| [ti , ti+1 ] ⊂ Ω1 }, I− := {i ∈ {1, . . . , N }| [ti , ti+1 ] ⊂ Ω2 }, I0 := {i ∈ {1, . . . , N }| [ti , ti+1 ] ⊂ Ω3 } and associate with them the following function: N N 2 2   ti+1    ti+1  1 1 ˆ L(λ) := λl Bl (t) dt + λl Bl (t) dt 2 2 ti ti i∈I+



l=1



+



i∈I−



N 2  N  1  ti+1  + λl Bl (t) dt − λl d l . 2 ti i∈I0



l=1



l=1



−



l=1



Observe that, from the deﬁnition of the sets Ωi , i = 1, 2, 3, for any i ∈ {1, . . . , N }, we have [ti , ti+2 ] ∩ Ω1 = ∅ or [ti , ti+2 ] ∩ Ω2 = ∅. For a ﬁxed i this implies  i − 1 ∈ I+ or i − 1 ∈ I0 , i ∈ I+ =⇒ (16) i + 1 ∈ I+ or i + 1 ∈ I0 and



 i ∈ I− =⇒



(17)



i − 1 ∈ I− or i − 1 ∈ I0 , i + 1 ∈ I− or i + 1 ∈ I0 .



Also, observe that N 2  1 tN +1  λl Bl (t) XΩ1 (t)dt + λl Bl (t) XΩ2 (t)dt 2 a a l=1 l=1 + − 2  tN +1  N N  1 + λl Bl (t) XΩ3 (t)dt − λl dl ≤ L(λ). 2 a



1 ˆ L(λ) = 2







tN +1



N 



l=1



2



l=1
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ˆ the coercivity of L will follow. In the proposition Thus, if we show the coercivity of L, below we use the index set I¯0 := {1, . . . , N } \ ∪i∈I0 {i − 1, i} and the following four sets in RN : V0 := {v ∈ RN | vi−1 = vi = 0 for all i ∈ I0 }, V+ := {v ∈ RN | vi ≤ 0 for all i ∈ I+ ∩ I¯0 }, V− := {v ∈ RN | vi ≥ 0 for all i ∈ I− ∩ I¯0 }, V := V0 ∩ V+ ∩ V− . Proposition 3.1. The function L is coercive. Proof. In view of the above, it is suﬃcient to prove that the level sets ˆ L(c) := {λ ∈ RN | L(λ) ≤ c} are bounded for every c ∈ R. Note that, for every c ∈ R, the set L(c) is closed and convex. Assume on the contrary that L(c0 ) is unbounded for some c0 ∈ R and let, without loss of generality, c0 > 0. We ﬁrst show that there exists a vector s ∈ RN , s = 0, such that βs ∈ L(c0 ) for every β ≥ 0. Suppose that for every s ∈ RN there exists βs ≥ 0 such that βs s ∈ L(c0 ). From the convexity of L(c0 ) and 0 ∈ L(c0 ), it follows that βs ∈ L(c0 ) whenever β ≥ βs . Let β(s) := max{β | β ≥ 0, βs ∈ L(c0 )}. Then β(s) < ∞ since L(c0 ) is closed and β(·) is an upper semicontinuous function over RN . Then β ∗ := sup{β(s) : s = 1} < ∞. Hence L(c0 ) is contained in a ball centered at the origin with radius β ∗ + 1. This contradiction establishes the existence of a vector s ∈ RN , s = 0, such that βs ∈ L(c0 ) for all β ≥ 0. Now for such s we deﬁne N N 2 2   ti+1   ti+1   1 1 2 2 ˆ β sl Bl (t) dt + β sl Bl (t) dt κ(β) := L(βs) = 2 2 ti ti i∈I+



+



1 2







ti+1



ti



i∈I0



β2



N  i=1



l=1



2



sl Bl (t)



i∈I−



+



dt − β



N 



l=1



−



sl dl .



l=1



A more explicit form of κ(β) is   1  ti+1 2 1  ti+1 2 β (si−1 Bi−1 + si Bi )2+ dt + β (si−1 Bi−1 + si Bi )2− dt κ(β) = 2 2 ti ti i∈I+



+



1 2







i∈I0



i∈I−



ti+1



ti



β 2 (si−1 Bi−1 + si Bi )2 dt − β



N 



sl dl .



l=1



Now we consider the following cases. Case 1. s ∈ V . Consider three subcases corresponding to the three quadratic terms of κ(β), respectively.
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Subcase 1.1. i ∈ I0 . By the deﬁnition of V0 , we have si−1 = 0, si = 0. Subcase 1.2. i ∈ I+ . It follows from (16) that (i − 1) ∈ I+ or (i − 1) ∈ I0 , and (i + 1) ∈ I+ or (i + 1) ∈ I0 . In particular, we have from s ∈ V and the deﬁnitions of V0 and V+ that   si−1 = 0, i ∈ I+ ∩ I¯0 =⇒ si ≤ 0 if i + 1 ∈ I+ , i − 1 ∈ I0 =⇒  si = 0 if i + 1 ∈ I0 and i − 1 ∈ I+



  i − 1 ∈ I+ ∩ I¯0 =⇒ si−1 ≤ 0, i ∈ I+ ∩ I¯0 =⇒ si ≤ 0 =⇒  si = 0



if i + 1 ∈ I+ , if i + 1 ∈ I0 .



Hence for this subcase we have si−1 ≤ 0, si ≤ 0. Subcase 1.3. i ∈ I− . Then it follows from (17) that (i − 1) ∈ I− or (i − 1) ∈ I0 and (i + 1) ∈ I− or (i + 1) ∈ I0 . In particular, we have again from s ∈ V and the deﬁnitions of V0 and V− that   si−1 = 0, i ∈ I− ∩ I¯0 =⇒ si ≥ 0 if i + 1 ∈ I− , i − 1 ∈ I0 =⇒  si = 0 if i + 1 ∈ I0 and i − 1 ∈ I−



  i − 1 ∈ I− ∩ I¯0 =⇒ si−1 ≥ 0, i ∈ I− ∩ I¯0 =⇒ si ≥ 0 =⇒  si = 0



if i + 1 ∈ I− , if i + 1 ∈ I0 .



Hence for this case we have si−1 ≥ 0, si ≥ 0. It follows from the three subcases that the ﬁrst three terms of κ(β) (the quadratic part) vanish. Taking s ∈ V into account, we have κ(β) = −β



N 



sl dl = −β



l=1



 ¯0 l∈I+ ∩I



sl dl − β







sl dl .



¯0 l∈I− ∩I



Note that dl > 0, sl ≤ 0 for any l ∈ I+ ∩ I¯0 , and dl < 0, sl ≥ 0 for any l ∈ I− ∩ I¯0 . Hence the fact that there exists at least one sl = 0 (this l must belong to I+ ∩ I¯0 or ˆ ≤ c0 . I− ∩ I¯0 ) implies κ(β) → +∞ as β → +∞, contradicting L(βs) Case 2. s ∈ V . From the analysis of Case 1, for each i, at least one of the conditions si−1 si = 0 for i ∈ I0 , (si−1 ≤ 0, si ≤ 0) for i ∈ I+ , and (si−1 ≥ 0, si ≥ 0) for i ∈ I− is violated. Hence   1  ti+1 1  ti+1 r := (si−1 Bi−1 (t) + si Bi (t))2+ dt + (si−1 Bi−1 (t) + si Bi (t))2− dt 2 2 i∈I+ ti i∈I− ti  t i+1 1 + (si−1 Bi−1 (t) + si Bi (t))2 dt > 0. 2 ti i∈I0



Then, κ(β) = rβ 2 − β completes the proof.



N



l=1 sl dl



ˆ → +∞ as β → +∞, contradicting L(βs) ≤ c0 . This
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Since L(λ) is convex and coercive and ∇L(λ) = F (λ) − d, ﬁnding a solution of (5) is equivalent to solving the following unconstrained optimization problem: (18)



min L(λ).



λ∈RN



Now we apply the following damped Newton method to the problem (18), which uses the Newton direction given by (7). Algorithm 3.2. (S.0) Choose λ0 ∈ RN , ρ ∈ (0, 1), σ ∈ (0, 1/2), and tolerance tol > 0. k := 0. (S.1) If εk = F (λk ) − d ≤ tol, then stop. Otherwise, go to (S.2). (S.2) Let sk be a solution of the linear system (19)



(M (λk ) + εk I)s = −∇L(λk ).



(S.3) Choose mk as the smallest nonnegative integer m satisfying (20)



L(λk + ρm sk ) − L(λk ) ≤ σρm ∇L(λk )T sk .



(S.4) Set λk+1 = λk + ρmk sk , k := k + 1; return to step (S.1). Assume that tol = 0 and Algorithm 3.2 never stops at (S.1) (otherwise, λk would be the solution of (5)). The matrix M (λk ) is always positive semideﬁnite because M (λk ) ∈ ∂F (λk ), F is monotone, and every element of the generalized Jacobian of the monotone function is positive semideﬁnite [12, Proposition 2.3(a)]. Hence M (λk ) + εk I is always positive deﬁnite for εk > 0, and therefore the linear system (19) is uniquely solvable and sk = 0. Moreover, (sk )T ∇L(λk ) = −(sk )T (M (λk ) + εk I)sk ≤ −εk sk 2 < 0; that is, sk provides a descent direction for the function L. Hence the line search criterion (20) is always satisﬁed for some integer m. Since L is coercive, the sequence generated by the algorithm is bounded and therefore converges quadratically to the solution of (18). The proof of the latter is in line with the standard argument in these circumstances. Speciﬁcally, since locally the unit steplength is accepted, our algorithm eventually reduces to the following iteration: M (λk )sk = −(F (λk ) − d) + rk ,



λk+1 = λk + sk ,



where rk = −εk sk is the residual which measures the inaccuracy in the Newton equation M (λk )∆λk = −(F (λk ) − d). Using the uniform nonsingularity of M (λk ) near solution λ∗ , it is easy to see that sk = O(F (λk ) − d). According to [3, Theorem 2.2], the accuracy rk  = O(F (λk ) − d2 ) is suﬃcient for the local quadratic convergence of the inexact Newton method. Since εk = F (λk ) − d, we have rk  = εk sk  = O(F (λk ) − d2 ). For more discussion of the inexact Newton method, we refer to [3, 7, 14]. Summarizing, we have the following theorem. Theorem 3.3. Let the sequence {λk } be generated by Algorithm 3.2 starting from an arbitrary λ0 ∈ RN . Then the sequence {λk } converges quadratically to the solution λ∗ .
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Fig. 1. Example 4.1.
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Fig. 2. Example 4.2.



4. Numerical results. In this section, we report on some numerical experience with Algorithm 3.2 and demonstrate its global convergence from arbitrary starting points. The typical starting point in shape-preserving algorithms is sign(d), the sign vector of d; see [11]. We report results with the starting point e, the vector of all ones in RN , which is commonly selected as a starting point in algorithms for convex best interpolations; see [11, 6]. We also test the inﬂuence on Algorithm 3.2 of the standing assumption di = 0, i = 1, . . . , N . We implemented Algorithm 3.2 in MATLAB and tested it on a DEC George Server 8200 with the termination criterion F (λk ) − d ≤ tol and the following values of the parameters: ρ = 0.5, σ = 0.1, tol = 10−12 . In our implementation, εk = min{δ, F (λk ) − d} with δ = 0.01. The integrals involved are evaluated exactly using Simpson’s rule. The testing problems are collected from the literature and are described in details as follows. Example 4.1. This problem is from [11] and has the following data: ti = yi =



0.0 0.0



0.05 0.7



0.1 1.0



0.2 1.0



0.8 0.3



0.85 0.05



0.9 0.1



1.0. 1.0.



Example 4.2. This problem is again from [11] and has the following data: ti = yi =



0.0 0.0



0.1 0.9



0.2 0.95



0.3 0.9



0.4 0.1



0.5 0.05



0.6 0.05



0.8 0.2



1.0. 1.0.



Example 4.3. This problem is from [9] and has the following data: ti = yi =



0 3



4 4



6 9



10 12 14 18 20. 10 9 5 4 3.



Example 4.4. This problem is from [4]: t1 = 0, t2 = 0.1, t3 = 0.4, t5 = 0.8, t6 = 1, t7 = 1.166, t8 = 1.333, t9 = 1.5, t10 = 1.666. yi = 1/((0.05+ti )(1.05−ti )), i = 1, . . . , 4, y5 = 10, y6 = 5, y7 = y8 = y9 = 4, y10 = 10. In Figures 1–5, the dashed line is for the resulting shape-preserving cubic spline (using the data obtained with the starting point λ0 = sign(d)); the solid line is for the natural spline (using the MATLAB SPLINE function), and “o” stands for the original given data. In Table 1 for results of the numerical experiments we use the following notation:
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Fig. 3. Example 4.3.
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Fig. 5. Example 4.4 (y9 = 4.1). Table 1 Numerical results with Algorithm 3.2. Problem 4.1 4.2 4.3 4.4 (y9 = 4) 4.4 (y9 = 4.1) 4.4 (y9 = 5)



λ0 e sign(d) e sign(d) e sign(d) e sign(d) e sign(d) e sign(d)



It 11 9 11 10 8 7 30 30 24 23 12 12



Nf 17 10 15 11 11 8 31 31 44 39 13 13



F (λf ) − d 8.57e-15 1.06e-14 3.02e-14 1.03e-14 4.59e-16 2.91e-16 1.43e-01 1.43e-01 2.39e-13 1.95e-13 1.01e-13 1.43e-13



Problem: name of the test problem. starting point. λ0 : It : number of iterations. Nf : number of evaluations of the function f (λ). F (λf ) − d: value of F (λ) − d at the last iteration. From Table 1, we observe that Algorithm 3.2 converges rapidly to the solution
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from both starting points for all problems except Example 4.4 (y9 = 4), to which the algorithm within 30 iterations failed to produce an approximate solution meeting the required accuracy. A close look at the example shows that d7 = 0, which violates our theoretical assumption di = 0, i = 1, . . . , N . To avoid such a degeneracy in Example 4.4, we increase the value y9 from 4 to 4.1; Algorithm 3.2 now ﬁnds an approximate solution within accuracy 10−13 , but using a relatively large number of Newton steps (≥ 20). When we further increase the value y9 to 5, the number of Newton steps needed for the assumed tolerance is reduced considerably. These observations indicate that how far away from zero each divided diﬀerence is may make a big diﬀerence in the numerical performance of the algorithm. This is perhaps related to a property that can be regarded as conditioning. The problem is, however, nonsmooth, and here we are entering a new territory. REFERENCES [1] L.-E. Andersson and T. Elfving, An algorithm for constrained interpolation, SIAM J. Sci. Statist. Comput., 8 (1987), pp. 1012–1025. [2] F. H. Clarke, Optimization and Nonsmooth Analysis, John Wiley and Sons, New York, 1983; reprinted by SIAM, Philadelphia, 1990. [3] T. De Luca, F. Facchinei, and C. Kanzow, A theoretical and numerical comparison of some semismooth algorithms for complementarity problems, Comput. Optim. Appl., 16 (2000), pp. 173–205. [4] A. L. Dontchev and B. D. Kalchev, Duality and well-posedness in convex interpolation, Numer. Funct. Anal. Optim., 10 (1989), pp. 673–689. [5] A. L. Dontchev, H.-D. Qi, and L. Qi, Convergence of Newton’s method for convex best interpolation, Numer. Math., 87 (2001), pp. 435–456. [6] A. L. Dontchev, H.-D. Qi, and L. Qi, Quadratic convergence of Newton’s method for convex interpolation and smoothing, Constr. Approx., to appear. [7] F. Facchinei, A. Fischer, and C. Kanzow, Inexact Newton methods for semismooth equations with applications to variational inequality problems, in Nonlinear Optimization and Applications, G. Di Pillo and F. Giannessi, eds., Plenum Press, New York, 1996, pp. 125– 139. [8] A. Fischer, Solution of monotone complementarity problems with locally Lipschitzian functions, Math. Program., 76 (1997), pp. 513–532. [9] S. Fredenhagen, H. J. Oberle, and G. Opfer, On the construction of optimal monotone cubic spline interpolations, J. Approx. Theory, 96 (1999), pp. 182–201. [10] G. L. Iliev, Numerical methods under interpolation with restrictions and their convergence method of Newton, C. R. Acad. Bulgare Sci., 40 (1987), pp. 37–40. [11] L. D. Irvine, S. P. Marin, and P. W. Smith, Constrained interpolation and smoothing, Constr. Approx., 2 (1986), pp. 129–151. [12] H. Jiang and L. Qi, Local uniqueness and Newton-type methods for nonsmooth variational inequalities, J. Math. Anal. Appl., 196 (1995), pp. 314–331. [13] M. Kojima and S. Shindo, Extension of Newton and quasi-Newton methods to systems of PC 1 equations, J. Oper. Res. Soc. Japan, 29 (1986), pp. 352–375. [14] J. M. Mart´inez and L. Qi, Inexact Newton methods for solving nonsmooth equations, J. Comput. Appl. Math., 60 (1995), pp. 127–145. [15] C. A. Micchelli, P. W. Smith, J. Swetits, and J. D. Ward, Constrained Lp approximation, Constr. Approx., 1 (1985), pp. 93–102. [16] L. Qi and J. Sun, A nonsmooth version of Newton’s method, Math. Program., 58 (1993), pp. 353–367. [17] R. T. Rockafellar, Some properties of piecewise smooth functions, Comput. Optim. Appl., to appear.



























[image: Cubic Spline for blog.pdf]
Cubic Spline for blog.pdf












[image: Spline based least squares integration for two-dimensional shape or ...]
Spline based least squares integration for two-dimensional shape or ...












[image: A Finite Newton Algorithm for Non-degenerate ...]
A Finite Newton Algorithm for Non-degenerate ...












[image: A quasi-Newton acceleration for high-dimensional ... - Springer Link]
A quasi-Newton acceleration for high-dimensional ... - Springer Link












[image: A quasi-Newton acceleration for high-dimensional ... - Springer Link]
A quasi-Newton acceleration for high-dimensional ... - Springer Link












[image: Variation Aware Spline Center and Range Modeling for ...]
Variation Aware Spline Center and Range Modeling for ...












[image: Nonparametric Panel Data Models A Penalized Spline ...]
Nonparametric Panel Data Models A Penalized Spline ...












[image: Comparison of B0 field mapping method and B-spline ...]
Comparison of B0 field mapping method and B-spline ...












[image: Bonus play method for a gambling device]
Bonus play method for a gambling device












[image: A constrained quadratic spline as a model for the ...]
A constrained quadratic spline as a model for the ...












[image: Control Point Removal Algorithm for T-Spline Surfaces]
Control Point Removal Algorithm for T-Spline Surfaces












[image: A Spline Based Regression Technique on Interval ...]
A Spline Based Regression Technique on Interval ...












[image: Incorporating Prior Knowledge in a Cubic Spline ...]
Incorporating Prior Knowledge in a Cubic Spline ...












[image: Newton HS.pdf]
Newton HS.pdf












[image: Method for processing dross]
Method for processing dross












[image: Method for processing dross]
Method for processing dross












[image: A Novel Method for Travel-Time Measurement for ...]
A Novel Method for Travel-Time Measurement for ...












[image: Method for producing a device for direct thermoelectric energy ...]
Method for producing a device for direct thermoelectric energy ...












[image: A Novel Method for Travel-Time Measurement for ...]
A Novel Method for Travel-Time Measurement for ...












[image: Method for producing a device for direct thermoelectric energy ...]
Method for producing a device for direct thermoelectric energy ...












[image: A novel method for measuring semantic similarity for XML schema ...]
A novel method for measuring semantic similarity for XML schema ...












[image: Method for processing dross]
Method for processing dross












[image: A Method for Distributed Optimization for Task Allocation]
A Method for Distributed Optimization for Task Allocation















A Newton method for shape-preserving spline ...






http://www.siam.org/journals/siopt/13-2/39312.html. â€ Mathematical Reviews, Ann Arbor, MI 48107 ([email protected]). â€¡School of Mathematics, University of New ... 






 Download PDF 



















 195KB Sizes
 1 Downloads
 232 Views








 Report























Recommend Documents







[image: alt]





Cubic Spline for blog.pdf 

+ !h! + 3 !h! ! Now, we must define ! = !!! !! ! . Applying condition (v) we get !!! = ! + 3 !h! With a little bit of algebra, it is easy to see our new relationships.














[image: alt]





Spline based least squares integration for two-dimensional shape or ... 

Spline based least squares integration for two-dimensional shape or wavefront reconstruction.pdf. Spline based least squares integration for two-dimensional ...














[image: alt]





A Finite Newton Algorithm for Non-degenerate ... 

We investigate Newton-type optimization meth- ... stands in the efficient optimization of the elitist Lasso prob- ..... with Intel Core2 CPU 2.83GHz and 8G RAM.














[image: alt]





A quasi-Newton acceleration for high-dimensional ... - Springer Link 

Dec 12, 2009 - This tendency limits the application of these ... problems in data mining, genomics, and imaging. Unfortu- nately ... joy wide usage. In the past ...














[image: alt]





A quasi-Newton acceleration for high-dimensional ... - Springer Link 

Dec 12, 2009 - 3460. 0.7246. F(x) by its s-fold functional composition Fs(x) before at- ... dent, identically distributed uniform deviates from the in- terval [âˆ’5,5].














[image: alt]





Variation Aware Spline Center and Range Modeling for ... 

Neto et al. proposed an alternate technique (CRM [6]) to per- form regression ... The automated SCRM based macromodeling technique can be classified into ...














[image: alt]





Nonparametric Panel Data Models A Penalized Spline ... 

In this paper, we study estimation of fixed and random effects nonparametric panel data models using penalized splines and its mixed model variant. We define a "within" and a "dummy variable" estimator and show their equivalence which can be used as 














[image: alt]





Comparison of B0 field mapping method and B-spline ... 

Comparison of B0 field mapping method and B-spline image registration method in EPI distortion correction in Diffusion Tensor MRI. Minjie Wu1,2, L-C Chang3, ...














[image: alt]





Bonus play method for a gambling device 

Mar 14, 2006 - See application ?le for complete search history. (Us). (56) ... Play and/0r apply ..... As shoWn, there are numerous variations on the theme that.














[image: alt]





A constrained quadratic spline as a model for the ... 

Probability distributions traditionally used in reliability analysis (e.g., exponential, Weibull, ..... to be a better life variable for obvious engineering reasons.














[image: alt]





Control Point Removal Algorithm for T-Spline Surfaces 

In this paper, we study the reverse process of inserting control point(s) into a. T-spline surface, i.e., ..... We call the second part a residue. The first part ... mesh except that Br(s, t) has (sr,tr) as its center knots in the knot quintuples. Du














[image: alt]





A Spline Based Regression Technique on Interval ... 

preparing for validation of the model. This process also aids in establishing confidence on forecasting of future results. For predicting the values of [Yl,Yu] given ...














[image: alt]





Incorporating Prior Knowledge in a Cubic Spline ... 

taken from an industrial batch reactor are analyzed. The results ... E-mail: [email protected]. Internet: www.fmt.vein.hu/softcomp. â€  University of Veszprem.














[image: alt]





Newton HS.pdf 

Date Signature. Page 1 of 1. Newton HS.pdf. Newton HS.pdf. Open. Extract. Open with. Sign In. Main menu. Displaying Newton HS.pdf.














[image: alt]





Method for processing dross 

Nov 20, 1980 - dross than is recovered using prior art cleaning and recovery processes. ..... 7 is an illustration of the cutting edge ofa knife associated with the ...














[image: alt]





Method for processing dross 

Nov 20, 1980 - able Products from Aluminum Dross", Bur. of Mines. Report of .... the salt bath must be heated at a temperature substan tially above its melting ...














[image: alt]





A Novel Method for Travel-Time Measurement for ... 

simulation results obtained through use of a simulation program developed by the ... input data is taken from first-arrival travel-time measurements. The .... Data Recovery: ... beginning at 7 msec, at z=0, the free surface, corresponds to a wave.














[image: alt]





Method for producing a device for direct thermoelectric energy ... 

Sep 5, 2002 - Thus an element With a high atomic mass, i.e. a heavy element, ought to be .... band gap, namely about 0.6 electron volt, is adequate for.














[image: alt]





A Novel Method for Travel-Time Measurement for ... 

simulation results obtained through use of a simulation program developed by the authors. ... In contemporary modern wireless communications systems.














[image: alt]





Method for producing a device for direct thermoelectric energy ... 

Sep 5, 2002 - speci?cally, hoW to best use and apply it for the direct conversion of .... carrier concentration of the order of 1018 carriers per cm3 are considered ..... radiation, nuclear element or cell, combustion of fossil fuels,. Waste heat ...














[image: alt]





A novel method for measuring semantic similarity for XML schema ... 

Enterprises integration has recently gained great attentions, as never before. The paper deals with an essential activity enabling seam- less enterprises integration, that is, a similarity-based schema matching. To this end, we present a supervised a














[image: alt]





Method for processing dross 

Nov 20, 1980 - the free metal entrained in dross or skimmings obtained from the production of aluminum or aluminum based alloys. In the course of conventional aluminum melting op ..... 7 is an illustration of the cutting edge ofa knife.














[image: alt]





A Method for Distributed Optimization for Task Allocation 

the graph that underlies the network of information exchange. A case study involving ... firefighting, disaster management, and multi-robot cooperation. [1-3].


























×
Report A Newton method for shape-preserving spline ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















