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Abstract In this paper, I propose a polynomial time supertree construction method which guarantees that the supertree constructed contains some special structured clusters which are present in all the input trees. We show that unlike Min Cut, supertree constructed does not always preserve nesting property. The algorithm runs in polynomial time in terms of the number of total input taxa set that are present in the input trees. We will also compare the results with the existing technique like MRP, MRF, MinCut and Modified Min Cut and show that the supertree constructed is different from the one obtained from those methods.
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Introduction



Supertree is rooted evolutionary tree constructed from the smaller phylogenies that share some but not necessarily all taxa (leaf nodes) in common. This, supertree can help us to understand the relationship among a larger number of taxa that do not occur in any single input tree. In addition to helping synthesize hypotheses of relationships among larger sets of taxa, supertree can suggest optimal strategies for taxon sampling, can reveal emerging patterns in the large knowledge base of phylogenies currently in the literature, and can provide useful tools for comparative biologists who frequently have information about variation across much broader sets of taxa than those found in any one tree. Given a set of phylogenetic input trees, the main objective of a supertree problem is to preserve information from the input trees and able to derive novel relationships among the input taxa sets. A supertree is a solution to a supertree problem. The most widely used supertree algorithm in phylogenetic is Matrix Representation using Parsimony (MRP). MRP encodes the input trees into binary characters, and the supertree is constructed from the resulting data matrix using a parsimony tree building method. The MRP supertree method is NP - complete and hence no polynomial time algorithm exists for MRP. Similarly, supertree by flipping is NP-complete[5]. Min Cut and Modified MinCut [1] runs in polynomial time and also preserve nesting property but they do not speak about strict consensus property at all. To date, as per best of my knowledge, there is no polynomial time supertree construction method that maintains the strict consensus property in the supertree. In this paper, I try to propose a supertree construction method such that the supertree contains clusters (with some special property of the structure of the subtree below it) that are present in all the input trees. This algorithm is very attractive because it can potentially scale to handle large problems.



2 Proposed Algorithm 2.1 Terminologies In this section we define terminologies which will be used in the algorithm. Definition 1: A profile is defined as a set of rooted phylogenetic X – tree with overlapping taxa set and possibly incompatible information. Let the leaf set of tree is represented by . Let Definition 2: A



is defined as a pair



where



. Its weight is define as



: Depth of least common ancestor of from the root of : Maximum path length of leaf node from the root in



2.2 Algorithm In this section, we propose the algorithm that will generate a supertree which will contain all the leafs nodes that are present in all the input trees. It will also contain the all the clusters with special property of the subtree below it that are present in all the input trees. The algorithm starts by generating all the data pair over only when there exists at least one such that and calculate their weight as per the definition 2 in Section 2.1. The algorithm sorts these data pairs in descending order in terms of their weight. It then picks the data pair from the sorted sequence and combines it with the partially connected tree depending upon its weight. If the data pair is already contained in the partial connected tree by the algorithm, then it will just ignore it. However if contains one node of the data pair, then it compares the weight of the data pair and the data pair which introduced the common node in one of the previous iteration. Let be the child of the root of which contains . If the weight is same, then the algorithm adds to the least common ancestor of nodes of . If the weight of is less than , then it creates a temporary node with left child as and right child as and replace with in . If is not contained in at all, then it replaces by a single node whose left child is and right child is . The algorithm terminates only when all the leaf nodes present in the input trees are contained in .



Algorithm: 1. Sort all possible data pair in descending order of their weights. 2. 3. For Let 3.1 If



= 0 then



3.2 If Let 3.2.1 If



3.4 If 3.5 If



= 1 then . Let



was the pair which introduced then



in



previously.



Add to the 3.2.2 If then Let be the child of root of which contains . We make a new node with left child is and right child Replace by in = 2 then Do nothing; then Return ;



4. End Clearly, . This can be proved using contradiction. Let . This means there exists at least one leaf node which is not present in . The algorithm starts by generating all possible data pairs over a given profile . Hence at least one data pair must be generated from assuming that If



doesn’t contain , then two cases can happen: : If this is the case, then algorithm would have included in step 3.1. Hence when the algorithm has terminated, has . This is a contradiction. : If this is the case, then algorithm would have included in step . Hence when the algorithm has terminated, has . This is a contradiction.



Hence,



will contain all leaf nodes present in all the input trees.



The above algorithm runs in polynomial time. The outer loops iterate maximum for . During the iteration, algorithm maintains an array which contains the taxa that has been added to it. Hence the intersection between and a data pair can be implemented in a constant amount of time. We can find least common ancestor using algorithm which takes using Bender and Colton Algorithm [4]. Hence the algorithm runs in maximum of .



3 Properties In this section, we will review some of the properties that the supertree generated by the algorithm guarantees to preserve and also those which it might not always preserve. We show that the supertree constructed guarantees to have all the cherries which are present in all the input trees. We will also show that the for all those clusters such that the subtree below it is caterpillar shaped which are present in all the input trees, it will also be present in the supertree. Finally, we will conclude this section by giving a counter example to prove that the algorithm does not preserve the nesting property.



Lemma 1: Proof: Let be a cluster which is present in all input trees. . Consider all the trees such that the root of is the child of the root of the input tree that contains . Now, since is cluster of size 2, it will occur only as a cherry in tree . Therefore for all pairs of the form



Note that



Let



where



be the partially constructed tree by the algorithm before or was added. As shown above pair has the highest weight compared any other pair which can possibly introduce or . Therefore, will be added in .



Lemma 2: All those clusters such that the subtree below it is caterpillar shaped and are present in all the input trees, it will also be present in the supertree. Proof: Consider a cluster where . Consider all the trees the root of the input tree that contains and



present in all the input trees which is caterpillar shaped such that the root of is the child of . Now all pairs of the form are related as



Note that for all



,



Therefore, in general, we can say that all pairs of the form are related as



and



- [1] Consider a partial built tree by the algorithm which doesn’t contain any node from . Now, consider a data pair that the algorithm picks from all the data pairs which introduces a node from . It will always be chosen from since for any other data pair of the form , its weight will be less. After this being said, let us assume that the cluster is caterpillar shaped.



Now consider all the pair of the form weighting scheme,



.Clearly from the definition of the



- [2]



Let be the partial supertree built by the algorithm which does not contain any node from . Now from [1] and [2], will be the first pair added to . After this has been done, say after some time later during the execution of the algorithm, it tries to add another node from . From [2], the second highest pair will be or . Again, it will be highest weighted pair of the form from [1]. Therefore, algorithm will chose anyone from or . Hence, in any case, the algorithm will run step and it will form the cluster . Similar argument can be extended and by the end the algorithm will contain . The below example shows that it always preserves a caterpillar shaped cluster. However, it might not necessarily preserve other type of cluster. In this case, it does not preserve .



Lemma 3:



will not always preserve nesting property



Proof: To prove the above claim, it is sufficient to show that there exists a supertree input for which the supertree obtained by the algorithm does not preserve the nesting property. Consider two input trees as shown in Fig 1. Let and . Clearly, A is nested in B in both the input trees but not nested in output tree.



Thus, we review that the supertree constructed using the proposed algorithm always contains the cherries and clusters such that subtree below them is caterpillar shaped if they are contained in all the input trees. We also showed that the supertree may not always preserve the nesting property.



4 Comparison with MC, MMC, MRF and MRP In this section, we will try to compare the results obtained from the proposed algorithm with some of the existing technique like MC, MMC, MRF and MRP.



4.1 MC and MMC In this section we compare our supertree with Min Cut and Modified min Cut. Consider the two input trees T1 and T2 as shown in the figure below. It also shows the supertree produced by MC, MMC and by our algorithm. We can clearly see the difference in the structure of the tree. We leave it as a future work to derive the conclusion from the comparison. The main intention of this is to show that our algorithm behaves differently compared to MC and MMC algorithm.



4.2 MRF and MRP In this section, we compare the supertree obtained from the proposed algorithm with MRP and MRF. Consider the Input Tree 1 and Input Tree 2 as show in the figure below. Figure also shows the MRP and MRF tree generated using Rainbow* and the supertree obtained from our algorithm.Again, we leave it as a future work to derive the conclusion from the comparison.
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