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Abstract— In this paper, we address the problem of using high performance SAN technologies to provide efficient communication support in client/server type of environments. Our objective is to build a portable substrate which not only bridges the functionality gap between applications and SAN networks and preserves the performance of the underlying communication layer, but also provides the required flexibility for analyzing the impact of various modern communication techniques. We propose an architecture which exposes a simple queue based interface to applications. We take advantage of the features of modern SANs (such as OS bypass, zero copy, and RDMA) and use several techniques to improve the performance of our communication protocol. We have implemented our design for both InfiniBand and Virtual Interface Architecture (VIA). Our performance evaluation shows that the protocol processing overhead is low and the underlying communication performance can be preserved. We also discuss the performance impact of various communication techniques.



I. I NTRODUCTION During the last ten years, the research and industry communities have been proposing and implementing user-level communication systems to address some of the problems associated with traditional networking protocols [1]–[3]. These communication subsystems form System Area Networks (SANs) that provide very high communication performance and very low host CPU overhead. The Vir1
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tual Interface Architecture (VIA) [4] was proposed to standardize these efforts. Recently, InfiniBand Architecture (IBA) [5] has been introduced which combines storage I/O with Inter-Process Communication (IPC). Although SAN networks such as those connected by InfiniBand offer superior raw performance, for using them many communication issues such as descriptor management, buffer registration and flow control should be dealt with. Furthermore, different SANs have different programming interfaces, making it difficult to write portable software. There are ongoing efforts [6], [7] trying to address the portability problem by providing unified programming APIs, but the APIs such as those defined in DAT [6] still present a low level interface and the users have to take care of the communication details. Several groups in academia and industry have addressed this problem by implementing well known standards and APIs [8], [9] and developing new middleware [10]. Furtheremore, several standards [11], [12] are being developed in order to take advantage of features provided in modern SANs. There are also a few applications that have been developed directly over the system area communication protocols. This approach has been used to construct web servers and database storage systems [13], [14]. In this approach, more development effort is needed to handle all the communication details and the software may not be portable. As we can see, it would be beneficial if we



can provide a portable communication middleware which hides the communication details. Many SANs offer features such as OS bypass, zero copy, and Remote Direct Memory Access (RDMA). In this paper, we explore how to use these features to provide efficient communication support for clusterbased database and web servers systems. Our objective is to build a portable substrate which not only bridges the functionality gap between various applications and SAN networks and preserves the performance of the underlying communication layer, but also provides the required flexibility for analyzing the impact of various modern communication techniques. By design and implementation of such a communication system we can evaluate the performance of SANs in a more realistic way. We propose an architecture which exposes a simple but flexible communication interface to applications. In designing this architecture, we use client/server type of environments as our primary target environments. In such systems, communication operations are primarily used for transferring request and response messages between clients and servers. Besides hiding communication details and providing flexibility, the proposed architecture also achieves high performance. It does so by using the following: Carefully designed interfaces. Our design consists of two interfaces, which provide both required functionality and portability. Communication protocol optimization. We use many techniques, such as Eager Write and Pin-down Cache, to improve communication performance. Flexible mechanisms to ensure communication progress. Instead of forcing one particular progress method, we have provided a mechanism upon which multiple ways can be implemented to make communication progress. We have implemented prototypes of our design on both InfiniBand and VIA. Our performance evaluation shows that the protocol processing overhead is low and thus the underlying communication performance can be preserved. We have also quantified the performance impact of several protocol optimizations and communication progress methods. The rest of this paper is organized as follows: In Section II we describe the basic architecture of our



proposed middleware. Design issues are discussed in Section III and performance results are presented in Section IV. Conclusions are presented in In Section V. II. BASIC A RCHITECTURE The basic structure of our proposed middleware is shown in Figure 1. It consists of two software layers: Message Processing Layer and SAN Adaption Layer. These two layers together hide the communication details from the upper layer software. The communication supported by our middleware can be one-sided (no reply needed) or client/server type of messages. There are two interfaces in the architecture: Message Interface and Low Level Communication Interface. The Low Level Communication Interface is a set of well defined functions which provide functionalities similar to VIA functions and InfiniBand Verbs. The SAN Adaption Layer makes our substrate portable among different SAN interfaces such as VIA, DAT and InfiniBand by hiding the difference between them and adapting them to the common Low Level Communication Interface. The other interface is the Message Interface. Upper layer software submits communication requests (both one-sided and client/server type of messages) through the Primary Queues. Unexpected incoming messages (request coming from other nodes) can be fetched from Unexpected Queues. In a client/server environment, Primary Queues are used by clients to submit requests and Unexpected Queues are used by servers to process incoming requests. However, our middleware provides a unified interface for both cases and therefore can also be used in a peer-topeer environment. Primary and unexpected requests have similar data structure which is shown in Figure 2. They both consist of three parts: Control Segment, Request Data Segments and Reply Data Segments. However, their Control Segments are different. Both Request Data Segments and Reply Data Segments may contain multiple Address Segments. An Address Segment describes a chunk of contiguous virtual memory. The memory in an Address Segment can be at the local host or a remote node. In the later case, the Address Segment will contain necessary information for accessing the memory remotely.



For a primary request, the Request Data Segments describe the locations of request data and the Reply Data Segments describe where we expect the remote node (server) to send the respond data to. For an unexpected request, the Request Data Segments describe where the request data is (local or remote) and the Reply Data Segments describe where the response data should be put.



because the server needs to check if the data is in local memory or not. Thus, the server will follow the following steps: /* get a request */ get request(&request in); /* check the data */ if (request in.seg[0].type == REMOTE) /* use an RDMA read to fetch request */
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To use the Message Interface, a client can follow these steps: /* build a request */ ...



Most of the functionality provided by our substrate lies in the Message Processing Layer. This layer consists of several components such as Reqeust Processing, Communication Protocol Processing, Buffer and Flow Control Management and Connection Management. These components take care of many communication details and thus the upper layer software developers do not need to worry about them. In spite of the functionality provided by this layer, we can still keep the overhead low by using a number of techniques such as optimization for small data segments, pin-down cache, sender managed RDMA write buffer, etc. These techniques will be discussed in detail in the next section. III. D ESIGN In this section we focus on the design issues related to the communication protocol in Message Processing Layer. This layer also handles many other issues including thread safety, locking, queue management, flow control and connection management.



/* submit the request */ submit request(&request, &handle, service id); ... /* later, check the status */ check request(handle, &status);



On the server side, it is slightly more complicated



A. Communication Protocols The most important function of the Message Processing Layer is to move data between the request node and the server node by using the communication service provided by SAN networks. The basic idea of our design is to use send/receive operations



for control messages and RDMA read or RDMA write operations for data transfers. One issue in zero-copy communication is that communication buffers must be pinned (registered). To reduce the overhead for sending and receiving control messages, we maintain a global pool of buffers which are already pinned for control messages. The most frequently used communication pattern in our target applications consists of a request and a reply. Thus we optimize our communication protocol for handling this case. 1) Basic Protocol: To simplify the explanation, we assume that the client has submitted a request which has one request data segment and one reply data segment. The basic communication protocol to handle this request is shown in Figure 3. It involves the following steps: 1) At the client side, the client submits the request to the Primary Queue. 2) The Message Processing Layer dequeues the request and begins processing. First, it checks the request and reply data segments and pins them down in memory. 3) The Message Processing Layer then builds a control packet which contains information about the request, including the request and reply data segments. It sends out the packet to the server by using the funtions provided by the Low Level Communication Interface. 4) The Message Processing Layer at the server receives the control packet. It builds an unexpected request data structure and puts it into the Unexpected Queue. The address segments in the packet are translated and copied to the request data structure. Note that the request data is still at the client node. 5) The server application, which is upper layer software with regard to the Message Processing Layer, dequeues the request from the Unexpected Queue and begins serving the request. First, it checks the address segments and notices that the data is still at a remote node. 6) In order to get the request data, the server application builds a special RDMA read request and submits it to the Primary Queue. Before that, it also allocates a local memory buffer and specifies it to be the destination of the



RDMA read request. 7) The Message Processing Layer at the server node processes the RDMA read transaction. It pins down the local destination buffer and issues an RDMA read operation through the Low Level Communication Interface. 8) After the RDMA read operation is finished, the local destination buffer is unpinned and the RDMA read request is marked as completed. 9) The server application processes the original request. It then submits a reply to the Primary Queue. 10) The Message Processing Layer at the server pins down the reply data buffer and uses RDMA write operation to transfer data from the server to the client. Then it sends a control packet to the client indicating that the original request is finished. 11) After the RDMA write operation is finished, the reply data buffer is unpinned at the server. 12) At the client side, the control packet is received. The buffers specified in the request and reply data segments are unpinned, and the original request is marked as complete. Our substrate using this basic protocol has several advantages. First, the upper layer software is not involved in many communication operations such as buffer pinning and unpinning. These operations are carried out in the Message Processing Layer. Second, there are no extra data copies during the communication. However, there are also several disadvantages in using the above protocol. First, it involves lots of buffer pinning and unpinning. These operations go through the kernel and usually involves some interaction between the host and the NIC. Thus, they have a quite large overhead. Another problem is that the server needs to use another RDMA read request to get the request data explicitly. This increases the latency in two ways: First, the server has to wait for the RDMA read request to finish before it can serve the request; Second, the control must be transfered between the upper layer software and the Message Processing Layer. Finally, the basic protocol uses RDMA read to get the request data. However, this operation is not available in all SAN networks. VIA, for example, specifies that RDMA read is optional.



In order to address these issues, we have proposed several enhancements/optimizations to the basic protocol. 2) Small Data Transfer: As we have mentioned, it is not efficient to use RDMA operations to transfer small data because of the buffer pinning and unpinning overhead. To address this problem, we attach small request data to the end of control packets. Similarly, the server can attach its reply data with the reply packet, and the data will be copied to the reply data buffer when the packet arrives at the request node (Figure 3). This optimization is only turned on for small data buffer. Since copying overhead is negligible in this case, this technique increases communication performance. 3) Pin-down Cache: Although pinning and unpinning overhead for small buffers can be avoided using the previous technique, for large buffers the overhead can still be significant. To deal with this, we use the pin-down cache technique, which was first proposed in [15]. The main idea is to maintain a cache of pinned buffers. When a buffer is first pinned, it enters the cache. When the user wants to unpin the buffer, the actual unpin operation is not carried out and the buffer stays in the cache. Thus the next time when the buffer needs to be pinned, we need not to do anything because it is already pinned. A buffer is unpinned only when it is evicted from the cache. The effectiveness of pin-down cache depends on how often buffers are reused. In many applications, buffer reuse rate is high because of temporal locality. Therefore, we expect that pin-down cache will improve communication performance in most cases. 4) Eager Write for Request Data: Another disadvantage in the basic protocol is that the server needs to get the request data explicitly by using an RDMA read request and this increases latency. By using our small buffer optimization, the overhead can be avoided for small request data. But the problem still exists if the request data size is large. To address this problem, we use a sender managed RDMA write buffer pool. This scheme works as follows: First the receiver allocates a number of buffers and pins them down. Then the receiver puts information about the buffer into a control packet and sends it to the sender. When the packet arrives, the sender processes it by putting these buffers into



a free list. Later when the sender sends out a request, it can get a buffer from the free list and use RDMA write to send the data directly. After the request is finished (a reply is returned from the server), the buffer can be returned to the free list. The detailed steps of the communication protocol are shown in Figure 4. By using this technique, the overhead incurred by the extra RDMA read request can be avoided in all cases except when we run out of RDMA write buffers in the free list. If the server can process the buffer in place, zero copy can still be achieved. 5) Protocol Selection: For sending out a request, we have three protocols which use small data optimization, eager write and RDMA read, respectively. If a request contains multiple request data segments, the protocol is determined separately for each data segment. The selection of protocols is based on data size. If data can fit in a control packet, small data optimization is used. If data size is less than the size of RDMA write buffer, eager write may be used. Otherwise, RDMA read is needed to get the request data segment. 6) RDMA Read Emulation: To address the problem that some SAN networks do not have RDMA read support, we introduce a technique called RDMA Read Emulation in the SAN Adaption Layer. By doing this in the SAN Adaption Layer, the Message Processing Layer can always assume that RDMA read operation is available. The emulation is done by using control messages and RDMA write operation. The steps are shown in Figure 4. The performance of RDMA read emulation is not as good as native RDMA read. However, we can void RDMA read by using eager write protocol. Another point we should note is that the performance of RDMA read emulation also depends on how fast the remote side can respond to the RDMA read request packet. This in turn depends on how fast the communication can make progress on the remote side. We will talk about communication progress in the next subsection. B. Communication Progress Communication progress is an important issue in a communication subsystem. Since the processor must handle both processing and communication, care must be taken so that the communication can
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get enough CPU cycles to make progress. SAN networks make communication progress easier by offloading some of operations to the NIC. However, host processing is still needed. Since our target environments are client/server environments, communication progress is even more important. Because it not only affects the local host, but also has an impact on the performance of the remote nodes that depend on the local host as the server node. There are different ways to ensure communication progress, and different application may prefer one of them over others. To provide enough flexibility to the upper layer software, we don’t enforce a single way to make communication progress. Instead, we provide a mechanism upon which multiple methods to make communication progress can be easily built. We encapsulate all the processing needed for



communication into a single function. This progress function basically polls for events from multiple event sources as in Figure 5. Based on this progress function, different approaches can be used to make communication progress: Single thread polling approach. In this approach, the application is single threaded and it periodically calls the progress function to make progress. Dedicated communication thread approach. In this approach, the application is multithreaded. One of the threads is dedicated to calling the progress function. Multi-thread polling approach. In this approach, the application is multi-threaded. All threads can call the progress function to make communication progress.



Send/RDMA processing



Recv Processing



Progress Function



Connection Requests



Error Events



Upper Layer Software Events (Request Submitted, etc)



Fig. 5.



Progress Function



Later in the performance section we will evaluate the impact of different progress approaches. C. Other Issues In this section we talk about a couple of other issues involved in our design, including thread safety, queue management, flow control and connection management. 1) Thread Safety and Locking: To take advantage of SMP machines, many server applications are multi- threaded. Thus, it is important to provide thread safety in our Message Processing Layer. In our design, how this is handled depends on the method used to make communication progress. If single thread polling approach is used, we do not need to worry about thread safety because there is only one thread. In the dedicated communication thread approach, the communication thread and other threads interact through Primary Queues and Unexpected Queues. So these queues are protected by locks. In the multi-thread polling approach, Primary Queues and Unexpected Queues are also protected by locks. Besides that, the progress function is also wrapped by a lock because this function may modify some global communication data structure which must be protected from simultaneous accesses. We should note that locking is provided by the Message Processing Layer. The upper layer software does not need to worry about this when using our communication service. 2) Queue Management: As mentioned before, in multi-threaded applications Primary Queues and Unexpected Queues are protected by locks. Contention exists when more than one thread access a single queue at the same time. To reduce this



contention, the number of these queues can be chosen at compile time. For example, if the number of queues is the same as the number of application threads, there will be no contention among them if they access different queues because each queue is protected by a different lock. Currently the Primary Queues are processed in a round-robin fashion. However, the processing can be easily changed to give priority to certain queues and thus implement some kind of QoS for message processing. 3) Flow Control: SAN networks such as VIA or InfiniBand often require that a receive be posted to a communication end-point before the other side can successfully send a message. Since RDMA operations are one-sided, they do not have this limitation. In our communication protocol, control packets are transferred through send/receive operations. Thus, we have to provide a flow control scheme so that we do not overrun the receive side with too many packets. This task is made easy be observing the fact that for Primary Queues, each request, including emulated RDMA read reqeusts, will only generate a limited number of control packets to the server node. Thus, by limiting the number of outstanding transactions and reposting receives at the server side before sending back responses, we can make sure that buffer overruns will not happen. 4) Connection Management and Name Service: SAN networks often use connection oriented communication model. (InfiniBand also provides datagram services.) Therefore, a connection must first be established before two nodes can communicate. This work can be done statically or dynamically. In the former case, all connections are set up during the initialization phase. In the latter approach, nodes can join dynamically and connections are set up on demand. In our design, upper layer software uses high level names (service names or server names) to specify the target node when accessing our communication services. The high level names are translated by our Message Processing Layer to low level names which can be mapped directly to the communication end points. Each node provides this service by maintaining a name translation table. However, it is possible to use existing directory service to provide



this name service. IV. P ERFORMANCE We have implemented prototypes of our design for two SAN networks connected by Giganet cLAN 1000 VIA [16] and Mellanox InfiniHost 4x InfiniBand [17] cards. Each node of our IBA cluster has 512MB memory and dual Intel Xeon 2.40 GHz processors with Hyperthreading, giving the illusion of 4 processors. Each node of our VIA cluster has 1GB memory and four Intel PIII 700 MHz processors. The Linux kernel versions are 2.4.18 for IBA and 2.2.4 for VIA. Please note that the IBA performance results presented here are based on early microcode release for InfiniHost. The Mellanox InfiniHost HCA SDK build id is thca-x86-0.0.4-rc4-build-001. The adapter firmware build id is fw-23108-1.13.1016 2build-001. As the InfiniBand products are rapidly maturing, we expect to see upcoming firmware releases to continue reducing latency and increasing bandwidth. This will have direct performance impact on our middleware. A. Base Performance Figure 6 shows the base latency (one way) for IBA and VIA. From the figure we can see that for IBA, RDMA write operation has better latency than send/receive operation. But for VIA, latencies for send/receive and RDMA write are almost the same and thus we only show one line in the figure. Figures 7 and 8 show the base latency for our implementation and Figures 9 and 10 show the base throughput. All tests were carried out between two nodes: a client and a server. In the latency tests, the client sends out a request and wait for it to finish (until the corresponding reply has arrived). In the throughput tests, the client sends out requests as fast as it can and the server measures how fast it can handle the requests. The requests consist of one request data segment and one reply data segment. We have used two methods to make communication progress: single thread polling and dedicated communication thread. From the figures we can see that by using polling, the roundtrip latency for small request and reply messages is around 24 microseconds for IBA and around 28 microseconds for VIA. The roundtrip overhead of the implemented middleware is around



4 microseconds for IBA and around 8 microseconds for VIA. How to make communication progress also has an impact on throughput, especially for small messages. From Figures 9 and 10 we can observe that using communication thread degrades performance for small messages significantly. For large messages the performance is almost the same for both cases. To get more insight into where the time has been spent, we provide latency timing breakdowns for requests with 8 byte request and reply data in Tables I and II. We have broken up the latency into five major parts. Base overhead refers to the IBA or VIA latency for 0 byte messages. Header overhead refers to the time added by sending packets with a control header. Protocol processing overhead is the time spent in our Message Processing Layer. This overhead should be the same for both IBA and VIA. However, the actual time is different due to the fact that the nodes in our IBA cluster testbed are much faster. SAN adaption overhead is the time spent in the SAN Adaption Layer. From the tables we notice that IBA has larger overhead. This is due to the fact the current microcode release fro IBA is prelimilary. If we use a dedicated communication thread, the extra locking and context switching overhead is around 3 microseconds for the IBA cluster and around 6 microseconds for the VIA cluster.



B. Eager Write and Pin-down Cache Impact Figures 11 and 12 show the latency for two cases: one always using eager write optimization and one always using RDMA read to get request data. Small message optimization is used in both cases. We can see that for large messages eager write optimization can reduce the latency. Figures 13 and 14 show the impact of pin-down cache on latency. Figures 15 and 16 show the impact of pin-down cache on throughput. In these tests, the request message size is such that it cannot use the small message optimization. From the figures we can see that using pin-down cache can significantly improve both latency and throughput for IBA. Buffer pinning and unpinning in cLAN VIA are quite efficient. Nevertheless, pin-down cache still brings noticeable performance improvements.



C. Impact of Service Time
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Fig. 7. Latency (Roundtrip) of the Proposed Middleware with
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In the previous tests, we have conducted the experiments in such a way that the server always replies immediately to any incoming requests. To better understand the interaction between service time (time spent processing the requests) and the way communication progress is made, we have conducted tests by simulating the service time. Two nodes were used in these tests: a server and a client. The client sends out requests as fast as it can. The server consists of one or more worker threads. Each worker thread tries to get an incoming thread, processes it for a certain time, and sends a reply. The processing is simulated by just keeping incrementing a counter for a certain period of time. The results are shown in Figures 17 and 18. We compared two methods for making communication progress: polling and dedicated communication thread. In the polling approach, there was only one thread while in the dedicated communication thread approach one communication thread and multiple worker threads were used. From the figures we can see that if service time is small, the overhead of executing multiple threads dominates and the polling approach performs better. However, as the service time increases, the multiple server threads approach is able to use multiple CPUs to process requests simultaneously and gives a better performance.
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In Figures 19 and 20, we show the results using dedicated communication threads with 3 and 4 worker threads. From the figures we notice that when the total number of threads exceeds the number of CPUs (the case with 4 worker threads and one communication thread), the throughput drops because the communication thread has to compete with worker threads for CPU time.
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Fig. 12. Latency for Eager Write and RDMA Read with VIA
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In this paper, we proposed a middleware layer to provide efficient communication support for clusterbased applications on SANs. We used various techniques such as carefully designed interfaces, communication protocol optimization and flexible mechanisms to ensure communication progress. We have implemented our design for two platforms: VIA and InfiniBand. Our performance evaluation shows that the protocol processing overhead is low and our proposed middleware largely preserves the performance of underlying communication layer. Although we have evaluated our system using various micro-benchmarks, many design alternatives in our system can be best evaluated using real applications. Currently, we are working along this direction, and our target applications are database applications and cluster-based service systems such as cluster-based web servers.
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