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Abstract. We study an optimal consumption-portfolio selection problem in which an economic agent is able to choose a discretionary stopping time in a continuous-time framework. We focus on studying the problem for the case where the agent’s preference changes around the stopping time. We obtain the optimal policy in an explicit form by solving free boundary value problems. If the agent’s coeﬃcient of relative risk aversion becomes higher (lower) after the stopping time, then the optimal policy is to stop as soon as the wealth level touches down (up) to the critical wealth level. Key words: Utility maximization, Discretionary stopping, Preference change, Retirement



1. Introduction We study an optimal consumption-portfolio selection problem in which an economic agent is able to choose a discretionary stopping time. This problem is a mixture of an consumption-portfolio selection problem with two control variables, consumption and a portfolio vector ðc; pÞ and an optimal stopping problem with a stopping time s. This paper focuses on studying the investor’s optimal policy for the case where her preference (i.e., the concavity of the utility function or risk-aversion parameter) changes before and after the stopping time. We ﬁnd an explicit solution to this problem and characterize the optimal policy by solving the dual family of optimal stopping time problems. An interesting variational inequality (and a free boundary value problem associated with it) arises from the dual family of optimal stopping problems and we provide an explicit solution for it. There exists a threshold wealth level which can be solved as a free boundary in the variational inequality and the optimal stopping policy
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depends on the sizes of the agent’s coeﬃcient of risk aversion before and after the stopping time. If the coeﬃcient of relative risk aversion becomes larger after the time, then it is optimal to stop if and only if the agent’s wealth level is less than or equal to the free boundary. However, if the coeﬃcient of relative risk aversion becomes smaller after the time, then it is optimal to stop if and only if the agent’s wealth level is greater than equal to the critical wealth level. There is a large literature on consumption/investment problems after Markowitz [11]. Since Merton [12], [13] ﬁrst introduced a dynamic programming method, there have been extensive studies by using the method. (See e.g., Karatzas, Lehoczky, Sethi, and Shreve [8], and Plisca [15].) A martingale method has been introduced by Cox and Hwang [4] and Karatzas, Lehoczky, and Shreve [7]. However, most research has concentrated on the utility maximization problem by a pair of controls consisting of consumption and portfolio processes up to a prescribed time, not considering the stopping time. Karatzas and Wang [10] ﬁrst studied the mixture problem with a triple of controls ðc; p; sÞ by using the martingale method. They introduced the family of stopping time problems to reduce the problem into an easy form. Choi, Koo and Kwak [1] have extended their results to the case where the agent has stochastic diﬀerential utility and Choi, Koo and Kwak [2] solved an application problem in which an ambiguity-averse agent chooses an optimal time to switch from active asset-management to passive management. Jeanblanc and Lakner [5] have studied a problem in which an agent under obligation to pay a debt can choose the time to declare bankruptcy. Choi and Shim [3] have studied a problem in which a wage earner can choose the time to retire and become a full-time investor. These authors have also studied discretionary stopping problems arising in a consumptionportfolio selection problem, but they have not considered a risk-preference change as we do in this paper. The paper proceeds as follows. Section 2 provides the economic model and Section 3 describes the optimization problem. In Section 4 we introduce results of a duality method which would be technically used in the next section. Section 5 provides a value function by solving free boundary value problems and Section 6 characterizes optimal policies. Section 7 concludes.



2. The economy We consider a continuous-time economy with inﬁnite horizon ½0; 1Þ. There is one consumption good in the economy. We consider an investor who is endowed with some initial wealth. The investment opportunity set consists of an instantaneously risk-free asset, whose price Pt0 evolves according to dPt0 ¼ Pt0 rdt;



P00 ¼ p0 ;



and m risky assets whose prices-per-share Pit evolve according to j ij dPti ¼ Pti ½li dt þ Rm j¼1 r dWt ;



P0i ¼ pi ;



i ¼ 1; . . . ; m:



W ðtÞ ¼ Wt ¼ ðWt1 ; Wt2 ; . . . ; Wtm Þ is an m-dimensional standard Brownian motion. Let X ¼ Cð½0; 1ÞÞm be the space of continuous functions x : ½0; 1Þ ! Rm . Let FW ðtÞ ¼ rðW ðsÞ; 0  s  tÞ be the r-ﬁeld generated by
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S W ðÞ. We set FW ð1Þ ¼ rð 0t1 FW ðtÞÞ. Let P be Wiener measure on W F ð1Þ. F is deﬁned by P-augmentation of the ﬁltration FW ð1Þ. (See Section 1.7 of Karatzas and Shreve [9] for the detailed construction of the inﬁnite horizon setting of the probability space.) The coeﬃcients of the model, the interest rate r, the mean rate of return on each risky asset li , the volatility matrix r ¼ ðrij Þ are all assumed to be constants. Assume that there is no redundant asset, i.e, r is assumed to have a full rank. We now deﬁne the market-price-of-risk h ¼ r1 ½l  r1m , the discount rate fðtÞ ¼ P10t ¼ ert , the exponential martingale process,   1 Z0 ðtÞ ¼ exp h> Wt  khk2 t ; 2 where the superscript > denotes the transpose of a matrix(or a vector). We also deﬁne the pricing kernel process, H ðtÞ ¼ fðtÞZ0 ðtÞ: For each given T > 0, we deﬁne a new probability measure 4 P~ðAÞ ¼ E½Z0 ½T 1A :



By the Girsanov theorem the process Z t W~t ¼ Wt þ hðsÞds; 0  t  T 0



~ is a standard Brownian motion under the new probability measure P. A consumption-portfolio plan of the investor is given by a pair ðp; cÞ with a F-progressively measurable portfolio process pðÞ ¼ ðp1 ðÞ; p2 ðÞ; . . . ; pm ðÞÞ> and a F-progressively measurable consumption process cðÞ  0 almost surely. Each pi ðtÞ represents the amount of the investor’s wealth invested in the i-th risky asset at time t. Let Xt be the total wealth at time t. Then, p0 ðtÞ ¼ Xt  Rm i¼1 pi ðtÞ is the amount invested in the risk-free asset. We allow short-selling of assets. With initial wealth x, let ðc;p;xÞ denote the investor’s wealth process corresponding to a given Xt ¼ X t consumption plan ðp; cÞ. The investor’s wealth dynamics is given by > dXt ¼ ðrXt þ p> t rh  ct Þdt þ pt rdWt ;



ð1Þ



with initial wealth X0 ¼ x. Let s be an F-stopping time. The consumption-portfolio plan ðc; pÞ is ðc;p;xÞ for all t 2 ½0; s. called admissible until s if 0  Xt For the linear wealth process (1) the investor’s wealth at time t satisﬁes Z t Z t fðtÞX ðtÞ ¼ x  fðsÞcðsÞds þ fðsÞp> ðsÞrðsÞd W~ ð2Þ 0



0



For an admissible plan ðc; pÞ until a stopping time s, the third term on the right-hand side is a continuous P-local martingale bounded below and thus a super-martingale by Fatou’s lemma. Finally, the optional sampling theorem implies   Z s ðc;p;cÞ E H ðsÞX ðsÞ þ H ðsÞcðsÞds  x ð3Þ 0



for every s 2 S where S denotes the set of all F-stopping time s’s.
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3. The optimization problem For an admissible plan ðc; pÞ until s 2 ST , the agent’s expected utility J ðc; p; s; xÞ with initial wealth x is given by Z s  ebt uðct Þdt þ ebs U ðXsðc;p;xÞ Þ : ð4Þ J ðc; p; s; xÞ ¼ E 0



We deﬁne AðxÞ to be the set of all admissible plans ðc; p; sÞ such that (4) is well-deﬁned. i.e., Z s  bt  bs  ðc;p;xÞ e u ðct Þdt þ e U ðXs Þ < 1; E 0



4



where u ¼ maxðu; 0Þ. The value function is deﬁned by V ðxÞ ¼



J ðc; p; s; xÞ:



sup



ð5Þ



ðc;p;sÞ2AðxÞ



The purpose of the paper is to study the eﬀects of a change in the investor’s risk preference on the optimal policy. And we make the following assumption to model the risk-preference change: Assumption 1 uðxÞ ¼



x1c1 1  c1



and U ðxÞ ¼



x1c2 ;  c2 Þ



c K2 2 ð1



where c1 > 0 and c2 > 0 are the investor’s Arrow-Pratt coeﬃcient of relative risk aversion before and after a stopping time s, respectively, and K2 will be deﬁned immediately. Let us deﬁne Ki ¼ r þ



b  r ðci  1Þkhk2 þ ; ci 2c2i



i ¼ 1; 2:



We make the following assumption that guarantees the investor’s problem to be well-deﬁned: Assumption 2. Ki > 0; i ¼ 1; 2. We deﬁne the convex dual function f~ of a concave function f by f~ðyÞ ¼ supðf ðxÞ  yxÞ: x>0



Then, we have u~ðyÞ ¼



1c c1  1 y c1 1  c1



and



U~ ðyÞ ¼



1c c2  2 y c2 : K2 ð1  c2 Þ



Remark 1. In this remark we will show that our problem is equivalent to the following problem which considers the investor’s optimization problem not only before the stopping time s but also after it:
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V ðxÞ ¼ sup E



"Z



ðc;p;sÞ



1c



s



e 0



bt



ct 1 dt þ 1  c1
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Z



1



e s



bt



# 1c ct 2 dt : 1  c2



ð6Þ



We denote by V ðx; cÞ the value function of the classical Merton problem. "Z # 1c 1 c t dt : V ðx; cÞ ¼ sup E ebt 1c ðc;pÞ 0 2



ðc1Þkhk It is well-known that V ðx; cÞ ¼ K cxð1cÞ with K ¼ r þ br . And it is easy c þ 2c2 to see that an optimal policy after s is provided by that of the Merton problem (see Proposition 2.4 of Jeanblanc and Lakner [5]) , i.e., for any s 2 S and Fs -measurable random variable n there exists a consumption-portfolio plan fðc~t ; p~t Þ; t  sg such that "Z # 1  bs  ~1c t bt c dt ; e E e V ðn; cÞ1fs


where the wealth process is driven by ~> ~t Þdt þ p ~> dXt ¼ ðrXt þ p t rh  c t rdWt ;



t  s;



Xs ¼ n:



Therefore, if we take U ðxÞ ¼ V ðx; c2 Þ, the two problems are equivalent. 4. A duality The problem (5) is a mixture of an optimal consumption-portfolio choice problem and an optimal stopping problem. By a well-known duality argument we can proceed to obtain the value function by solving the optimization problem for a ﬁxed stopping time and searching for a stopping time that generates the maximum utility value. The ﬁrst stage in this procedure involves a search for a Lagrange multiplier that minimizes the dual value function. However, it is generally very diﬃcult to compute the value function by the above procedure. Karatzas and Wang [10] have proposed a more practical procedure in which a family of dual optimal stopping problems are solved for a ﬁxed Lagrange multiplier and then ﬁnd a multiplier that minimizes the dual value function. In this section we review the well-known duality argument and introduce a family of optimal stopping problems corresponding to each Lagrange multiplier following Karazats and Wang [10]. We will provide explicit solutions to the optimal stopping problems by variational inequalities in Section 5. We ﬁrst ﬁx a stopping time s 2 S. Deﬁne a set Ps of consumption-portfolio plan ðc; pÞ for which ðc; p; sÞ 2 AðxÞ. Now, we consider the following optimization problem: Vs ðxÞ ¼ sup J ðc; p; s; xÞ: ðc;pÞ2Ps



For m > 0, we deﬁne a dual value function



ð7Þ
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V~ ðm; sÞ ¼ sup







 Z J ðc; p; s; xÞ  m H ðsÞX ðc;p;cÞ ðsÞ þ



ðc;pÞ2Ps



s



H ðsÞcðsÞds



 :



ð8Þ



0



It is well-known that the dual value function is given by Z s  bt bt bs ~ bs ~ V ðm; sÞ ¼ E e u~ðme H ðtÞÞdt þ e U ðme H ðsÞÞ : 0



An optimal policy ðcm ; pm Þ to problem (8) is provided by the following: optimal consumption is given by cm ðtÞ ¼ ~ u0 ðmebt H ðtÞÞ;



0ts



ð9Þ



and an optimal replicating portfolio pm , satisfying the investor’s wealth process X ðcm ;pm ;xÞ ðsÞ ¼ U~ 0 ðmebs H ðsÞÞ;



ð10Þ



exists by the martingale representation theorem (See Cox and Hwang [4], Karatzas [6], and Karatzas and Wang [10].) We can obtain Vs ðxÞ by solving the following dual minimization problem Vs ðxÞ ¼ infðV~ ðm; sÞ þ mxÞ: ð11Þ m>0



Finally, the value function V ðxÞ of problem (5) is obtained by solving the following optimal stopping problem V ðxÞ ¼ sup Vs ðxÞ:



ð12Þ



s2S



However, Karatzas and Wang [10] have shown that it is not easy to get an explicit solution by performing (11) and (12) sequentially. The existence of a solution is not guaranteed in general. Instead of following the above procedure we now introduce a family of the optimal stopping problems indexed by Lagrange multipliers. For a given Lagrange multiplier m let us consider ð13Þ V~ ðmÞ ¼ sup V~ ðm; sÞ: s2S



Here we can easily see that infðV~ ðm; sÞ þ mxÞ  V~ ðk; sÞ þ kx; m>0



8k > 0:



Taking sup with respect to s, sup infðV~ ðm; sÞ þ mxÞ  sup V~ ðk; sÞ þ kx; s2S m>0



8k > 0:



s2S



Hence, we have V ðxÞ  inf supðV~ ðk; sÞ þ kxÞ ¼ inf ðV~ ðkÞ þ kxÞ: k>0 s2S



k>0



ð14Þ



If the inequility in (14) is indeed an equality, then we can compute the value function by using the right-hand sides of (14). However, the inequality in (14) may be strict. See, for example, Example 9.3 of Karatzas and Wang [10] and Section 4 of Choi, Koo, and Kwak [2].
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Karatzas and Wang [10] have provided a suﬃcient condition that the equality is satisﬁed and Choi, Koo, and Kwak [1] have extended their result to the case where the agent has stochastic diﬀerential utility. They have characterized a set of initial wealth on which the equality holds. However, we do not need the whole details of their result in this paper, but need the following proposition to proceed our analysis in the next section. Proposition 1. If V~ ðmÞ exits and is diﬀerentiable for m > 0, then for all x 2 ð0; 1Þ V ðxÞ ¼ infðV~ ðmÞ þ mxÞ:



ð15Þ



m>0



In particular, the optimal plan is represented by (9) and (10) with m attaining the minimum value at (15). Proof. See Theorem 8.5 and Corollary 8.7 in Karatzas and Wang [10] or Theorem 1 and Remark 4 in Choi, Koo, and Kwak [1]. h 5. The investor’s value function In this section we try to solve the optimal stopping problem (13) by using a variational inequality and obtain the value function of the investor’s problem. Let ytm ¼ mebt H ðtÞ. Rewrite V~ ðm; sÞ as Z s  bt m bs ~ m ~ V ðm; sÞ ¼ E e u~ðyt Þdt þ e U ðys Þ : 0



Let yt be a stochastic process satisfying the following dynamics: dyt ¼ yt ½ðb  rÞdt  hdWt : ytm



Note that be a unique strong solution to (16) with initial condition We consider the following optimal stopping problem Z s  ebs u~ðyt Þds þ ebs U~ ðys Þ ; vðt; yÞ ¼ sup Eyt ¼y s>t



ð16Þ y0m



¼ m.



ð17Þ



t



where we adopt the expectation symbol Eyt ¼y ¼ Ey . Now we consider a variational inequality. Consider the diﬀerential operator L¼



@ 1 @2 @ þ jjhjj2 y 2 þ ðb  rÞy @t 2 @y @y 2



acting on a function w : X!R, X ¼ ð0; 1Þ  R. If 0 < c1 < 1 < c2 , then it is obvious that an optimal stopping time does not exist, i.e, ^s ¼ 1 since u takes positive values and U takes negative values. If 0 < c2 < 1 < c1 , then ^s ¼ 0 is clear by a reason opposite to the above. Thus, we only need to consider two cases where both c1 and c2 are less than 1 and both c1 and c2 are greater than 1, more precisely, ðiÞ 0 < c1 < c2 < 1 or 1 < c1 < c2 and ðiiÞ 0 < c2 < c1 < 1 or 1 < c2 < c1 . A solutions to the following free boundary value problem will be a solution to the optimal stopping problem (17).
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Variational Inequality 1. (0 < c1 < c2 < 1 or 1 < c1 < c2 ) Find a positive number y > 0 and a function  Þ 2 C 1 ðXÞ \ C 2 ðð0; 1Þ  ðR n f y gÞÞ wð; satisfying ðV :1Þ ðV :2Þ ðV :3Þ ðV :4Þ ðV :5Þ



 þ ebt u~ðyÞ ¼ 0; 0 < y < y Lw  þ ebt u~ðyÞ  0; y  y Lw  yÞ  ebt U~ ðyÞ; 0 < y  y wðt;  yÞ ¼ ebt U~ ðyÞ; y  y wðt;  yÞ > 0; y > 0 wðt;



for all t > 0. Variational Inequality 2. (½0 < c2 < c1 < 1 or 1 < c2 < c1 ) Find a positive number y~ > 0 and a function ~ Þ 2 C 1 ðXÞ \ C 2 ðð0; 1Þ  ðR n f~ wð; y gÞÞ satisfying ðV :1Þ ðV :2Þ ðV :3Þ ðV :4Þ ðV :5Þ



~ þ ebt u~ðyÞ ¼ 0; y~ < y Lw ~ þ ebt u~ðyÞ  0; 0 < y  y~ Lw ~ yÞ  ebt U~ ðyÞ; y~  y wðt; ~ yÞ ¼ ebt U~ ðyÞ; 0 < y  y~ wðt; ~ yÞ > 0; y > 0 wðt;



for all t > 0. Let k1 and k2 be the two roots of the following quadratic equation 1 1 khk2 k2 þ ðb  r  khk2 Þk  b ¼ 0: ð18Þ 2 2 Let us say k1 < k2 . It is easily seen that k1 < 0 and 1 < k2 . The free boundary value problem can be solved by applying the principle of smooth ﬁt, i.e, the C 1 -condition. Proposition 2. (0 < c1 < c2 < 1 or 1 < c1 < c2 ) Consider the function 8 1c < Cy k2 þ c1 y  c1 1 ; 0 < y  y K1 ð1c1 Þ /ðyÞ ¼ 1c  2 c2 : y c2 ; y  y K2 ð1c2 Þ



with   c1 c2 K2 ð1  c2 Þð1  c1 þ k2 c1 Þ c2 c1 y ¼ K1 ð1  c1 Þð1  c2 þ k2 c2 Þ



ð19Þ



and  C¼



 1c 1c c2 c1  2  1 y c2  y c1 yk2 : K2 ð1  c2 Þ K1 ð1  c1 Þ



ð20Þ
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 yÞ ¼ ebt /ðyÞ is a solution to variatinal inequality 5 provided that Then, wðt; K1 c1 1  c1 þ k2 c1  : K2 c2 1  c2 þ k2 c2



ð21Þ



Proof. First, we consider the following partial diﬀerential equation @w 1 @2w @w þ khk2 y 2 2 þ ðb  rÞy þ ebt u~ðyÞ ¼ 0; 0 < y < y ð22Þ @t 2 @y @y with a boundary condition wðt; yÞ ¼ ebt U~ ð y Þ. (The value of y will be determined later. Currently we assume that it is given and proceed to solve PDE (22).) If we try a solution of the following form wðt; yÞ ¼ ebt /ðyÞ; where / : R!R, then we get the following ordinary diﬀerential equation 1 khk2 y 2 /00 ðyÞ þ ðb  rÞy/0 ðyÞ  b/ðyÞ þ u~ðyÞ ¼ 0; 0 < y < y ð23Þ 2 with /ð y Þ ¼ U~ ð y Þ. A general solution to (23) is determined by the characteristic equation (18) and a particular solution. For a particular solution we 



1c1



c1 try Ay c1 , and we have A ¼ K1 ð1c by comparing coeﬃcients. Then, the 1Þ general solution / has the following form



/ðyÞ ¼ C0 y k1 þ Cy k2 þ



1c c1  1 y c1 K1 ð1  c1 Þ



with some constant C0 and C. As shown below, it will be suﬃcient to consider only solutions with C0 ¼ 0. By taking C0 ¼ 0 and applying the boundary condition, we have 1c 1c c1 c2  1  2 C yk2 þ ð24Þ y c1 ¼ y c2 : K1 ð1  c1 Þ K2 ð1  c2 Þ From this we obtain (24). By the principle of smooth ﬁt (the C 1 -condition), we have Ck2 yk2 1 



1 c1 1 1 y 1 ¼  y c2 : K1 K2



ð25Þ



From (25) together with (24), we obtain (19). To check ðV :2Þ, we see for y < y   1c 1c c2 c1  c 2  c 1 bt bt 2 1 Lwðt; yÞ þ e u~ðyÞ ¼ e  y þ y 1  c2 1  c1 



1c2



c2 c1 by direct calculation using deﬁnition of K1 . Let bðyÞ ¼  1c y c2 þ 1c y 2 1 for y > 0. Since c1 < c2 , bðyÞ takes a negative value on y 2 ðd; 1Þ with   c1 c2 c1 ð1  c2 Þ c2 c1 : d¼ c2 ð1  c1 Þ



Thus, ðV :2Þ is satisﬁed by (21).







1c1 c1
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ðV :3Þ is equivalent to the following: 1c 1c c1 c2 4  1  2 y c1  y c2  0 on mðyÞ ¼ Cy k2 þ K1 ð1  c1 Þ K2 ð1  c2 Þ



0 < y  y



The equality in the above equation holds at y ¼ y. We observe that 1 < c1 < c2 ¼)



1 c1 1 c1 y 1 > y 2 K1 K2



ð26Þ



and 0 < c1 < c2 < 1¼)



1 c1 1 c1 y 1 < y 2 : K1 K2



ð27Þ



To verify (26), we need to check 1 K1 1 yc2 c1 > ; K2 which is equivalent to ð1  c2 Þð1  c1 þ k2 c1 Þ > 1: ð1  c1 Þð1  c2 þ k2 c2 Þ However, the above inequality is valid since 1 < c1 < c2 . A similar argument holds for (27). If 1 < c1 < c2 , then we have 1 1 1 1 m0 ðyÞ ¼ Ck2 y k2 1  y c1 þ y c2 K1 K2   k2 1 1 c1 1 c1 y ¼ y 1  y 2 K1 K2 y  c1   1 1 1 c1 y 1 c1 y c2 1 2  y þ y : K1 y K2 y The second equality holds by (25). We claim that m0 ðyÞ < 0 if y 2 ð0; yÞ. To see this, we consider the function nðzÞ ¼ ða  bÞzk2 1  az



c1



1



þ bz



c1



2



¼ ða  bÞzk2 1  z



c1



2



1



ðazc2



c1



1



 bÞ;



where a and b are some constants such that 0 < b < a. Since c1 < c2 we have 1 1 1 zc2 c1 > 1 and z c2 > 1 for 0 < z < 1. Also, we have k2 > 1. Thus, nðzÞ < 0 for 0 < z < 1. This implies that our claim is satisﬁed. Hence, mðÞ is decreasing on 0 < y  y and this means that mðÞ attains a minimum at y ¼ y for 0 < y  y. This proves ðV :3Þ when 1 < c1 < c2 . Let us consider the case 0 < c1 < c2 < 1. In this case C takes a negative value by (25) and (27). Rewrite mðyÞ as   1c 1 c1 c2  1 1  y c1 c2 : mðyÞ ¼ Cy k2 þ y c1 K1 ð1  c1 Þ K2 ð1  c2 Þ 1



4



c1 c2 c1 Since the function pðyÞ deﬁned by pðyÞ ¼ K1 ð1c Þ  K2 ð1c Þ y 1



c1



2



2



is monotone



decreasing on y > 0 and C is negative and mð y Þ ¼ 0, we have pðyÞ > 0 on y 2 ð0; y. Now, the monotone-decreasing properties of pðyÞ, y







1c1 c1



, and Cy k2
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implies that mðyÞ is monotone decreasing. This shows ðV :3Þ when h 0 < c1 < c2 < 1. Remark 2. Note that y > 0 is clear and we can easily check that C > 0 if 1 < c1 < c2 and C < 0 if c1 < c2 < 0 by using (25), (26), and (27) in Proposition 2. Proposition 3. ð0 < c2 < c1 < 1 or 1 < c2 < c1 Þ Consider the function 8 1c1 < Cy ~ k1 þ c1 y  c1 ; y~  y K1 ð1c1 Þ wðyÞ ¼ 1c  2 c2 : y c2 ; 0 < y  y~ K2 ð1c2 Þ



with



  c1 c2 K2 ð1  c2 Þð1  c1 þ k1 c1 Þ c2 c1 y~ ¼ K1 ð1  c1 Þð1  c2 þ k1 c2 Þ



and C~ ¼



 1c 1c c2 c1  c 2  c 1 2 1  y~k1 : y~ y~ K2 ð1  c2 Þ K1 ð1  c1 Þ



ð28Þ







ð29Þ



~ yÞ ¼ ebt wðyÞ is a solution to variational inequality 2 provided that Then, wðt; K1 c1 1  c1 þ k1 c1  : K2 c2 1  c2 þ k1 c2



ð30Þ



Proof. The proof is basically the same as that of Proposition 2. Note that k2 in Proposition 2 is replaced by k1 in Proposition 3. h Remark 3. Let pðkÞ ¼ 12 khk2 k2 þ ðb  r  12 khk2 Þk  b. Then, we have i pð 1c ci Þ ¼ Ki < 0. This implies that 1  ci þ k1 ci < 0 for i ¼ 1; 2. Thus, y~ > 0.  yÞÞ Theorem 1. Suppose 0 < c1 < c2 < 1 or 1 < c1 < c2 and the pair ð y ; wðt;  yÞ coincides with the value function solves Variational Inequality 1. Then, wðt; vðt; yÞ of (17) and the optimal stopping time is provided by sy ¼ inffs > t



j



ys  y g:



~ yÞÞ solves Suppose 0 < c2 < c1 < 1 or 1 < c2 < c1 and the pair ð~ y ; wðt; ~ yÞ coincides with the value function vðt; yÞ of Variational Inequality 2. Then, wðt; (17) and the optimal stopping time is provided by sy ¼ inffs > t



j



ys  y~ g:



Proof. The proof is given by applying Theorem 10.4.1 of Oksendal [14] directly. h By the result of Theorem 1 and Proposition 1 we can ﬁnally get the original value function V ðxÞ. Since V~ ðmÞ is obtained from vðt; yÞ at t ¼ 0; y ¼ m, we have V~ ðmÞ ¼ /ðmÞ if 0 < c1 < c2 < 1 or 1 < c1 < c2 and V~ ðmÞ ¼ wðmÞ if
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0 < c2 < c1 < 1 and 1 < c2 < c1 . The family of optimal stopping times corresponding to m are given by sm ¼ infft > 0j



ytm  y g



for the case where 0 < c1 < c2 < 1 or 1 < c1 < c2 and sm ¼ infft > 0j



ytm  y~ g



for the case where 0 < c2 < c1 < 1 or 1 < c2 < c1 , respectively. Now we are left to determine an optimal value of the Lagrange multiplier m. Since V~ ðÞ is diﬀerentiable with respect to m we can apply Proposition 1 to obtain the value function. We have for the case where 0 < c1 < c2 < 1 or 1 < c1 < c2 ( 1 Ck2 mk2 1  K11 m c1 ; 0 < m  y 0 V~ ðmÞ ¼ 1 y  m  K12 m c2 ; V ðxÞ is obtained at a value m > 0 such that V~ 0 ðmÞ ¼ x. Similar argument can be applied to the case where 0 < c2 < c1 < 1 or 1 < c2 < c1 . Thus, we have the following result. 1



1



Theorem 2. Set x ¼ K12 y c2 and ~x ¼ K12 y~ c2 . Then, the value function is given by 8 1 < Cðm Þk2 þ c1 ðm Þ1c c1 þ m x; x  x K1 ð1c1 Þ ð31Þ V ðxÞ ¼ 1 : x1c2 ; 0 < x  x; c K 2 ð1c Þ 2



2



in case 0 < c1 < c2 < 1 or 1 < c1 < c2 and 8 1c1 < Cðm ~  Þk1 þ c1 ðm Þ c1 þ m x; 0 < x  ~x K1 ð1c1 Þ V ðxÞ ¼ 1 : x1c2 ; x  ~x; c K 2 ð1c Þ 2



ð32Þ



2



in case 0 < c2 < c1 < 1 or 1 < c2 < c1 where m and m are solutions to the following algebraic equations Ck2 ðm Þk2 1 þ



1  c1 ðm Þ 1 ¼ x K1



for



x > x



ð33Þ



1 1 ðm Þ c1 ¼ x K1



for



0 < x < ~x:



ð34Þ



and ~ 1 ðm Þk1 1 þ Ck



Remark 4. We can easily check one-to-one correspondences between y ; 1Þ and x 2 ð0; ~xÞ at m 2 ð0; yÞ and x 2 ðx; 1Þ at (33) and between m 2 ð~ (34). 6. Optimal policies The optimal stopping times s for the case where 0 < c1 < c2 < 1 or 1 < c1 < c2 and s for the case where 0 < c2 < c1 < 1 or 1 < c2 < c1 are obtained via (33) and (34) such that



A preference change and discretionary stopping 



s ¼ sm ¼ infft > 0j ytm  y g



431



ð35Þ



and s ¼ sm ¼ infft > 0j ytm  y~ g:



ð36Þ



From (9) together with (33), (34), (35), and (36) the optimal consumption plans c^m for the case where 0 < c1 < c2 < 1 or 1 < c1 < c2 and c^m for the case where 0 < c2 < c1 < 1 or 1 < c2 < c1 are given by 



c^m ðtÞ ¼ ðytm Þ



c1



1



;



0  t  s ;



;



0  t  s ;



and c^m ðtÞ ¼ ðytm Þ



c1



1







where ytm and ytm denote solutions to SDE (16) with an initial condition y0 ¼ m and y0 ¼ m , respectively. To obtain the optimal portfolio process we consider the Hamilton-Jacobi-Bellman (HJB) equation (Proposition 4 and 5). Since we already have the free boundary values x and ~x and duality relation between the lagrange multiplier m and initial wealth x, we only need to consider the HJB equations deﬁned on the domain fx : x < xg and on fx : 0 < x < ~xg, respectively. Without loss of generality we assume that m ¼ 1 in this section, i.e., there is 1 risky asset to avoid notational complexity when we ﬁnd an optimal portfolio. Proposition 4. (0 < c1 < c2 < 1 or 1 < c1 < c2 ) The value function (31) satisﬁes the following HJB equation of dynamic programming,   1 2 2 00 0 ð37Þ bV ðxÞ ¼ max p r V ðxÞ þ ðrx þ phr  cÞV ðxÞ þ uðcÞ ; x < x ðc0;pÞ 2 with a boundary condition V ðxÞ ¼ U ðxÞ. The ﬁrst order conditions in (37) are given as 1



c ðxÞ ¼ ðu0 Þ1 ðV 0 ðxÞÞ ¼ ðm Þc p ðxÞ ¼ 



and



hV 0 ðxÞ hm ¼  ; rV 00 ðxÞ rðdm =dxÞ



ð38Þ ð39Þ



where m is a unique solution to equation (33). Proof. Plugging (38) and (39) into HJB equation (37), we have the following nonlinear ODE. For x < x, 1c 1 ðV 0 ðxÞÞ2 c1  1 þ bV ðxÞ ¼  h2 00 ðV 0 ðxÞÞ c1 þ rxV 0 ðxÞ: 2 V ðxÞ 1  c1



ð40Þ



For each x > x, m is deﬁned by (33). Thus, we have V 0 ðxÞ ¼ Ck2 ðm Þk2 1



dm 1 dm dm  þx þ m ¼ m dx K1 dx dx



ð41Þ
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and  1 1þc dm 1  k2 2   c1 1 ¼  Ck2 ðk2  1Þðm Þ þ ðm Þ : V ðxÞ ¼ K 1 c1 dx 00



ð42Þ



The above equations give 1c ðV 0 ðxÞÞ2 1  k2   c1 1 ¼ Ck ðk  1Þðm Þ  ðm Þ : 2 2 K1 c1 V 00 ðxÞ



Then, the right-hand side of (40) is equal to the left-hand side as shown below:   1c 1c 1 2 1 c  1  k2   c1 1 ðm Þ ðRHSÞ ¼ h Ck2 ðk2  1Þðm Þ þ þ 1 ðm Þ c1 þ rxv 2 K1 c1 1  c1     1c 1 1 2 c r  1 ¼ C h2 k2 ðk2  1Þ  rk2 ðm Þk2 þ h þ 1 þ ðm Þ c1 2 2cK1 1  c1 K1   1c 1 c r  1 ¼ Cbð1  k2 Þðm Þk2 þ h2 þ 1 þ ðm Þ c1 2K1 c1 1  c1 K1 ¼ Cbð1  k2 Þðm Þk2 þ



1c b  1 ðm Þ c1 K1 ð1  c1 Þ



¼ bV ðxÞ ¼ ðLHSÞ; where the ﬁrst equality is from direct computation, the second and ﬁfth are from (33), the third is from deﬁnition of k’s in (18), and the fourth is from h deﬁnition of K1 . This completes the proof. Proposition 5. (0 < c2 < c1 < 1 or 1 < c2 < c1 ) The value function (32) satisﬁes the following HJB equation of dynamic programming,   1 bV ðxÞ ¼ max p2 r2 V 00 ðxÞ þ ðrx þ phr  cÞV 0 ðxÞ þ uðcÞ ; 0 < x < ~x ð43Þ ðc0;pÞ 2 with a boundary condition V ð~xÞ ¼ U ð~xÞ. The ﬁrst order conditions in (43) are given as 1



c ðxÞ ¼ ðu0 Þ1 ðV 0 ðxÞÞ ¼ ðm Þc p ðxÞ ¼ 



and



hV 0 ðxÞ hm ¼ ; rV 00 ðxÞ rðdm =dxÞ



ð44Þ ð45Þ



where m is a unique solution to equation (34). Proof. The proof is essentially the same as that of Proposition 4. Remark 5. From (41) and (42) we can rewrite F.O.C (39) as   1 h 1   c 1  k2 1 p ðxÞ ¼ ðm Þ þ Ck2 ðk2  1Þðm Þ : r K 1 c1 Similarly, we rewrite F.O.C (45) as



h
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  h 1 1 ~ 1 ðk1  1Þðm Þk1 1 : ðm Þ c1 þ Ck r K 1 c1 



Our setting is time-homogeneous Markovian, thus substituting y m ðtÞ into (33) instead m yields the optimal wealth process X  ðtÞ for the case where 0 < c1 < c2 < 1 or 1 < c1 < c2 such that 



X  ðtÞ ¼ Ck2 ðytm Þk2 1 þ



1 m c1 ðy Þ 1 ; K1 t



0  t  s ;



X  ð0Þ ¼ x:



ð46Þ



Similarly, the optimal wealth process X ðtÞ for the case where 0 < c2 < c1 < 1 or 1 < c2 < c1 is given by 1 ~ 1 ðy m Þk1 1 þ 1 ðy m Þc1 ; X ðtÞ ¼ Ck t t K1



0  t  s ;



X ð0Þ ¼ x:



ð47Þ



Now we are ready to show that the ﬁrst order conditions (38), (39), (44), and (45) actually provide the optimal policies. Theorem 3. (0 < c1 < c2 < 1 or 1 < c1 < c2 ) The optimal policy is provided by ðp ; c ; s Þ such that 



c ðtÞ ¼ ðytm Þ



c1



1



;



0  t  s



and p ðtÞ ¼



  h 1  1  ðytm Þ c1 þ Ck2 ðk2  1Þðytm Þk2 1 ; r K1 c1



0  t  s



with s ¼ infft > 0j Xt  x g;



ð48Þ



where X  ðtÞ are the optimal wealth process (46). Proof. First note that (48) is a only rewriting of (35) by using the optimal wealth process X  ðtÞ of (46). It is suﬃcient to show that the given consumption and portfolio processes generate the optimal wealth process X  ðtÞ of (46) when X  ðtÞ > x. Recall that   dy m ¼ y m ½ðb  rÞdt  hdW . In this proof, we will write y  ¼ y m to simplify notation. By applying Ito’s lemma to (46), we have 1 1 ðyt Þ c1 dy t K1 c1 1 1 þ c1  c1 2 þ ½Ck2 ðk2  1Þðk2  2Þðyt Þk2 3 þ ðy Þ 1 ðdy t Þ2 2 K1 c21 t 1 1 ¼ ½Ck2 ðk2  1Þðyt Þk2 1  ðy  Þ c1 ½ðb  rÞdt  hdW  K1 c1 t 1 1 þ c1  c1 2 þ ½Ck2 ðk2  1Þðk2  2Þðyt Þk2 1 þ ðy Þ 1 h dt 2 K1 c21 t



dX  ðtÞ ¼ ½Ck2 ðk2  1Þðyt Þk2 2 
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  1 ¼ r Ck2 ðyt Þk2 1 þ dt K1   1 1 2  k2 1  c1 þ ðy Þ dt þ h Ck2 ðk2  1Þðyt Þ K1 c1 t   1  Ck2 k2 ðk2  1Þh2 þ bðk2  1Þ  rk2 ðyt Þk2 1 dt 2   rb r 1  c1 2  c1  þ h ðyt Þ 1 dt þ K1 c1 K1 2K1 c21 1 1 ðy  Þ c1 dW : þ h½Ck2 ðk2  1Þðyt Þk2 1 þ K1 c1 t Here, we observe that the third term of the right-hand side of the last equality is equal to zero by deﬁnition of k’s (see equation (18)) and the fourth term is equal to 1 by deﬁnition of K1 . Now, if we match the ﬁrst, second, and ﬁfth terms according as Ck2 ðyt Þk2 1 þ



1 ¼ X  ðtÞ K1



and h½Ck2 ðk2  1Þðyt Þk2 1 þ



1 1 ðyt Þ c1  ¼ p ðtÞr: K1 c1



then, we have dXt ¼ ðrXt þ pt hr  ct Þdt þ pt rdW Therefore, the optimal wealth process is obtained from the strategy ðp ; c Þ h for 0  t  s . Theorem 4. (0 < c2 < c1 < 1 or 1 < c2 < c1 ) The optimal policy is provided by ðp ; c ; s Þ such that c ðtÞ ¼ ðytm Þ



c1



1



;



0  t  s



and



  1 h 1 m c1 m k1 1 ~ p ðtÞ ¼ ðy Þ þ Ck1 ðk1  1Þðyt Þ ; r K1 c1 t



0  t  s



with s ¼ infft > 0j Xt  ~x g;



ð49Þ



where X ðtÞ are the optimal wealth process (47). Proof. The proof is essentially the same as that of Theorem 3.



h



7. Conclusion We have studied the eﬀect of a risk preference change on the optimal policy in a discretionary stopping problem in a consumption and portfolio-selection
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problem by solving a family of dual stopping problems. We have obtained explicit value functions and characterized the optimal policies. The optimal stopping time is determined as follows: Case 1: 0 < c1 < 1 < c2 ¼)^s ¼ 1: Case 2: 0 < c2 < 1 < c1 ¼)^s ¼ 0 almost surely. Case 3: 0 < c1 < c2 < 1;



or



1 < c1 < c2 ¼)s ¼ infft > 0j Xt  xg:



Case 4: 0 < c2 < c1 < 1;



or



1 < c2 < c1 ¼)s ¼ infft > 0j Xt  ~xg:
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