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ABSTRACT In order to achieve good performance in object classiﬁcation problems, it is necessary to combine information from various image features. Because the large margin classiﬁers are constructed based on similarity measures between samples called kernels, ﬁnding appropriate feature combinations boils down to designing good kernels among a set of candidates, for example, positive mixtures of predetermined base kernels. There are a couple of ways to determine the mixing weights of multiple kernels: (a) uniform weights, (b) a brute force search over a validation set and (c) multiple kernel learning (MKL). MKL is theoretically and technically very attractive, because it learns the kernel weights and the classiﬁer simultaneously based on the margin criterion. However, we often observe that the support vector machine (SVM) with the average kernel works at least as good as MKL. In this paper, we propose as an alternative, a two-step approach: at ﬁrst, the kernel weights are determined by optimizing the kernel-target alignment score and then the combined kernel is used by the standard SVM with a single kernel. The experimental results with the VOC 2008 data set [8] show that our simple procedure outperforms the average kernel and MKL.



Categories and Subject Descriptors I.4.8 [Computing Methodologies]: Image Processing And Computer Vision—Scene Analysis



General Terms Measurement Performance
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1. INTRODUCTION
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In computer vision, it is necessary to combine image representations of various types (color, texture, shape etc.) in order to achieve good performance. Moreover, importance of image features changes signiﬁcantly between tasks. For example, in object classiﬁcation, color information is not relevant for the car class, while it helps substantially to recognize the stop signs. Therefore, techniques for combining many features with adaptation of their contributions are useful. We will approach object classiﬁcation problems with machine learning techniques. In the last decades, kernel machines have been investigated extensively and have also been widely and successfully applied to many practical problems in various ﬁelds [18]. Kernels deﬁne similarities between data points and play a central role in such techniques. Although generic kernels such as polynomials and Gaussians were used at the beginning, designing good kernels for data sets at hand is essential to achieve better performance. On one hand, there have been proposed many ﬁne-tuned kernels incorporating prior assumptions and domain knowledges [10, 23]. On the other hand, a general framework called multiple kernel learning (MKL) was introduced by Lanckriet et al.(2004) [12] to construct appropriate kernels adaptively and have been developed in aspects of both theory and algorithms [2, 19, 17, 22]. More speciﬁcally, from positive mixtures of pre-determined base kernels, MKL selects the optimal mixing weights and simultaneously learns the classiﬁer by maximizing the margin. In computer vision, MKL was recently applied to object classiﬁcation in order to combine various image descriptors optimally [20]. At this moment, feature or kernel combination methods used for object classiﬁcation are: (a) the uniform weights after an appropriate normalization [13, 21], (b) a brute force search over a validation set [3, 4], (c) the MKL [20]. Although the average kernel (a) is not adaptive, it often works reasonably. On the other hand, the best combination in a validation set outperforms the others, but computationally intractable, if the number of the base kernels is not small. The MKL (c) can give adaptive kernel weights within reasonable amount of time. It is also theoretically and technically attractive, because the kernel weights and the classiﬁer can be learned simultaneously with the margin criterion. However, it can not often outperform the average kernel, because it relies on the ℓ1 regularizer, which gives too sparse weights. Motivated by



this observation, we propose in this paper a method which outputs less sparse solutions. The weights are optimized based on the kernel-target alignment [5], which measures goodness of kernels to determine the mixing weights adaptively, prior to the classiﬁer learning by the support vector machine (SVM). Through experiments with an image data set from PASCAL visual object classiﬁcation (VOC) challenge 2008 [8], we show that our simple two-step approach is at least as good as the average kernel and the ℓ1 MKL in all object classes. This paper is organized as follows. In Section 2, we will brieﬂy explain the relevant techniques, MKL and the kerneltarget alignment. Then, the optimization of the alignment score within mixtures of base kernels will be discussed and a simple procedure to get an approximation of the solution will be described in Section 3. Experimental results with the VOC 2008 data set will be presented in Section 4, followed by conclusions and future directions in Section 5.



2. RELATED RESEARCHES 2.1 Multiple Kernel Learning Let K1 , . . . , Km be a set of base kernels obtained from different features. In the MKL framework, linear combinations of the base kernels, i.e. Kβ =



m X



PM 1 Here, ∥β∥1 = j=1 βj is the ℓ norm of a vector. This optimization problem can also be solved by a semi-inﬁnite program (SIP) in the dual formulation [19]. min λ λ,β



s.t.



λ≥



n X



αi −



i=1



n m X 1 X αi αl yi yl βj kj (xi , xl ), 2 j=1 i,l=1



∀α ∈ Rn (1) n X



0 ≤ αi ≤ C, ∀i;



yi αi = 0;



i=1



βj ≥ 0, ∀j;



∥β∥1 ≤ 1



The solution can be obtained with interleaving cutting plane algorithms, i.e. by iterating the following two steps alternatively. − For the actual mixture β, the solution of the regular SVM as in the second line of eq.(1) generates the most strongly violated constraint. − With respect to set of active constraints, the optimal values of β and λ are identiﬁed by solving a linear program. An implementation of the MKL is available in the toolbox Shogun [19].



βj Kj



j=1



are considered and the mixing parameter β = (βj ) is learned together with model parameters, so as to maximize the generalization ability. In Lankriet et al. (2004) [12], they considered two kinds of constraints on β and the combined kernel K. In the most general form, a class of positive semideﬁnite matrices K ≽ 0 with tr(K) ≤ c is investigated, which leads to an expensive semi-deﬁnite programming (SDP) problem. Therefore, additional constraints βj ≥ 0 are usually imposed. The optimization problem can be solved by a more tractable quadratically constrained quadratic program (QCQP). Suppose that ψj is the feature mapping from the input X to a reproducing kernel Hilbert space Hj which gives rise to the j-th base kernel function via ¯ ) = 〈ψj (x), ψj (¯ kj (x, x x)〉Hj . In the case of learning with muptiple kernels, the large margin classiﬁer is extended as f (x) =



m X



βj w ⊤ j ψj (x)



+b=



j=1



m X



v⊤ j ψj (x)



+ b,



j=1



where v j denotes the directional parameter w j for the j-th feature multiplied by the kernel weight βj . MKL with the ℓ1 regularizer optimizes the following problem [22]. min



β,v,b,ξ



s.t.



m 1 X v⊤ j vj + C∥ξ∥1 2 j=1 βj



∀i,



m X



v⊤ j ψj (xi ) + b



!



≥ 1 − ξi



j=1



ξ ≥ 0;



β ≥ 0;



∥β∥1 ≤ 1



However, the above framework tends to output sparse solutions; many elements of β are suppressed to 0. This is because of the nature of ℓ1 regularizer [18]. Sparsity often provides some advantage, but sometimes causes poorer performance. As shown in Section 4, MKL is outperformed even by the average kernel in our application. In the following sections, we propose a simple procedure which outputs less sparse solutions and outperforms both MKL and the average kernel.



2.2 Kernel-Target Alignment Cristianini et al. (2001) [5] introduced the notion of kernel alignment, a measure of similarity between two kernel functions or between a kernel and a target function. Let K1 and K2 be the Gram matrices of kernel functions k1 and k2 for a set {xi }n i=1 of the inputs. Then, the alignment between the kernels k1 and k2 is deﬁned as the cosine of the angle between the two matrices K1 and K2 A(K1 , K2 ) := where 〈K1 , K2 〉F :=



Pn



i,j=1 1/2



〈K1 , K2 〉F , ∥K1 ∥F ∥K2 ∥F



(2)



k1 (xi , xj )k2 (xi , xj ) and



∥K1 ∥F := 〈K1 , K1 〉F are a standard inner product and Frobenius norm in matrix spaces, respectively. Let us take as K2 the ideal kernel/similarity  1, yi = yj L = (Lij ), Lij := 0, otherwise which achieves perfectly the correct clustering deﬁned by the labels {yi }n i=1 . Then, the alignment A(K, L) measures the degree of ﬁtness of the kernel K to the given learning task based on the training samples {xi , yi }n i=1 . Cristianini et al. (2001) [5] proposed a procedure to update kernels (Gram



matrices) by optimizing the alignment A(K, L), where the deﬁnition of the ideal kernel L was slightly diﬀerent. The original deﬃnition (2) of the alignment is rather problematic, if the sizes of classes are unbalanced. Therefore, people recommend centering of kernels (Gram matrices) before computing the alignment score. Centering in the corresponding feature spaces is achieved by multiplying the matrix 1 H := I − 11⊤ n to Gram matrices K from both sides, where I is the identity matrix of size n and 1 is the column vector with all elements 1. In this paper we also use the alignment with centering A(HKH, HLH) =



〈HKH, HLH〉F , ∥HKH∥F ∥HLH∥F



(3)



as the measure for evaluating goodness of kernels, where 〈HKH, HLH〉F = tr(HKHL), because H is a projection matrix. In binary classiﬁcation problems, the centrized ideal ey e ⊤ , where kernel HLH is proportional to y ( 1 yi = +1 n+ e = (e y yi ), yei := − n1− yi = −1 and n+ and n− are the sizes of the positive and negative classes, respectively.



j, the optimization problem is simpliﬁed to a QCQP. max β



m X



D E βj Kj , yy ⊤ F



j=1 m X



s.t.



βi βj 〈Ki , Kj 〉F ≤ 1



(5)



i,j=1



β ≥ 0.



3.2



An Approximation Procedure



Instead of the alignment score considered in Lanckriet et al.(2004) [12], we use its centerised version (3), i.e. A(β) := A(HKβ H, HLH), Pm where Kβ = j=1 βj Kj . In addition, we consider an approximation procedure, which is much simpler than the exact QCQP (5). Thanks to the simple form of the alignment (3), we can compute the optimum of the parameter β, if we ignore the positivity constraints β ≥ 0. Let us deﬁne the following vector and matrix. b = (bi ),



bi = tr(HKi HL)



G = (Gij ),



Gij = tr(HKi HKj )



Then, the eqution (3) can be expressed as b⊤ β A(β) = A(HKβ H, HLH) ∝ ` ´1/2 . β ⊤ Gβ Thus, the solution to maximize the alignment unconditionally can be obtained analytically as



3. TUNING KERNEL WEIGHTS BY KERNEL-TARGET ALIGNMENT 3.1 The Optimization Problem



β ∗ = argmax A(β) ∝ G−1 b. β



MKL solves kernel selection (learning β) and classiﬁcation (learning α) simultaneously by optimizing the margin criterion. On the other hand, we use the kernel target alignment for determining the mixing weights β separately, prior to learning classiﬁers. Lanckriet et al.(2004) [12] proposed using the alignment score for learning the kernel weights and an optimization procedure by solving a quadratically constrained quadratic program (QCQP). Suppose that K is the set of Gram matrices from which adaptive kernels are selected for ﬁnal classiﬁcation tasks. The kernel matrix K ∈ K which is maximally aligned with the set of modiﬁed labels y ∈ Rn can be found by solving the following optimization problem. D E max K, yy ⊤



However, if the matrix G has a bad condition number, this solution is unstable and unreliable. Therefore, it is common to introduce a regularization term in the denominator of the alignment [1], i.e. to modify the objective as A(β, r) :=



∥HLH∥F



b⊤ β ` ⊤ ´1/2 , β Gβ + r∥β∥2



(6)



where r > 0 is a regularization parameter. This quantity is maximized at β ∗ (r) = argmax A(β, r) ∝ (G + rI)−1 b,



(7)



β



(4)



which still has an analytical form. The regularization parameter r can be determined by a validation schemes. Note that only one parameter is optimized by a validation scheme in our method, while all the weights for kernels are optimized in a brute force search.



We remark that, when K is the set of all positive semideﬁnite matrices, i.e. K = {K ≽ 0}, this is an SDP. In this case, the optimization problem (4) has a trivial solution K ∝ yy ⊤ which achieves the alignment score 1, the maximal P value. If we restrict ourselves to linear mixtures K = m j=1 βj Kj of base kernels as MKL, there are two opitons, i.e. with or without further positivity constraints βj ≥ 0 for all j. With the positivty constraints and the assumition Kj ≽ 0 for all



Since we have been ignoring the positivity constraint so far, some elements of β ∗ (r) can be negative. In such cases, we ﬁx the negative weights at 0 and calculated the unconstrained solution only with the remaining elements similarly as eq.(7). We repeat this process until all weights become non-negative (see Algorithm 1). This additional procedure could result in a sparse solution. However, as will be shown in the next section, our method gives much less sparse solutions than MKL in practice. In summary, the diﬀerences from the short note in Lanckriet et al.(2004) are: (a) centerization of the alignment score, (b) introducing the regularization parameter in
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Figure 1: Example images of the VOC 2008 data set. An image can contain multiple objects, and some objects are diﬃcult to be detected. (See, e.g., ”bottle” example. Two bottles are on a table behind two persons.)



the denominator to make the score robust, and (c) an approximation procedure (Algorithm 1) which gives reasonable solutions.



4. EXPERIMENTS In this section, we show an advantage of our procedure with the VOC 2008 data set [8]. The data set for the classiﬁcation tasks contains 8780 images of 20 object classes, which were split into train, validation and test sets by the organizers (2113 for train, 2227 for validation, and 4340 for test). For each class, the label is yi = 1 if at least one object from the class is included in the i-th image, yi = −1 if no object is included, and yi = 0 if some objects, which are too diﬃcult to ﬁnd out, is included1 . The evaluation is based on precision-recall (PR) curves. The principal quantitative measure is the average precision (AP) over all recall values. Since the images labeled as y = 0 are not taken into account in the challenge, we also excluded them in the training and validation processes in our experiments. 1 This judgement, as well as annotating all the images, was done by human.



We used the following four types of basic features. HoWg: Histogram of visual words [6] based on SIFT [15] descriptor in gray (average over RGB) channel. We didn’t use interest point detectors but 10 pixels regular grid, which has proved to be more powerful for classiﬁcation task. HoWh: HoW in the hue color channel. HoG: Histogram of oriented gradients [7]. Hocol: Histogram of the hue color channel [16]. We also applied the image pyramid representation, where an image is tiled into regions with multiple resolutions. With 1-level pyramid representation, for example, the histogram within the whole image (level 0) and the histograms within 4 quarter images (level 1) are used. This captures spatial information of feature appearance to some extent, and have shown good performance in image classiﬁcation [14]. We applied 2-level representation, i.e., 1, 4, and 16 tiled images were considered. For each feature, we constructed a kernel



Table 1: Average precisions on the test images of random splits (10 iterations). For each row, the best method and comparable ones based on the Wilcoxon signed-rank test at the signiﬁcance level 5% are marked in bold faces. In almost all classes, our method was among the best ones. Note that APs are worse than Table 2, since the number of training images (train+val) in the test phase is less than that of the oﬃcial split.



uniform MKL proposed



average 40.8±1.0 40.8±0.9 41.5±0.8



uniform MKL proposed uniform MKL proposed



aeroplane 66.4±6.6 66.9±6.8 66.2±6.6 cat 46.1±3.2 47.7±3.8 47.4±3.1 person 83.9±1.2 84.1±1.3 84.3±1.2



bicycle 39.1±5.9 36.4±6.6 40.9±6.6 chair 43.0±4.7 44.1±4.9 42.9±5.1 pottedplant 15.5±4.3 14.7±4.5 16.1±5.5



bird 43.3±5.8 44.1±5.7 44.4±5.6 cow 8.2±2.9 10.8±3.5 9.4±2.5 sheep 22.9±7.0 26.3±7.7 26.7±6.8



Algorithm 1 Iterative Modiﬁcation Input: base kernels {Ki }, label y, regularization constant r Calculate the ideal kernel L from the label Calculate all inner products Gij = 〈HKi H, HKj H〉F bi = 〈HKi H, HKj H〉F Calculate the unconstrained solution β ∗ = (G + rI)−1 b while β ∗ has negative elements do Set the negative elements at 0 e and the subvector e Take the submatrix G b corresponding to the positive components e + rI)−1 e Calculate (G b and substitute it to the corresponding elements of β ∗ end while Output: the mixing weights β ∗



from each level of the pyramid to control the kernel weights between levels, depending on object classes. In the end, we used 4 × 3 = 12 kernels. Our choice of kernel function is the χ2 kernel, which has proved to be a suitable similarity measure between bag of words histograms [21]: „ « 1 k(x, x′ ) = exp − χ2 (h(x), h(x′ )) , 2γ



(8)



where χ2 (h, h′ ) =



V X (hv − h′v )2 . hv + h′v v=1



Here, x as well as x′ is an image, h(x) = (h1 , . . . , hV ) is the histogram of an image x with V bins, and γ is the width parameter of the χ2 kernel. We set the width for each kernel to be the mean of the χ2 distances between all pairs of training samples [11]. We used Shogun library for training SVM as well as MKLSVM [19]. In the ﬁrst experiment, we prepared 10 repetitions of smaller



boat 57.5±5.0 56.8±5.0 56.4±5.3 diningtable 29.5±9.1 27.1±7.0 28.4±8.7 sofa 31.3±6.5 33.0±7.2 32.9±6.2



bottle 18.4±3.6 19.2±3.8 18.6±3.4 dog 33.2±2.7 34.4±4.4 34.5±2.4 train 50.9±9.2 50.9±9.8 50.6±9.3



bus 42.3±9.1 39.3±10.6 43.7±8.7 horse 42.5±6.5 39.6±5.8 42.7±7.4 tvmonitor 51.0±5.7 50.8±5.5 51.1±6.3



car 48.9±3.3 49.0±2.8 48.9±3.1 motorbike 42.8±2.9 41.7±4.5 44.8±3.8



data sets with 2111 train, 1111 val, and 1110 test sets by randomly splitting the train and validation sets2 . In the validation phase, classiﬁers were trained with the train set and evaluated the APs with the validation set. The regularization parameter (usually denoted by C) for SVM was optimized for each class in this phase. For the proposed method, the regularization parameter (r in (6)) was also optimized. (Chosen from 10−4 , 10−3 , . . . , 104 .) In the test phase, we trained the classiﬁers with train + validation sets with the parameter optimized in the validation phase, and evaluated the APs with the test set. We iterated this procedure with the 10 diﬀerent random splittings. Table 1 shows the APs with standard deviations. In order to check signiﬁcance of the performance diﬀerences, we conducted Wilcoxon signed-rank test with the 10 iterations of AP score for each method and class (and average of all classes). In the table, the methods whose performance is not signiﬁcantly worse than the best score are marked in bold faces. We see that our proposed method almost always is included in the best group, while the uniform weights and MKL are sometimes signiﬁcantly worse than the best. Figure 2 shows the selected weights by MKL and those by our method. By nature of ℓ1 -norm regularization, MKL tends to give sparse solutions, while our method gives less spare solutions. In the second experiment, we evaluated the performance with the oﬃcial split of the VOC2008 challenge. The validation and the test procedures were the same as in the ﬁrst experiment. Table 2 shows the comparison of the test APs evaluated by the organizers on request, which shows the advantage of our method.



5.



CONCLUSIONS



In this paper, we proposed a procedure to tune weights of multiple kernel adaptively based on a regularized kerneltarget alignment score. The combined kernel determined by our method can be used by the standard SVM with a single kernel for obtaining classiﬁcation results. Through experiments with the image data set from PASCAL visual object classiﬁcation (VOC) challenge [8], we showed that our 2



The ground truth for test set is not available.
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Figure 2: Chosen (normalized) weights for 12 kernels by MKL (upper) and the proposed mothod (lower). The indices in the horizontal axis correspond to the following kernels. 1–3: HoWg with pyramid level 0, 1, and 2. 4–6:HoWh with pyramid level 0, 1, and 2. 7–9:HoG with pyramid level 0, 1, and 2. 10–12:Hocol with pyramid level 0, 1, and 2. Our method gives less sparse weights than MKL.



Table 2: Average precisions on the test images of the oﬃcial split. The obtained classiﬁer outputs were evaluated by the VOC challenge organizers on request. For each row, the best methods are marked in bold faces. On average and in most classes, our proposed method gave better AP scores.
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simple approach signiﬁcantly outperforms the average kernel SVM and MKL. Future work can be investigating other framework which outputs less sparse solutions of the kernel weights, for example, optimizing Hilbert-Schmidt normalized information criterion [9] is a candidate.
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