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A Rate Feedback Predictive Control Scheme Based on Neural Network and Control Theory for Autonomic Communication Naixue Xiong, Athanasios V. Vasilakos, Laurence T. Yang, Fei Long, Lei Shu, and Yingshu Li



Abstract The main difficulty arising in designing an efficient congestion control scheme lies in the large propagation delay in data transfer which usually leads to a mismatch between the network resources and the amount of admitted traffic. To attack this problem, this chapter describes a novel congestion control scheme that is based on a Back Propagation (BP) neural network technique. We consider a general computer communication model with multiple sources and one destination node. The dynamic buffer occupancy of the bottleneck node is predicted and controlled by using a BP neural network. The controlled best-effort traffic of the sources uses the bandwidth, which is left over by the guaranteed traffic. This control mechanism is shown to be able to avoid network congestion efficiently and to optimize the transfer performance both by the theoretic analyzing procedures and by the simulation studies.
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1 Introduction With the rapid development of computer networks, more and more severe autonomic congestion problems have occurred. Designing efficient autonomic congestion control scheme is, therefore, a crucial issue to alleviate network congestion and to fulfill data transmission effectively. The main difficulty in designing such scheme lies in the large propagation delay in transmission that usually leads to a mismatch between the network resources and the amount of admitted traffic. The crucial issue of the network control is that we should adapt the controllable flows to the changing network environment, so as to achieve the goal of the data transfer and to alleviate network congestion. Congestion is the result of a mismatch between the network resources capacity and the amount of traffic for transmission. Many research are provided on the autonomic communication [22-25, 27-28] and the network autonomic congestion problems. The paper [1] reviews all kinds of congestion control schemes having been proposed for computer networks. Among these schemes, the representative one, which is in common use, is the rate-based congestion control (see, e.g., [2-3]). The basic techniques include the Forward Explicit Congestion Notification (FECN) and the Backward Explicit Congestion Notification (BECN) [3-4]. The time delay in data transmission will result in slow transient behavior of buffer occupancy. The responsiveness of the congestion control scheme is crucial to the stability of the whole network system. The non-stability of dynamic network influences the network’s performance. To deal with this difficulty, the authors in [5] suggest using the method of fuzzy control to realize the rate-based network congestion control, and the application of heredity algorithm in queue strategy is presented in [6-7]. Furthermore, the recent papers [8-9, 18-22, 26, 30] use a multi-step neural predictive technique to predict the congestion situation in computer networks, but the longer predictive steps has still existed and the effectiveness is greatly limited in existed papers. And yet the responsiveness of the congestion control scheme is crucial to the stability of the whole network system and the relevant performance, this issue is, however, not considered in these works. So this chapter aims to improve the predictive scheme. We implement the neural predictive controller at the sources rather than at the switch. This is due to the fact the less prediction horizon usually leads to better accuracy, whereas in the proposed scheme the predictive horizon is linked with the network structure. Under the same circumstance, we use less predictive steps than that in [8-9], this then usually brings forth better performance in terms of predictive accuracy and efficiency. Our main contribution is the significant development of a multi-step neural network predictive technique for the congestion control. Through simulations of actual trace data from the real-time traffic, we demonstrate that the technique improves the control performance. Compared with the methods discussed in [8-9], this chapter introduces a BP neural network, analysis the neural network architectures and evaluates control performance. The rest of this chapter is organized as follows: In section 2, we introduce a novel improved congestion control scheme based on neural networks. In section 3, we
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describe the predictive control scheme for resource management and in section 4, we use simulation to validate and evaluate the performance of our scheme. Finally, in section 5, we present the conclusions and the future work.



2 Congestion Control Model The congestion control technique in this chapter provides such an approach for the dynamic evaluation of the low priority traffic in the network: the evaluation and distribution functions which compute the rate allocated to each individual source are based on a neural network control strategy, and the functions control the filling level of the low priority traffic buffer. The chapter considers a general model as shown in Figures 1-2 with different connections and with various traffic requirements being mapped into different classes. The rate control algorithm computes the low priority bandwidth λL (t) left by the sum of the highest priority traffic λH1 and the higher priority traffic λH2 . xL (t) is the number of λL packets waiting at time t in the queue, x0 (t) is queue threshold at time t, usually x0 (t) is a constant [8-9].



Fig. 1 A simple model of one source,λL is controlled



2.1 The Predictive Control Model of a Bottleneck Buffer It describes the control procedures for multiple sources transmitting data to the buffer of a common bottleneck node. A control algorithm running at the source node evaluates the resource need of each source and distributes the estimated available resources accordingly [8].
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In modeling the traffic through these nodes, one has to know the number of source/destination pairs and the rates at which these sources send control packets (CPs) to the network. It’s assumed to be N though the number of active sources denoted by M may vary with time t. The switching node has a finite buffer space K to store the incoming CPs and has an output link to serve them at a constant data rate of v.



Fig. 2 A model of multiple sources and a bottleneck with controller



The control procedure works in the following manner: each source sends data to the bottleneck node at regular intervals. According to the current loading state, the bottleneck node feedbacks the information to the source along the original route [29-30]. According to this reception information, the sources can decide the most suitable amount of resources that each source should be available. Thus, the sources can adjust sent-out rates correspondingly. It is clear that the key point of this control architecture lies in the control algorithm that is employed at the source node. Under the above notations and assumptions, the dynamic system of a switching node in a network can be described by the following non-linear time-variant and time-delayed equation [10-11]. N X ′ x˙(t) = S atK { ei λi (t − τ1i ) − ν}, i=1



where K is the buffer size, x˙(t) is the buffer occupancy at time t, and ( 1, activesource; ei = 0, otherwise.   K, x > K;    x, 0 ≤ x ≤ K; S atK {x} =     0, x < 0.



(1)
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If a feedback control is applied to the above system, we assume the signals get sampled every T seconds. It is reasonable because one can always add a small delay to the input delay so that it is a multiple of T when timing. So we can come to the virtual connection (VC) delay di = the input delay τ1i from the ith source node to the switching node + the feedback delay τ2i from the switching node to the ith source node. λiL (n), λiH2 (n) and λiH1 (n) respectively denote the low priority traffic rate, the higher priority traffic rate and the highest priority traffic rate from the ith source, and λi (n) denotes the sending rate of source i, i.e., λi (n) = λiL (n) + λiH1 (n) + λiH2 (n).The low priority traffic can only be transmitted when no congestion appears in the network. Furthermore, we assume that the service is FCFS (first-come-firstserved) and the packet length is constant. The buffer occupancy x(n) is measured, the CPs are sent back to the controlled sources every T seconds. The rate control algorithm computes the low priority traffic rate λL (n), i.e., the rate left by the high priority traffic λH1 (n) and λH2 (n). When N sources transmit data towards a single bottleneck node, there is a control-loop delay between each source and the bottleneck node. The round trip delay (RTD), d, is set to be a single representative value d = min(d1 , d2 , ..., dN ), and the input representative delay, τ1 , is set as τ1 = min(τ11 , τ12 , ..., τ1N ). So d = τ1 + τ2 (τ2 is the backward path delay). The best result in system performance is taken for granted the minimum delay [11]. Let λi (n) = T · λi (nT ) denote the total numbers of data packets flowing into the destination node from the ith VC during the nth interval of T . The component µ = T ν denotes the number of packets sent out from the switching destination node during the nth interval of T . The equation can be written into N x(n + 1) = S atK {x(n) + Σi=1 ei λi (n − τ1i ) − µ}. (2) The control algorithm employs the following four steps [8-9]: (i) Predict the buffer occupancy xˆ(n+1) using the multi-step predictive technique. (ii) Compute the total expected rate of the all sources λ(n) at the time n and N λ(n) = Σi=1 λi (n). This value varies dynamically with the buffer occupancy. (iii) Compute the proportion of each source,δi(n), which is the most efficient share of the available resources to be attributed to source number i, (1 ≤ i ≤ N, PN i=1 δi (n) = 1), δi (n) = λi (n)/λ(n). (iv) Compute the adjusted low priority traffic rate λiL (n). In this section, every source equally shares the available network bottleneck bandwidth, λi (n) can be expressed as: λi (n) = δi (n) · λ(n). Based on the equation (4), the source i regulates the lowest priority traffic rate λiL (n).
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3 The Predictive Control Technique 3.1 The BP Neural Network Architecture The BP neural network algorithm is introduced into this chapter as a predictive mechanism. We assume the number of input neuron is N, and the number of sample study group is M0 . The sample study groups are independent from each other. We further assume the output of the study sample group (teaching assigns) is R(k) j (j ∈ [0, N], k ∈ [1, M0 ]), and the actual output for output element j in the network is ( th O(k) j . So E k) is set to be the k group input goal function. Therefore, we have (k) 2 (k) E (k) = Σ j (R(k) j − O j ) /2. The total goal function is J = Σk E . If J ≤ ε0 , ε0 is a constant that is small enough and ε0 > 0, then the algorithm is terminated; Otherwise adjust the weight W between the implicit layer and output layer until it satisfy the expected difference value [12-15].



3.2 Multi-step Neural Predictive Technique We apply a neural network technique to determine how a BP-based algorithm satisfies its data transfer requirement by adjusting its data transfer rate in a network. As shown in Figure 2, the BPNN predictive controller is located at the sources. In order to predict the buffer occupancy efficiently, the neural model for the unknown system above can be expressed as: xˆ(n + 1) = fˆ[x(n), ..., x(n − l + 1), λ(n − τ1 − 1), ..., λ(n − τ1 − m − L)],



(3)



where x(n − i) (1 ≤ i ≤ l − 1)is the history buffer occupancy and λ(n − j)(τ1 + 1 ≤ j ≤ τ1 + m + L) is the history sending rate of the source j. L is predictive step,L = τ1 + 1, and L, m are constant integers. fˆ[·] is the unknown function, which may be expressed by the neural network. The explicit mechanism of BP neural network Lstep ahead prediction is shown in Figure 3, the value of buffer occupancy x(n) and the history value (the past buffer occupancy: x(n − 1), ...x(n − l + 1); the past source sending rates:λ(n − τ1 − 1), ..., λ(n − τ1 − m − L)) are used as the known inputs of neural network. Every layer denotes one-step forward predictive, so xˆ(n + L) in the output layer is the L-step prediction of x(n).We can compute the expected total rate ˆ λ(n) of the N sources using the following equation: ˆ − µ}, xˆ(n + L) = S atK { xˆ(n + L − 1) + λ(n)



(4)



ˆ ˆ Based on the rate λ(n) the source i adjusts the sending rate λiL (n) = λ(n)δ i (n) − λiH1 (n) − λiH2 (n), and δi (n) is a factor of share the available resources to source i (1 ≤ i ≤ N). The specific algorithm is given in the following (Figure 4), At the next
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Fig. 3 The Back Propagation (BP) L-step ahead prediction, and xˆ(n + L) is the L-step predictions of x(n).



instant n + 1, we can get new real measured value x(n + 1) and new history measure values: x(n), ..., x(n − l + 2); λ(n − τ1 ), ..., λ(n − τ1 − m − L + 1) which can be used as the next instant inputs of neural network. Then the buffer occupancy xˆ(n + L + 1) can be predicted.



4 The Simulation Results To evaluate the performance of the proposed congestion control method based on neural network, we focus upon the following simulation model with eleven sources and one switch bottleneck node (Figure 5), and assume that the sources always have data to transmit. The congestion controller is used to adjust sending rate over time in sources. The higher priority traffic, i.e., the sum of λiH1 and λiH2 traffic in source i with multiplexing of actual trace data, is acquired from the real time traffic. As shown in Figure 6, the maximum sending rate of every source is λ0 = 15.5Mbps. We use a simple resource sharing policy, i.e., the network bottleneck node equally shares the available bandwidth among every source. The sources start to transmit data at time t = 1msec together. We assume the sending rate of the switch node is ν = 155Mbps. The sampling time T is 1msec and the congestion threshold is set as x0 = 1000Kb. We propose to use a direct multi-step neural predictive architecture with 3 layer neural network, wherein the number of the input data, the input neurons, the hidden neurons and the output neurons are all (L + m + l). There are l(l = 8)terms of buffer occupancy x and (L + m)terms of the total input µ. The prediction horizon is L = τ1 + 1, and the control horizon is N = L − τ1 + 1 = 2.
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Fig. 4 Algorithm for on-line control and neural network training at sources



To investigate the performance of this model, we set the distance from sources to switch node to be 300Km with the forward path delay and the feedback path delay being τ1i = 3msec, τ2i = 3msec (i = 1, 2, ..., 11) respectively. Therefore the RTD is
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Fig. 5 A simulation model of multiple sources single buffer network



Fig. 6 High priority traffic rate sampled from the real time video traffic.



d = 6msec.We assume that the RTD is dominant compared to other delays such as processing delays and queuing delay, etc. For this case, the prediction horizon is L = 4, and m = 4. Figure 6 shows the rate of higher priority (λH1 + λH2 ) traffic. The dynamic of buffer occupancy is shown in Figure 7, where the predictive buffer occupancy and the actual buffer occupancy are described with broken line and real line respectively. The predictive value of the buffer occupancy is acquired beginning from the time (τ1 + L + 9). Figure 8 shows the transmitting rate of the lowest priority traffic, which is yielded on the
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Fig. 7 The buffer occupancy for L = 4 step prediction.



Fig. 8 The lowest priority traffic rate for L = 4 step prediction, based on the predictive value in Figure 7.



basis of the equation (1) and the predicted buffer occupancy from the time slot 12 to (500 − τ1 − L) = 493, and Figure 9 shows the total input rates. From Figure 7, one observes that buffer occupancy is acquired beginning from the time slot n = 16 and that the queue size is maintained to be close to the threshold of 1000Kb by the proposed neural networks predictive technique. The average
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Fig. 9 The total input rates of L = 4.



Fig. 10 The buffer occupancy for L = 14 step prediction.



relative error between the predictive buffer occupancy and actual buffer occupancy is 1.5099e-002, which is excellent in terms of accuracy. Figure 10-12 show the performance that we set the sources 2600Km away from the switch node, and assume the forward delay and the feedback delay being τ1i = 13msec, τ2i = 12msec,(i = 1, 2, ..., 11) respectively. Therefore the RTD is d = 25msec. We take the prediction horizon L = 14 and m = −6. Figure 10 shows the
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Fig. 11 The lowest priority traffic rate for L = 14 step prediction, based on the predictive value in Figure 10.



Fig. 12 The total input rates of L = 14.



buffer occupancy has the value that begins from the time slot at n = 36. The neural predictive congestion control technique is also able to maintain the queue size close to the threshold of 1000Kb, and the average relative error between the predicted buffer occupancy and the actual buffer occupancy is 3.7026e-002. Figure 11 shows the lowest priority traffic rate for L = 14 step prediction, and it is yielded on the basis
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of the original flow equation (1) and the predicted buffer occupancy, and Figure 12 shows total input rate prediction. The performance of the system is excellent for queue service rates. However, the performance is found to be better in the 4-step prediction than in 14-step prediction case. This is probably due to the fact that the less prediction horizon usually leads to better accuracy, whereas in our scheme the predictive horizon is linked with the forward path delay τ1 . To compare our algorithm with the conventional approaches like in [8-9], the following remarks can be given. (i)This chapter introduces a new congestion control model based on neural network. The BP network model and algorithm develop the ideas and methods in [8-9]. (ii)The quicker transient response of the source rates is acquired in our mechanism. Under the same circumstance, we use less predictive steps than that in [8-9], because in this chapter the neural predictive controller is located at the sources rather than at the switch, this usually brings forth the better performance in terms of prediction accuracy. (iii)The authors of [14 -17] suggest that only one implicit layer is enough, and it could be randomly mapped into Rm space. With the same number of the implicit layer node, the algorithm will be more efficient if there are less layers. So the implicit layer of BP algorithm in this chapter has just one layer and it could improve study efficiency with reasonable study accuracy. (iv)We have explored the relevant theory on BPNN multi-step predictive architecture and training algorithm, and give relevant simulation analysis.



5 Conclusion This chapter has described a dynamic resource management mechanism for computer communication networks on the basis of an adapting BP neural network control technique. Also we further explored the relevant theoretic foundations as well as the detailed implementation procedure for congestion control. The simulation results demonstrate that the proposed neural network architecture and training algorithm are excellent from the point of view of the system response, predictive accuracy and efficiency, and that it well adapts the data flows to the dynamic conditions in the data transfer process. We believe that the neural network predictive mechanism provides a sound scheme for congestion control in communication networks. Areas for further research would cover, for example, the issue of congestion control for multicast communication systems by using the neural network predictive method to deal with the challenge of low responsiveness, which is due to the heterogeneous multicast tree structure.
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