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a b s t r a c t Active Queue Management (AQM) is an effective mechanism to improve the performance of end-to-end congestion control. However, existing AQM schemes are sensitive to network trafﬁc changes. In this paper, we propose a novel AQM algorithm based, for the ﬁrst time, on the optimized second-order system model, called Adaptive Optimized Proportional Controller (AOPC). AOPC measures the latest packet loss ratio, and uses it as a complement to queue length in order to dynamically adjust packet drop probability. Through using TCP throughput model, AOPC is capable of detaching from the number of TCP sessions N and insensitive to various network conditions. The parameter tuning rule is in compliance with the optimized second-order system model which has a small overshoot and fast convergence speed. We comprehensively evaluate the performances of AOPC through extensive simulations using NS2 simulator, and contrast it with previous approaches such as REM, PI, PID, PIP, and LRED. Simulation results demonstrate that AOPC is more responsive to time-varying network conditions than other algorithms, and obtains the best tradeoff between utilization and delay. Ó 2008 Elsevier B.V. All rights reserved.



1. Introduction Designing a scalable Active Queue Management (AQM) scheme to co-operate with TCP end-to-end congestion control has received much interest recently [1]. The TCP end-to-end congestion control scheme is effective in preventing congestion collapse, especially when most of the ﬂows are responsive to packet loss in congested routers. Unresponsive ﬂows, however, do not slow down their sending rates when the network becomes congested, and they indeed obtain more bandwidth, results in a longer time for the network to recover from congestion. Traditional end-to-end congestion control and drop-tail buffer management are insufﬁcient to assure even minimal fairness, delay or loss guarantees, let alone providing quality of service support. To mitigate such problems, AQM has been proposed at intermediate nodes to improve the end-to-end congestion control [1]. Generally, an Internet congestion control mechanism is comprised of two components. First, a ﬂow control algorithm which runs in end hosts. During the congestion avoidance phase, TCP sources increase the congestion window size by one segment per round-trip time in the absence of congestion, and halve the congestion window size in response to a round-trip time with a congestion event,



q This paper is an extended version of our previous paper appeared in ICPP 2006. * Corresponding author. Tel.: +86 731 8830212; fax: +86 731 8876677. E-mail addresses: [email protected] (J. Wang), [email protected] (L. Rong), [email protected] (Y. Liu).



which is known as Additive Increase and Multiplicative Decrease (AIMD). Second, the link management algorithm executed in intermediate routers. Internet routers trigger the packet dropping (or marking, if Explicit Congestion Notiﬁcation (ECN) [2] is enabled) in advance when the onset of congestion is perceived, which is the basic idea of AQM. The design objectives of AQM are as follows. (1) reducing packet loss ratio at routers; (2) providing high throughput and low end-to-end delay and jitter; (3) being stable and responsive under dynamic network scenario; (4) being simple, efﬁcient and scalable to deploy. In existing AQM schemes, link congestion is estimated through queue length [3], trafﬁc input rate [8,9], packet loss ratio [11,18], buffer overﬂow and emptiness [7], or a combination of these congestion indicators [10,12]. Queue length (or average queue length) is widely used in RED [3] and most of its variants [4–6], where packet drop probability is often linearly proportional to the queue length. Many studies have demonstrated that the performance of RED is inherent deﬁcient in parameter settings. Floyd, the designer of RED, and other researchers have made great efforts to provide guidelines in parameter settings, such as gentle-RED [4], ARED [5], SRED [6] etc. Although these schemes work more effectively than RED under a wide range of trafﬁc scenario, the major drawback is that their queue lengths oscillate largely under special network load and trafﬁc conditions, resulting in low throughput and high queueing delay. BLUE [7] adjusts the marking (or dropping) probability based upon the buffer overﬂow and link idle events. The trafﬁc input rate is also used in some AQM schemes such as
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AVQ [8] to make the input rate match the link output rate. Many other schemes, such as REM [10] and RaQ [12], use both queue length and input rate to estimate congestion level. In [14], the ﬂuid model of TCP behavior derived in [13] has been linearized by Hollot et al. and a second-order feedback control system was obtained thereafter. Subsequently, a Proportional-Integral (PI) controller [15] is designed to regulate the TCP/AQM interconnection system. The TCP/AQM interconnection system gives a framework for network researchers to design an AQM controller to regulate the system. Based on the system framework, Proportional-IntegralDerivative (PID) controller [16], PIP [17], and LRED [18], are proposed to eliminate the drawbacks in PI controller. These sophisticated controllers indeed enhance the performance in wide network scenarios; however, the connatural demerit of these controllers is that the control parameters are conﬁgured in particular network scenarios so that they lack of ﬂexibility. The strong correlation between the control parameters and network parameters makes these controllers be prone to be unstable. The stability and convergence are two important issues which should be considered in the system design. Existing AQM controllers are sensitive to network load and obtain unsatisfactory stability and convergence under dynamic network environment, which motivate us to develop a robust controller with both stable control of queue evolution and fast convergence rate to the desire queue length under a variety of network scenarios. The design is motivated by the following observation. The TCP throughput formula, which is derived from [19], can be useful in decoupling AQM design from the number of TCP sessions N. Based on the optimized second-order system model which has a small overshoot and fast convergence rate, together with the TCP throughput formula, we propose a robust AQM scheme, called Adaptive Optimized Proportional Controller (AOPC). AOPC periodically measures the packet loss ratio and uses it to compute a tuning factor of the control parameter. With this tuning factor, the AOPC tunes the control parameter adaptively, tracking the dynamic network load. Besides, AOPC applies the optimized second-order system model to ensure the satisfactory performance and guarantee the system stability. It has a better system closedloop performance over the approaches tuned by the classical Ziegler–Nichols rule. Through extensive simulations under various network conﬁgurations, we show that, compared to existing AQM schemes, such as REM, PI, PID, PIP, and LRED, AOPC scheme offers more stable control of queue length around the desired queue length, thus achieves higher link utilization. AOPC also has better responsiveness and robustness. The remainder of this paper is organized as follows. In Section 2, we review the control system models. Section 3 presents the AOPC scheme and gives some guidelines for parameter settings. A performance analysis is also presented at the end of this section. We compare AOPC with REM, PI, PID, PIP and LRED through NS simulation in Section 4. We conclude this work in Section 5.



Fig. 1. Block diagram of TCP/AQM interconnection system.



where q0 is the desired queue length, G1 ðsÞ is the AQM controller, G2 ðsÞ is the ‘‘plant” or TCP window-control and queue dynamics we try to control. The objective of the AQM controller is to regulate the queue length to the desired value q0 by marking (dropping) packets with a probability p as a function of measured queue length deviation between instantaneous and desired value. The transfer function of G2 ðsÞ is: G2 ðsÞ ¼



Km ; ðT 1 s þ 1ÞðT 2 s þ 1Þ



where, Km ¼



ðRCÞ3 4N



2



;



T1 ¼



In this section, we introduce the TCP/AQM interconnection system model, the optimized second-order system model, and the general properties of proportional AQM control. 2.1. TCP/AQM Interconnection system model Transient behavior of networks with AQM routers supporting TCP ﬂows was described by a couple of nonlinear ordinary differential equations [13]. These equations are linearized in [14] and the linear TCP/AQM interconnection system is depicted in Fig. 1,



R2 C ; 2N



T 2 ¼ R:



ð2Þ



where, N is the number of active TCP sessions, R is the round trip time (RTT), and C is the link capacity. By choosing different forms of G1 ðsÞ and employing different methods to determine the parameters of G1 ðsÞ, we have different AQM algorithms (Controllers). The widely adopted controller is the general PID (Proportional-Integral-Differential) controller. Due to the modeling inaccuracies, as listed in [17], a parameter tuning structure is (1) to correct this simple plant or controlled object; and (2) insensitive to the drift of system parameters. In previous works, the control parameters of G1 ðsÞ are determined only based on some special network and trafﬁc conditions. This paper proposes a self-tuning proportional controller that can determine the controller parameters dynamically. 2.2. Optimized second-order system model Consider the closed-loop transfer function of the second-order system: GðsÞ ¼



K ; s2 s2 þ 2fss þ 1



ð3Þ



where K is the static sensitivity, s is the time constant, and f is the damping factor. The magnitude–frequency characteristic AðxÞ and the phase–frequency characteristic uðxÞ are given by: K AðxÞ ¼ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ; ð1  x2 s2 Þ2 þ 4f2 x2 s2 uðxÞ ¼  arctan



2. Control system model



ð1Þ



2fxs : 1  x2 s2



The damping factor f is vital to the performance of the second-order system [23]. When f is very small (close to zero) at xs ¼ 1, the value of AðxÞ is very large, which is called resonance. With the increasing of f, the resonance peak descends. When f P 0:707, the resonance peak vanishes and AðxÞ is a decreasing function of x. In engineering, the second-order system is classiﬁed into under damping, critical damping, and over damping system corresponding to f < 1, f ¼ 1, and f > 1. The second-order system is optimal when f ¼ 0:707. For 0 
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pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ!# 1  f2 1  f2 1 fst t þ arctan yðtÞ ¼ K 1  pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ e  sin : s f 1  f2



ð4Þ



When t ! 1, yðtÞ ! 1, the steady-state error ess goes to zero. Assume K 6 1 is always satisﬁed in the proportional AQM control (In Section 2.3, we show this assumption is consistently valid). Let yð1Þ ¼ 1, then the steady-state error ess and the settling time t s with admissible error set to be 2%, satisﬁed with jyðt s Þ  yð1Þj ¼ 0:02yð1Þ, are obtained as follows: ess ¼ 1  K; pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 4  ln 1  f2 s: ts ¼ f



ð5Þ ð6Þ



2.3. General properties of proportional AQM control Let h denote the control parameter for a proportional AQM controller. The closed-loop transfer function of the TCP/AQM control system can be given by: hK m T 1 T 2 s2 þ ðT 1 þ T 2 Þs þ hK m þ 1 KðhÞ ¼ ; sðhÞ2 s2 þ 2fðhÞsðhÞs þ 1



GðsÞ ¼



hK m ; hK m þ 1 sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ T1T 2 sðhÞ ¼ ; hK m þ 1 sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ T1 þ T2 1 : fðhÞ ¼ ðhK m þ 1ÞT 1 T 2 2



ð7Þ



ð8Þ ð9Þ ð10Þ



Assume the TCP/AQM interconnection system is an under damping system. We attempt to examine the monotonicity of steady-state error ess and settling time t s as the control parameter h increases. Lemma 1. The steady-state error ess of the TCP/AQM interconnection system is a decreasing function of h when using a proportional AQM controller. Proof 1. The steady-state error calculated from (5) is a decreasing function of h if and only if the parameter K is a increasing function of h. From (8), since K m is a positive parameter, obviously KðhÞ < 1 is always satisﬁed for all h > 0 and increases with h. Therefore, ess decreases as h increases. h Lemma 2. The settling time ts of the TCP/AQM interconnection system is a decreasing function of h when using a proportional AQM controller. Proof 2. From (8)–(10), we have hK m þ 1 ¼



1 ; 1K



sf 1 1K : ¼ ¼ T 1 þ T 2 2ðhK m þ 1Þ 2



We write the derivative of function ts about h as follows: dts ot s ds ot s df þ ; ¼ dh os dh of dh where pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ot s 4  ln 1  f2 ¼ ; os f



¼ ots ¼ of



K m s2 f K m ð1  KÞ s; ¼ T1 þ T2 2 ! pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ f2 þ ð1  f2 Þ ln 1  f2 4  s; ð1  f2 Þf2 f2



df ðT 1 þ T 2 ÞK m K m fð1  KÞ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼  ¼ : dh 2 4ðhK m þ 1Þ T 1 T 2 ðhK m þ 1Þ hence, pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ dt s K m ½f2 þ 2ð1  f2 Þ ln 1  f2 ð1  KÞ ¼ s dh 2fð1  f2 Þ From (8), we can see for all h 2 Rþ , K < 1 is always satisﬁed. Since the system is an under damping system, that is 0 < f < 1. If pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ s f2 þ 2ð1  f2 Þ ln 1  f2 > 0 is valid, dt < 0 will be satisﬁed. The dh p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ proof for 8f 2 ð0; 1Þ; f2 þ 2ð1  f2 Þ ln 1  f2 > 0 will be similar. s Thus, dt < 0, and the function t s is a decreasing function of h. h dh 3. The AOPC scheme



where the static sensitivity K, time constant s, and damping factor f are calculated as functions of h as follows: KðhÞ ¼



ds T 1T 2Km pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ dh 2ðhK m þ 1Þ T 1 T 2 ðhK m þ 1Þ



3.1. Overview of LRED scheme The packet loss ratio and queue length are both used to estimate the degree of link congestion in LRED [18]. LRED periodically measures the packet loss ratio, which is then set as the desired stable packet drop probability p0 , in the large time-scale, and updates packet drop probability in the small time-scale at each packet arrival. Thus, the packet drop probability is calculated as follows: qﬃﬃﬃﬃﬃﬃﬃﬃ ð11Þ p ¼ lðkÞ þ b lðkÞðq  q0 Þ; where b is a pre-conﬁgured positive constant, lðkÞ is the measured packet loss ratio at period k, q0 is the desired queue length. Let lðkÞ be the packet loss ratio in period k during the latest M measurement periods, then the measured packet loss ratio lðkÞ can be calculated as follows: lðkÞ ¼ mw  lðk  1Þ þ ð1  mwÞ  lðkÞ;



ð12Þ



where mw is the measured weight factor. LRED is a typical proportional controller. The rationale of parameter setting behind LRED is to let the control parameter increases with the measured loss ratio. Thus, when lðkÞ is a bit large (or small), p will increase (or decrease) with a large (or small) slope so as to guarantee that the packet drop probability in small queue length is much smaller. For comparison of AOPC scheme, a stability condition for LRED is presented as follows. b ; RÞ, b C b Stability condition for LRED: Given network parameters ð N; x p _ b _ and assume that b satisﬁes Rx þ arctanðK 11 Þ ¼ 2, b > 0, where x can rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ b be calculated as x ¼ 12 ð K 411 þ 4K 2c H2c  K 211 Þ, and K 11 ¼ 2 N , bR 2 bC b2 ^pﬃﬃﬃﬃﬃ p0 in LRED. If K c ¼ C , Hc ¼ b gb N ! pﬃﬃﬃﬃﬃﬃ b 4 2gð2 NÞ ^ ¼ min b; _ ; ð13Þ b
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R vary dynamically and remain unknowns. Moreover, even N and R are known a priori, the value of b is unable to be obtained through online computation for Internet routers since b is not an explicit function of the network variables (N, R). Therefore, LRED is not scalable for a wide range of trafﬁc conditions and impossible to be deployed in Internet routers. In order to circumvent the obstacle of parameter conﬁguration and simplify the parameter tuning method, an estimation mechanism for network variables should be provided to capture the network dynamics. 3.2. AOPC description The main goal of our work is to develop a simple AQM controller that can scale to Internet-like environments with signiﬁcant heterogeneity in link capacities, end-to-end RTTs, route buffer sizes and variable trafﬁc characteristics. By ‘‘simple” we mean an AQM controller does not require per-ﬂow state information and low computation overhead in deployment. AQM schemes need to maintain closed-loop performance in face of varying network conditions. These conditions include variations in the number of TCP sessions N and TCP average round trip time R, and the introduction of shortlived ﬂows into the queue. Due to the fact that (1) the lifetime of a TCP session remains unknown to a network router, (2) nonidentical TCP sessions have various lifetimes, and (3) the number of TCP sessions varies greatly, it is difﬁcult to count the number of TCP sessions directly. Nevertheless, in the TCP/AQM interconnection system model, the system closed-loop performance has a strong relationship to these unknown network state variables. The motivation behind AOPC is to detach the correlation between control parameters and the network state variables so as to provide an efﬁcient and ﬂexible mechanism for queue management. We employ proportional AQM control to calculate packet drop probability. AOPC measures packet loss ratio in a large time scale and updates packet drop probability in a small time scale upon each packet arrival. Different from LRED, AOPC tunes its control parameter adaptively according to the packet loss ratio measured in a large time scale to circumvent the drawbacks of LRED. The packet drop probability in AOPC is given by: p ¼ lðkÞ þ cðkÞðq  q0 Þ;



ð14Þ



where, cðÞ is a variable parameter suitable to current network conditions, lðkÞ is the measured packet loss ratio, and the measurement method is the same as LRED as described in (12). The TCP/AOPC interconnection control system is depicted in Fig. 2. AOPC has two components: (1) Network Load Estimator, which estimates the average number of TCP sessions at the end of the latest packet loss ratio measurement period so as to detach the correlation between the control parameter and the number of TCP sessions N; (2) Parameter Optimization Module, which optimizes the TCP/AOPC interconnection system based on the optimized second-order system model. In order to acquire current network load information, AOPC estimates the number of TCP sessions N after packet loss ratio mea-



sured at the end of each measurement period. The TCP ﬂow number estimation is based on the TCP throughput formula [19], which takes the stable packet drop probability p0 as an input variable. The key assumption in the estimation is that the measured packet loss ratio lðkÞ can be used to approximate the stable packet drop probability p0 , that is, lðkÞ  p0 . Thus, the number of TCP sessions can be estimated when having the most recent measured packet loss ratio. Apart from tuning controller parameters on-line to make system adaptable to network load changes by tracking current network load information, AOPC applies the the optimized secondorder system model to ensure the efﬁciency and stability. This controller parameter tuning approach is known to work well for most single-input–single-output (SISO) linear system and results in better system closed-loop performance over those tuned by the classical Ziegler–Nichols rule. 3.2.1. Network load estimator A single TCP ﬂow, which experiences packet drop probability p0 , attains the throughput roughly as follows [19]: sﬃﬃﬃﬃﬃﬃﬃﬃ 1 2 ; ð15Þ x¼ R 3p0 where R is the round trip time of the TCP ﬂow. Now consider a link shared by N ﬂows. Let P y¼ xi ði ¼ 1; . . . ; NÞ be the total sending rate. Suppose the link has the service rate (link capacity) C and the buffer is large enough to keep the link being fully utilized. Clearly the total sending rate is larger than the service rate, i. e. y > C, so the drop probability p0 satisﬁes ð1  p0 Þy ¼ C:



ð16Þ



Then, from (15) and (16), the drop probability p0 is the solution to sﬃﬃﬃﬃﬃﬃ N X 1 2 ð1  pÞ ¼ C: ð17Þ R 3p i i¼1 Denoting N 1 1 X 1 ¼ ; Req N i¼1 Ri



ð18Þ



where Req is the harmonic mean of the individual round trip times of the ﬂows. In [15], the Req is interpreted as the equivalent round trip time of the ﬂows, which can be viewed as equivalent to R in TCP/AQM model shown in Fig. 2. Then the system behaves in the mean as a system with N ﬂows each having an identical equivalent round trip time Req . From (17) and (18), we obtain N ¼ Req Cf ðp0 Þ;



ð19Þ



where, f ðp0 Þ ¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 3p0 =2 ; 1  p0



ð20Þ



In (20), f ðp0 Þ is a tuning factor for calculating packet drop probability. According to previous assumption that the measured packet loss ratio lðkÞ can be used to approximate the stable packet drop probability p0 , we rewrite (21) as follows: qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ   3lðkÞ=2 f ðp0 Þ ¼ f lðkÞ ¼ : ð21Þ 1  lðkÞ



Fig. 2. Block diagram of TCP/AOPC interconnection system.



Eq. (19) illustrates that the number of TCP sessions N largely depends on the harmonic mean Req of the RTTs yet not to individual RTTs. If the harmonic mean value Req is a known variable and varies slightly around a stable value, we can estimate the number of TCP
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sessions N by ignoring the time variant property of Req . Recent Internet measurements [20] report that roughly 75–90% of ﬂows have RTTs less than 200 ms and the average RTT is distributed around 180 ms [21], suggesting an alternate way to improving TCP performance and AQM design. 3.2.2. Parameter optimization module By approximating the stable packet drop probability p0 as the latest measured packet loss ratio lðkÞ, we obtain the following formulas from (2),(19),(21): Km ¼



Req C 4f 2 ðlðkÞÞ



;



T1 ¼



Req 2f ðlðkÞÞ



;



T 2 ¼ Req :



ð22Þ



Thus, the TCP and queue dynamics transfer function G2 ðsÞ is greatly simpliﬁed. The rule for designing a stabilizing proportional controller to stabilize the TCP/AOPC interconnection system can be given in Theorem 1. Theorem 1. Denoting cðÞ to be the control parameter of AOPC. If cðkÞ ¼



f ðlðkÞÞ½1 þ 4f 2 ðlðkÞÞ ; Req C



ð23Þ



then the linear feedback control system in Fig. 2 using G1 ðsÞ ¼ cðÞ is asymptotically stable and the system is an optimized system. Proof 3. From (22), we can obtain c¼



f ðlðkÞÞ½1 þ 4f 2 ðlðkÞÞ T 2 þ T 22 ¼ 1 : Req C 2K m T 1 T 2



ð24Þ



Replacing h in (10) with c in (24), we obtain sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ T1 þ T2 1 f¼ ¼ 0:707: ðcK m þ 1ÞT 1 T 2 2 According to the optimized second-order system model discussed in section II, when f ¼ 0:707, the system is an optimized second-order system, and it is asymptotically stable. So, TCP/AOPC interconnection system is asymptotically stable and the system is an optimized system. h Compared to the stability condition for LRED, AOPC scheme maintains the closed-loop performance in face of varying network conditions. Meanwhile, AOPC simpliﬁes the tuning method and makes it adaptable to dynamic networks. For AOPC implementation, we can track packet departure to obtain the link service rate C. From (20), we see that the harmonic mean of individual RTTs, Req , contributes a very small weight to the control parameter c. For example, assume the current measured packet loss ratio lðkÞ ¼ 0:01, the link capacity is 2500packets/s, when Req ¼ 0:2s, the required AOPC parameter c is 2:625  104 ; while, when Req ¼ 0:15s, the required AOPC parameter c is 3:5  104 . The example shows that even though Req varies slightly in a range between 150 ms and 200 ms, the control parameter c is not obviously affected and can be treated as insensitive to RTT variation in real network condition. 3.3. Analysis of performance index In this section, we discuss why AOPC obtains smaller steadystate error and faster convergence rate than LRED. Both AOPC and LRED are proportional controllers. We let ha and hl denote the control parameter for AOPC and LRED, respectively. Then, qﬃﬃﬃﬃﬃﬃﬃﬃ f ðlðkÞÞ½1 þ 4f 2 ðlðkÞÞ ; and hl ¼ b lðkÞ: ha ¼ c ¼ Req C Ordinarily, the packet loss ratio is very small (close to zero), i. e. lðkÞ 1.



Thus f ðlðkÞÞ ¼



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 3lðkÞ=2 1  lðkÞ







qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 3lðkÞ=2:



Then we obtain qﬃﬃ  3 1 þ 6lðkÞ 2 ha : ¼ hl bReq C



ð25Þ



Considering the following network conditions: Req ¼ 0:18 s, C ¼ 2500packets/s, and lðkÞ ¼ 0:01. According to [18], we have b ¼ 0:001. Substituting these values to (22), we obtain hha ¼ 2:885, l that is ha > hl . Generally, in most network situations, ha > hl is valid. Suppose TCP/LRED remains an under damping system, we have following observations: (1) According to Lemma 1, the steady-state error, ess , is a decreasing function of proportional parameter h, therefore AOPC obtains smaller steady-state error than LRED; and (2) According to Lemma 2, the settling time, t s , is a decreasing function of proportional parameter h, which means that AOPC has a faster convergence rate than LRED. Although proportional AQM controller always maintains non-zero steady-state error, this demerit can be overlooked in highly dynamic network scenarios as long as the error is sufﬁcient small. Furthermore, a simple proportional controller can enhance the scalability of AQM algorithms and reduce the computational overhead. In our simulations below, we can observe that the performance of AOPC is never suffered by its small steady-state error. 4. Performance evaluation To comprehensively evaluate the performance and the robustness of the proposed AOPC, we implement the AOPC scheme in NS2 [22] and conduct extensive simulations. Some representative AQM schemes, namely, REM [10], PI [15], PID [16], PIP [17], and LRED [18], are also simulated for the purpose of comparison. The settings of the parameters for various AQM schemes are based on their authors’ recommendations. The dynamic behaviors of the selected AQM schemes are simulated under a variety of network topologies and trafﬁc models. In particular, we consider the dumbbell network topology. Unless stated elsewhere, the congested link is conﬁgured with 10 Mbps, the round trip propagation delays are uniformly distributed over the range [60, 220]ms. We also consider the network topology with multiple bottleneck links as shown in Fig. 3, where each sender-receiver pair has TCP connections as cross trafﬁc. In both scenarios, TCP Reno is used as the transport agent. Unless otherwise speciﬁed, the buffer size of each router is set to be 200 packets, and the desired queue length is set to be 50 packets. The total simulation last for 100 s. 4.1. Single bottleneck topology 4.1.1. Homogeneous trafﬁc: long-lived FTP ﬂows only Experiment 1. Stability and responsiveness under sudden trafﬁc load change scenario. In this experiment, we investigate the stability and responsiveness of the AQM schemes under sudden trafﬁc load change scenario. The number of FTP ﬂows is 200 at the beginning and 200 additional FTP ﬂows arrival at the link 50 s later. The queue evolutions are depicted in Fig. 4. It can be seen that, PI is unable to regulate the queue length to the reference value throughout the simulation runtime. Note that REM and PID are not very robust with respect to such sudden trafﬁc load change scenario, resulting in long time buffer overﬂows and heavy queue oscillations during 20–50 and 60–100 s. Besides,
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Fig. 3. Multi-bottleneck topology with two sets of cross trafﬁc.
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Fig. 4. Experiment 1: evolution of the queue length under sudden trafﬁc load change scenario.



the queue evolution of REM bears much resemblance to that of PID, due to the fact that REM is in essence a PID-type controller. LRED is too aggressive, resulting in an empty buffer much of the time. AOPC has less overshoots and smaller queue oscillations. On the contrary, the queue lengths of PIP and LRED oscillate over a large range. As shown in Fig. 4, AOPC is robust against the variation of the number of connections and achieves shorter response time and better stability than other algorithms in the presence of sudden trafﬁc change scenario. Experiment 2. Convergence under various number of FTP ﬂows. We use the following Convergence criterion to compare the convergence properties of the AQM algorithms. Convergence criterion: We assert an AQM algorithm converges to a stable point if and if only it satisﬁes all following conditions: (1) the average queue length AveQLenðt0 ; t0 þ DtÞ during ½t0 ; t0 þ Dt time interval must satisfy j AveQLenðt 0 ; t 0 þ DtÞ  q0 j6 k  q0 , where Dt is a slot duration, and k is a constant which admits negligible queue deviation between real average queue length and reference queue length q0 ;



(2) the standard queue deviation StanQDevðt 0 ; t 0 þ DtÞ of q0 during ½t 0 ; t 0 þ Dt time interval must satify StanQDevðt0 ; t0 þ DtÞ 6 l  q0 , where l is a constant which admits slight queue oscillation around reference queue length q0 ; (3) given any time t > t0 , condition 1 and 2 must be always satisﬁed simultaneously. Thus, we assert the algorithm convergence to a stable point at time t0 þ Dt=2. In the experiment, we vary the total number of FTP ﬂows, N, from 300 to 1000 to imitate different congestion degrees. The value of k and l set to 0.3 respectively, and the slot duration Dt set to 4 s. Using such an customized convergence criterion, the simulation results show that only AOPC is able to converge to a stable point at different congestion degrees while all other algorithms failed. Fig. 5 plots the convergence times of AOPC, the average queue length, and standard deviation of queue length of all algorithms except PI controller with various congestion degrees. Because PI causes buffer persistent overﬂows, which leads to large average queue length and small queue deviations. We do not consider its
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Fig. 5. Experiment 2: convergence under various number of FTP ﬂows. (a) Convergence time of AOPC with k ¼ 0:3, l ¼ 0:3, Dt ¼ 4s. (b) Average queue length. (c) Standard deviation of instantaneous queue length.



performance here. From the plot, we can conclude that the convergence rate of AOPC is almost independent to the value N. AOPC always converges to the stable point in less that 4 s. Note that the represent lines of PIP and AOPC overlap in the ﬁgure of average queue length. PIP obtains small value of average queue length and LRED may also satisfy condition 1 in the convergence criterion, however, both of them violate condition 2 due to their large queue oscillations. Experiment 3. AQM performances as functions of round trip time. In this experiment, we conduct a series of simulations to investigate the performance of the AQM schemes through varying the RTT from 20 to 200 s. We study the performance of queue deviation, link utilization, and packet loss ratio. Fig. 6 plots these metrics as functions of RTT for each AQM schemes except PI controller. From the ﬁgure, we observe that as RTT increases, REM and PID show gradually nice performances in respect of queue deviation and packet loss ratio. The queue deviation of AOPC keeps small as the RTT increases, which accounts for its persistent high link utilization. This conﬁrms that small queue oscillations not only indicate low delay jitter but also a guarantee of high link utilization. An unattractive point
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is that the AOPC encounters a slightly larger proportional of packet losses than REM and PID. The queue deviations of PIP increase steeply as the RTT increases. On the contrary, LRED maintains a mild increment of queue deviations. However, as a result of the aggressiveness of packet drop behavior, LRED drains the queue for a long time of emptiness and hence falls a large stride in terms of link utilization when RTT is set to larger than 100 s. Experiment 4. AQM performances as a function of link capacity. In this experiment, we conduct a set of simulations to investigate the performance of the AQM schemes through varying the bottleneck link capacity from 10 to 90 Mbps. We study the performance of queue deviation, link utilization, and packet loss ratio. Fig. 7 plots these metrics as functions of link capacity for each AQM schemes except PI controller. From the ﬁgure, we observe that AOPC obtains the smallest queue deviation and satisfactory link utilization and packet loss ratio in all conﬁgured link capacities. Although REM and PID obtain slightly higher link utilizations when the link capacity is conﬁgured with 90 Mbps, their larger queue deviations mean more oscillatory in terms of queue evolution. The experiment illustrates that AOPC can scale to high speed links yet with stable control of queue evolution and satisfactory performance.
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Fig. 6. Experiment 3: queue deviation, link utilization, packet loss ratio as a function of round trip time for each AQM algorithm except PI.
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Fig. 7. Experiment 4: queue deviation, link utilization, packet loss ratio as a function of link capacity for each AQM algorithm except PI.
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4.1.2. Heterogeneous trafﬁc: hybrid ﬂows Experiment 5. Adding CBR ﬂows, web trafﬁc, and exponential ON/OFF UDP ﬂows. The unresponsive CBR ﬂows, short-lived web trafﬁc and ON/ OFF UDP ﬂows can inﬂuence the control effect of AQM algorithms as the result of queue oscillation or unstable queue evolution. In this experiment, we use a mixture of FTP, CBR, exponential ON/OFF UDP ﬂows, and web trafﬁc to simulate a more realistic network scenario. The number of FTP ﬂows and the number of CBR ﬂows are 100 and 20, respectively. The inter-packet gap of a CBR ﬂow is 0.08 s, and the total introduced CBR ﬂows is approximately 1Mbps. we introduce 30 exponential ON/OFF UDP ﬂows starting at 10 s and the inter-ﬂow arrival time is exponentially distributed with a mean of 0.1 s. The durations of the ‘‘ON” and ‘‘OFF” states are exponentially distributed with a mean of 1 s. Also the introduced ON/OFF ﬂows is approximately 1 Mbps. The web trafﬁc is generated by ‘‘PagePool/WebTraf” provided by NS2. The page pool attached to each of the congested link contains 5 servers and 5 clients. Each session transfers 1000 pages, such that the sessions never end in the lifetime of the simulation. Other parameters, like the inter-page waiting time, are presented in Table 1. Without any other trafﬁc, the random web trafﬁc utilizes about 1 Mbps. Fig. 8 plots the queue evolution of the AQM schemes. We see that AOPC can robustly stabilize the queue length around 50 packets, while the queue length of PI keep the peak value for around 60 s. REM and PID require much longer time to decrease their queue size from the buffer top. The queue evolutions of PIP and LRED oscillate along with the dynamics of load levels. Despite AOPC is developed on TCP throughput model, it is close to the ideal performance under hybrid trafﬁc conditions. The simulation re-



sults show that PIP, LRED and AOPC outperform REM, PI and PID in terms of responsiveness. Moreover, AOPC has a better queue stability than PIP or LRED. The queue length of AOPC also has a smaller oscillation. 4.2. Multiple bottlenecks topology Experiment 6. Queue stability under multiple bottlenecks topology. Using the multiple bottleneck network topology depicted in Fig. 9, we study the behavior of different AQM algorithms in the presence of cross trafﬁc. We set 150 FTP ﬂows with senders at the left hand side and receivers at the right hand side, with 60 FTP ﬂows for each sender-receiver pair. We observe that the queue R2  R3 and R4  R5 exhibit similar trends. Queue R1  R2 and R5  R6 are almost empty, indicating that these two links are not bottleneck links. Fig. 9 plots the queue R3  R4 and R4  R5 . AOPC signiﬁcantly outperforms other AQM schemes, which are often sensitive to the network conﬁgurations such as TCP loads, presence of unresponsive ﬂows, and cross trafﬁc. In the multiple bottlenecks topological situation, PIP is prone to be unstable with continuous queue oscillation. Meanwhile, LRED suffers an aggressive packet drop behavior and makes the buffer empty for long periods, resulting in poor link utilization and continuous packet losses. Previous simulations illustrate that stable queue evolutions and small queue oscillations do not only mean small queueing delay and jitters, but also high link utilizations. Note that the system convergence rates of other algorithms are deteriorated with higher loads, thus, the high link utilization are gained at the expense of more sluggish responsiveness, longer queueing delay, and larger



Table 1 Parameter setting for PagePool/WebTraf in simulations
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Fig. 8. Experiment 5: queue evolution under hybrid trafﬁc scenario.
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Fig. 9. Experiment 6: queue evolution under multiple bottlenecks topology.



delay jitter. On the contrary, our proposed AOPC can maintain a fast convergence rate and restrain queue oscillations under various trafﬁc scenarios, achieving high link utilization and being well-suited as an AQM scheme. 5. Conclusion We propose a novel AQM scheme called AOPC. The AOPC scheme employs proportional AQM control to calculate packet drop probability. It measures packet loss ratio on a large time scale and updates packet drop probability on a small time scale upon each packet arrival. By introducing: (1) a network load estimator, which estimates TCP load based on the TCP throughput formula after packet loss ratio measured; and (2) a parameter optimization module, which optimizes the TCP/AOPC feedback control system based on the optimized second-order system model. AOPC detaches the correlation of control parameter from network load and alleviate the sensitivity to the system parameter variations. By using an optimized second-order system model, AOPC regulates the queue close to the desired length with small oscillations under widely varying trafﬁc conditions. The performance of AOPC is evaluated in simulations and compared with PI, REM, PID, PIP, and LRED. The performance analysis and simulation results show that AOPC is superior to existing AQM algorithms, including REM, PI, PID, PIP, and LRED. The major advantages of AOPC include (1) being stable and responsive in a sudden trafﬁc load change scenario, or in the presence of unresponsive UDP ﬂows and short-lived web trafﬁc; (2) a fast convergence rate and small queue oscillations with respect to a large range of trafﬁc scenarios, achieving a high link utilization; and (3) robustness and fast system response under multiple bottleneck link scenarios. Our study on AOPC is admittedly in its early stages and there are several issues that need to be discussed in the future. There are several limitations: (1) the TCP throughput formula used to estimate network load produces uncertain estimation errors, especially in light load networks; (2) we ignore the feedback delay, which might be reasonable in small-delay LAN or MAN, but is definitely harmful to system stability; (3) different versions of TCP implementation, such as Reno, Vegas, etc, do coexist in the Internet
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