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A Robust PTAS for Machine Covering and Packing! Martin Skutella and Jos´e Verschae Institute of Mathematics, TU Berlin, Germany {skutella,verschae}@math.tu-berlin.de Abstract. Minimizing the makespan or maximizing the minimum machine load are two of the most important and fundamental parallel machine scheduling problems. In an online scenario, jobs are consecutively added and/or deleted and the goal is to always maintain a (close to) optimal assignment of jobs to machines. The reassignment of a job induces a cost proportional to its size and the total cost for reassigning jobs must preferably be bounded by a constant r times the total size of added or deleted jobs. Our main result is that, for any ε > 0, one can always maintain a (1 + ε)-competitive solution for some constant reassignment factor r(ε). For the minimum makespan problem this is the first improvement of the (2 + ε)-competitive algorithm with constant reassignment factor published in 1996 by Andrews, Goemans, and Zhang.
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Introduction



We consider two basic scheduling problems where n jobs need to be assigned to m identical parallel machines. Each job j has a processing time pj ≥ 0 and the load of a machine is the total processing time of jobs assigned to it. The machine covering problem asks for an assignment of jobs to machines that maximizes the minimum machine load. In the minimum makespan problem (or machine packing problem), we wish to find a schedule minimizing the maximum machine load. Both problems are well known to be strongly NP-hard and both allow for a polynomial-time approximation scheme (PTAS); see, e. g., [2,9,16]. They have also been studied extensively in the online setting where jobs arrive one by one and must immediately be assigned to a machine at their arrival; see, e. g., [1,13]. The best known online algorithm for the minimum makespan problem is a 1.9201-competitive algorithm [8]. The best lower bound on the competitive ratio of any deterministic online algorithm currently known is 1.88 [10]. For randomized online algorithms there is a lower bound of e/(e − 1) ≈ 1.58; see [6,12]. The online variant of the machine covering problem turns out to be less tractable and there is no online algorithm with constant competitive ratio. The best possible deterministic algorithm greedily assigns jobs to the least loaded√machine, and has competitive ratio 1/m; see [16]. In [5] an upper bound of O(1/ m) is shown for the competitive √ ratio of any randomized online algorithm, and there ˜ is an almost matching Ω(1/ m)-competitive algorithm. !
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There is also a large amount of literature on online load balancing problems where jobs are allowed to arrive or depart the system; see, e. g., [4]. Most authors consider a relaxed notion of competitive ratio, where the solution is not compare against the current offline optimum but the largest objective value seen so far. Proportional reassignment cost. We study a relaxed online scenario known as online load balancing with proportional reassignment cost. In this setting, jobs may arrive or depart at any time, and when a new job enters the system it must immediately be assigned to a machine. Again, the objective is either to minimize the makespan or to maximize the minimum machine load. Furthermore, upon arrival or departure of a job, one is allowed to reassign other jobs by paying an associated cost: reassigning job j incurs a cost of c·pj for some given constant c > 0. By scaling we can assume that c = 1. The cost due to reassignments is controlled by the reassignment factor which is defined as follows. Let J be the set of jobs that have so far appeared in the system, and let JL ⊆ J be the set of jobs that have left the system. We define the reassignment factor r of an algorithm as the worst case ratio between ! ! j∈J pj + j∈JL pj and the total cost due to reassignments. Alternatively, we can interpret this framework in the following way: given a parameter r > 0, the arrival or departure of a job j adds an amount of r · pj to the total budget available to spend on reassignments. We call r · pj the reassignment potential induced by job j. Note that r = 0 means that no reassignment is allowed, and thus we are in the classical online setting. On the other hand, r = ∞ implies that we are allowed to reassign all jobs at each arrival/departure, and thus we fall back to the offline case. We are interested in developing α-competitive algorithms where the migration factor r is bounded by a constant. Furthermore, we study the trade-off between α and r. Arguably, the best that we can hope for under this framework is a robust PTAS (also known as dynamic PTAS ), that is, a family of polynomial-time (1 + ε)-competitive algorithms with constant reassignment factor r = r(ε), for all ε > 0. For the minimum makespan problem with proportional reassignment cost, Westbrook [15] gives a 6-competitive algorithm with reassignment factor 1 (according to our definition1 ). Andrews, Goemans, and Zhang [3] improve upon this result, obtaining a 3.5981-competitive algorithm with reassignment factor 1. Furthermore, they give a (2 + ε)-competitive algorithm with constant reassignment factor r(ε) ∈ O(1/ε). Related work. Sanders, Sivadasan, and Skutella [11] consider a somewhat tighter online model, known as the bounded migration framework. This model can be interpreted as the reassignment model with the following modification: after the arrival or departure of a job j, its reassignment potential r · pj must be 1



Our definition differs slightly from the one given in [15]: they do not consider the departure of jobs to add any reassignment potential, and the first assignment of a job also induces cost in their case. However, the concept of constant reassignment factors is the same in both models.
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immediately spent or is otherwise lost. In the bounded migration scenario, the value r is called the migration factor of the algorithm, and is a measure of the robustness of the constructed solutions. Sanders et al. study the bounded migration model for the special case when jobs are not allowed to depart. For the minimum makespan problem, they give a 3/2-competitive algorithm with migration factor 4/3. Moreover, using well known rounding techniques, they formulate the problem as an integer linear programming (ILP) feasibility problem in constant dimension. Combining this with an ILP sensitivity analysis result, they obtain a robust PTAS for the bounded migration model with job arrivals only. An important consequence of their analysis is that no special structure of the solutions is needed to achieve robustness. More precisely, it is possible to take an arbitrary (1 + ε)-approximate solution and, at the arrival of a new job, turn it into a (1 +ε)-approximate solution to the augmented instance while keeping the migration factor constant. This feature prevents their technique from working in the job departure case. The machine covering problem is also considered by Sanders et al. [11]. They describe an interesting application of the online version of this problem in the context of storage area networks and describe a 2-competitive algorithm with migration factor 1. Moreover, they give a counterexample showing that it is not possible to start with an arbitrary (1/2 + ε)-approximate solution, and then maintain the approximation guarantee while keeping the migration factor constant. This implies that the ideas developed in [11] for the minimum makespan problem cannot be applied directly to derive a robust PTAS for the machine covering problem. Based on ideas in [11], Epstein and Levin [7] develop a robust APTAS for the Bin-Packing problem. Our Contribution. We develop a general framework for obtaining robust PTASes in the reassignment model. Our results can be considered from various different angles and have interesting interpretations in several different contexts: (i) We make a significant contribution to the understanding of two fundamental online scheduling problems on identical parallel machines that are also relevant building blocks for many more complex real-world problems. (ii) We advance the understanding of robustness of parallel machine schedules under job arrival and departure, and give valuable insights related to the sensitivity analysis of parallel machine schedules. (iii) We achieve the best possible performance bound for machine balancing with proportional reassignment costs, improving upon earlier work by Westbrook [15] and Andrews, Goemans, and Zhang [3]. Our techniques for deriving the robust PTAS take the ideas in [2] and [11] one step further. We first prove that it is not possible to start with an arbitrary (1 − ε)-approximate solution and, at the arrival of a new job, maintain the competitive ratio with constant migration factor. One of our main contributions is to overcome this limitation by giving extra structure to the constructed solutions. Roughly speaking, we do this by asking for solutions such that the sorted vector of machine load values is lexicographically optimal. It turns out that a solution with this property is not only optimal but also robust. In the analysis
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Fig. 1. Left: Unique optimal solution to original instance. Right: Unique optimal solution to instance with new jobs.



we formulate a rounded scheduling problem as an ILP in constant dimension, exploit the structure of the coefficient matrix, and apply sensitivity analysis for ILPs to derive the result. To keep the presentation short and clear, we mainly focus on the machine covering problem in this extended abstract and present a robust PTAS for the general case of jobs leaving and entering the system. An easy adaptation of the techniques here presented yields a robust PTAS for the minimum makespan problem, improving upon the (2 + ε)-competitive algorithm with constant reassignment factor by Andrews, Goemans, and Zhang [3]. Moreover, all our techniques can be extended to a very broad class of problems, where the objective functions solely depend on the load of each machine. Further details on these topics, as well as the complete proofs of our results can be found in [14].
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A Lower Bound on the Best Approximation with Constant Migration Factor



We start by showing that it is not possible to maintain near-optimal solutions to the machine covering problem with constant migration factor in the model of Sanders et al. [11], if arriving jobs are arbitrarily small. Lemma 1. For any ε > 0, there is no (19/20 + ε)-competitive algorithm for the machine covering problem with constant migration factor, even for the special case without job departures. The proof of the lemma is based on an instance consisting of 3 machines and 7 jobs depicted in Figure 1. Details can be found in [14]. The proof of the lemma can be found in [14]. As mentioned before, this lemma justifies the use of the reassignment cost model instead of the bounded migration framework. Moreover, we see in the proof of the lemma that the limitation of the bounded migration model is caused by arbitrarily small jobs, whose reassignment potential do not allow any other job to be migrated. Nonetheless, in the reassignment model we can deal with small jobs by accumulating them as follows. Let OP T denote the value of an optimum solution for the current set of jobs. If a new job j with pj < ε · OP T arrives, we do not schedule it immediately2 . Instead, 2



In order to still satisfy the strict requirements of the considered online scheduling problem, we can assume that job j is temporarily assigned to an arbitrary machine, say machine 1. Notice that this causes an increase of the reassignment factor by at most 1.
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we accumulate several small jobs, until their total processing time surpasses ε · OP T . We can then incorporate them as one larger job with processing time at least ε · OP T . This can only decrease the value of the solution by a 1 − ε factor. The situation for the departure of small jobs is slightly more complicated. We ignore the fact that certain small jobs are gone as long as the following property holds: There is no machine which has lost jobs of total processing time at least ε · OP T . Under this condition, the objective function is affected by less than a factor 1+ε. If, on the other hand, there is such a machine, we can treat the set of jobs that have left the machine as one single job of size at least ε·OP T and act accordingly. Notice that the property above has to be checked dynamically after each reassignment of jobs caused by newly arriving or departing jobs. Assumption 1. W.l.o.g., all arriving/departing jobs are bigger than ε · OP T .
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A Stable Estimate of the Optimum Value



In this section we describe an upper bound on the optimum solution value of the machine covering problem, also introduced in [2]. However, for it to be useful for the robust PTAS, we need to show that this upper bound is stable. That is, at the arrival/departure of a new job, its value must not change by more than a constant factor. Let I = (J, M ) be an instance of our problem, where J is a set of n jobs and M a set of m machines. Given a subset of jobs ! L, we denote by p(L) the total processing time of jobs in L, i. e., p(L) := j∈L pj . Instance I satisfies property (∗) if pj ≤ p(J)/m, for all j ∈ J. The most natural upper bound to use for our problem is the average load p(J)/m. Under condition (∗), the average load is always within a factor 2 of OP T ; see [2,14]. Lemma 2. If instance I satisfies (∗), then



p(J) 2m



≤ OP T ≤



p(J) m .



Now we show how to transform arbitrary instances to instances satisfying (∗) without changing the optimal solution value. If pj > p(J)/m ≥ OP T , then we can assume that j is being processed on a machine of its own. Thus, removing j plus its corresponding machine does not change the optimal solution value, but it does reduce the average load. We can iterate this idea until no job is strictly larger than the average load. We call this procedure Algorithm Stable-Average. Also, we call L the set of jobs and w the number of machines of the corresponding remaining instance. More importantly, we define A to be the average load of this instance, i. e., A := p(L)/w. We call value A the stable average of instance I. Also, we obtain that solving the instance with job set L and w identical machines is equivalent to solving I. Thus Lemma 2 yields: Lemma 3. The upper bound A computed by the algorithm above satisfies OP T ≤ A ≤ 2 · OP T .



It is easy to see that, in general, the factor by which the upper bound changes at the arrival/departure of a job is not bounded (consider two machines and two
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jobs of sizes 1 and K * 1, respectively; then one job of size K − 1 arrives). However, we can show that if A is increased by more than a factor 2, then the instance was trivial to solve in the first place. To this end, we show that if the value A is increased by more than a factor of 2, then a significant amount of jobs must have arrived to the system. The proof of the next lemma is omitted. Lemma 4. Consider two arbitrary instances I = (J, M ) and I # = (J # , M ). Let A, L and w (resp. A# , L# and w# ) be the returned values when applying Algorithm Stable-Average to I (resp. I # ). If A# > 2A, then |J+J # | > w/2 ( here + denotes the symmetric difference between the two sets). Moreover, we say that an instance is trivial if Algorithm Stable-Average returns w = 1. In this case, the optimal solution to the instance can be constructed by processing the m − 1 largest jobs each on a machine of their own, and the remaining jobs on the remaining machine. Moreover, the optimal value OP T equals A. With this definition, we obtain the following easy consequence of Lemma 4. Corollary 1. Assume that I is nontrivial and that instance I # is obtained from I by adding one job. Then, it must hold that A ≤ A# ≤ 2 · A.
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The Structure of Robust Solutions



In the following, we show a sufficient condition to guarantee that we can achieve near optimal solutions when jobs arrive or depart. For clarity, we first consider a static case: Given an instance I, we construct a (1 − O(ε))-approximate solution having enough structure so that at the arrival or departure of a job larger than ε · OP T , we can maintain the approximation guarantee using constant migration factor. Note that since we are using constant migration factor, we only use the reassignment potential induced by the arriving or departing job. Nonetheless, we do not take care of maintaining the structure so that this procedure can be iterated when further jobs arrive (or depart). We deal with this more complicated scenario in Section 5. We concentrate on the case of a newly arriving job. But the presented ideas and techniques can be easily adapted to the case of a departing job. Let I = (J, M ) be an arbitrary instance with optimal value OP T . If there is no possible confusion, we will also use OP T to refer to some optimal schedule for I. We call I # = (J # , M ) the instance with the additional arriving job pj ∗ , and OP T # the new optimal value. Lemma 5. Assume that I is trivial. Then, starting from an optimal solution, one can construct a (1 − ε)-approximate solution to I # by using migration factor at most 2/ε. The proof of the lemma can be found in [14]. We devote the rest of this section to the case of nontrivial instances.
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Compact Description of a Schedule



As usual in PTASes, we first simplify our instance by rounding. In this section we briefly show how to do this for our problem. The techniques are similar to the ones found, e. g., in [2,11,16]. Nonetheless, we must be careful to ensure that the resulting compact description of schedules is also compatible with schedules containing any new job that may arrive. It is a well known fact that by only loosing a 1/(1 + ε) factor in the objective function, we can round down all processing times to the nearest power of 1 + ε. Thus, in the rest of this paper we assume that, for every job j, it holds that pj = (1 + ε)k for some k ∈ Z. Moreover, we need to compute an upper bound, ub, which is within a constant factor γ > 1 of the optimal value: OP T ≤ ub ≤ γ · OP T . Throughout this section we use ub = A, so that γ = 2. For the general case in Section 5, however, we have to choose this upper bound more carefully. In what follows, we round our instance such that the number of different processing times is constant. To this end, let σ, Σ ≥ 1 be two constant parameters that will be chosen appropriately later. Our rounding ensures that all processing times belong to the interval [ε · ub/σ, Σ · ub]. The value σ will be chosen big enough so that every job that is smaller than ε·ub/σ is also smaller than ε·OP T . On the other hand, since Σ ≥ 1, every job that is larger than Σ · ub is also larger than OP T , and thus should be processed on a machine of its own. Moreover, since we are assuming that I is nontrivial, Corollary 1 implies that ub# := A# ≤ 2 · ub. We can therefore choose Σ ≥ 2 to ensure that a job that is larger than Σ · ub is also larger than OP T # , and thus can also be processed on a machine of its own in optimal solutions to I # . This will help to simultaneously round I and I # , yielding the same approximation guarantee for both instances. More importantly, we note that since the lower and upper bounds are within a constant factor, the rounded instances only have O(log1+ε (1/ε)) = O(1/ε log(1/ε)) different job sizes. Consider the index set # " I(ub) := i ∈ Z : ε · ub/σ ≤ (1 + ε)i ≤ Σ · ub = {', . . . , u} . The new rounded instance derived from I is described by defining a vector N = (ni )i∈I , whose entry ni denotes the number of jobs of size (1 + ε)i . More precisely, vector N is defined as follows. For each i = ' + 1, . . . , u − 1, we let $" #$ ni := $ j ∈ J : pj = (1 + ε)i $ , (1)



i. e., ni is the number of jobs of size (1 + ε)i in the original instance. We call these jobs big with respect to ub. Bigger jobs are rounded down to (1 + ε)u , i. e., we set (2) nu := |{j ∈ J : pj ≥ (1 + ε)u }| .



We call these jobs huge with respect to ub. Finally, jobs that are smaller than or equal to (1 + ε)" are said to be small with respect to ub. We replace them by jobs of size (1 + ε)" , i. e., we set ' % & 1 n" := (1+ε) (3) p j . ! ! j:pj ≤(1+ε)
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By definition (3), the total processing time of small jobs in N and I is roughly equal. By slightly abusing notation, in what follows we also use the symbol N to refer to the scheduling instance defined by the vector N . The next lemma is also used in [2]. We omit the proof. Lemma 6. The value of an optimal solution to N is within a 1 − O(ε) factor of OP T . Notice that a solution to the rounded instance can be turned into a schedule for the original instance I by simply removing all jobs of size (1 + ε)" from the schedule of N , and then applying a list scheduling algorithm to process the original small jobs. By the same argument as in the proof of Lemma 6, this only costs a factor 1 − O(ε) in the objective function. We can thus restrict to work with instance N . To describe a schedule for N in a compact way, we consider the following definition. Definition 1. For a given schedule, a machine obeys configuration k : I(ub) → N0 , if k(i) equals the number of jobs of size (1 + ε)i assigned to that machine, for all i ∈ I(ub). The load of configuration k is defined as load(k) := ! i i∈I(ub) k(i)(1 + ε) .



Let us now consider set K := {k : I(ub) → N0 : k(i) ≤ σΣ/ε + 1 for all i ∈ I}. 2 1 1 Notice that |K| ≤ (σΣ/ε + 1)|I(ub)| ∈ 2O( ε log ε ) . The next lemma assures that these are all necessary configurations that we need to consider. Lemma 7. There is an optimal solution to N with all machine configurations in K.



The proof is given in [14]. Note that the number of jobs per machine in an optimal solution can be upper bounded by σ/ε + 1. Thus, the set K contains more configurations than are really needed. Nonetheless, the overestimation of the number of jobs is necessary so that, when a new job arrives and the upper bound increases (by at most a factor of 2), the set K still contains all necessary configurations. The optimal schedule for N found in Lemma 7 can be described by a vector (xk )k∈K , where xk denotes the number of machines that obey configuration k. We can see that vector x satisfies the following set of constrains: & & xk = m, k(i) · xk = ni for all i ∈ I(ub) (4) k∈K



k∈K



and xk ∈ Z≥0 for all k ∈ K. We denote by A = A(K, I) the matrix defining the set of equations (4); the corresponding # right-hand-side is denoted by b(N, m). " : A · x = b(N, m) denotes the set of non-negative integral Also, D = x ∈ ZK ≥0 solutions to (4). 4.2



Constructing Stable Solutions



In the following we present the main structural contribution of this paper: We show how to obtain a robust optimal solution to N such that, upon arrival (or departure) of a new job of size at least ε · OP T , we need to migrate jobs of total
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processing time at most f (ε) · OP T in order to maintain optimality. This implies that the migration factor needed for this case is upper bounded by f (ε)/ε. Let us order and relabel the set of configurations K = {k1 , . . . , k|K| } in ) ( nondecreasing order of their load, i. e., load(k1 ) ≤ load(k2 ) ≤ . . . ≤ load k|K| . Definition 2. Let x, x# ∈ D. We say that x# is lexicographically smaller than x, denoted x# ≺lex x, if xk = x#k for all k ∈ {k1 , . . . , kq }, and x#kq+1 < xkq+1 , for some q.



By definition, ≺lex defines a total order on the solution set D. Thus there exists a unique lexicographically minimum vector in x∗ ∈ D. We show that x∗ has the proper structure needed for our purposes. Note that, in particular, it maximizes the minimum machine load. Moreover, x∗ can be computed in polynomial time by solving a sequence of ILPs in constant dimension as follows: for q = 1, . . . , |K|, set " # x∗kq := min xkq : x ∈ D and xkr = x∗kr for all r = 1, . . . , q − 1 . Alternatively, we can find x∗ by solving a single ILP in constant dimension, i. e., by minimizing a carefully chosen linear function over D. Let λ := (m + 1)−1 , and define cq := λq for q = 1, . . . , |K|. The following ILP is denoted by [LEX]: *& + |K| min cq · xkq : A · x = b(N, m) and xk ∈ Z≥0 for all k ∈ K . q=1



The proof of the following lemma can be found in [14]. Lemma 8. Let z be an optimal solution to [LEX]. Then, z is the lexicographically minimal solution in D. Let S be the schedule corresponding to z. We next show that S is robust. The new job j ∗ can be incorporated into the ILP by only slightly changing the righthand-side of [LEX]. Indeed, as discussed before, we can assume that pj ∗ is a power of (1 + ε) and is larger than ε · OP T ≥ ε · ub/σ (by choosing σ ≥ γ). Then, we can round the new instance I # by defining a vector N # = (n#i )i∈I as follows: for i = ', . . . , u − 1 let , , ni + 1 if pj ∗ = (1 + ε)i , nu + 1 if pj ∗ ≥ (1 + ε)u , # # ni = and nu = ni nu otherwise, otherwise. In other words, if pj ∗ > Σub ≥ 2ub ≥ ub# ≥ OP T # then job j ∗ is processed on a machine of its own. Therefore we can assume that its size is just (1 + ε)u . Also, note that all jobs whose size was rounded down to (1 + ε)u in the original instance I are still larger than Σ · ub ≥ ub# , and thus get a machine of their own in OP T # . Moreover, jobs that are smaller than ε · ub/σ are also smaller than ε · OP T # . Thus, using the same argument as in Lemma 6, solving instance N # yields a (1 − O(ε))-approximate solution to I # . Also, analogously to Lemmas 7 and 8,
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we can solve this instance by optimizing the following modification of [LEX], which we call [LEX]’: *& + |K| # min cq · xkq : Ax = b(N , m) and xk ∈ Z≥0 for all k ∈ K . q=1



Let z be an optimum solution to [LEX]’. Notice that [LEX] and [LEX]’ only differ in one entry of the right-hand-side vector by one. Thus, by a result from sensitivity analysis of ILPs, the optimum solutions z and z # are relatively close. This yields the next theorem, whose detailed proof is given in [14]. #



Theorem 1. There exists a static robust PTAS if the arriving job is larger than ε · OP T . Running time. By the proof of Theorem 1, given z, we can compute z # by exhaustive search through all vectors whose components differ from z by at 2 1 1 most 2O( ε log ε ) . Thus, the running time needed to compute the desired solution O( 1 log2 1 ) ε ε



to I # is 22



.



Job departure. The approach presented in this section also works for the job departure case. Indeed, if instance I # contains one job less than I, we can assume that I # is nontrivial (otherwise see Lemma 5). Therefore ub# ≥ ub/2, and thus choosing σ ≥ 2γ implies that I(ub) contains all job sizes between ε · OP T # and OP T # . Thus, rounding instance I # within this range decreases the optimum value by at most a factor (1 − O(ε)). Again, the right hand sides of [LEX] and [LEX]’ differ in only one entry and thus the migration factor needed to construct 2 1 1 the solution given by [LEX]’ is at most 2O( ε log ε ) .



5



Maintaining Robust Solutions Dynamically



In the previous section we showed how to construct a robust (1 − ε)-approximate solution, so that we can maintain the approximation guarantee at the arrival (departure) of an arbitrary new big job and keep the migration factor bounded. Nonetheless, we cannot further iterate this method when more jobs arrive or depart since the optimum values of the new instances may become arbitrarily large (small), and thus the range I(ub) is not large enough to guarantee the approximation ratios of the rounded instances. On the other hand, we cannot make the index set I(ub) larger so as to simultaneously round all possible instances and maintain the number of job sizes constant. We deal with this difficulty by dynamically adjusting the set I(ub). In doing so, we must be extremely careful not to destroy the structure of the constructed solutions and maintain the reassignment cost bounded. Whenever the set I(ub) is shifted to the right (left), we must regroup small jobs into larger (smaller) groups. Therefore, I(ub) should be shifted only if we can guarantee that there is enough reassignment potential accumulated to regroup all small jobs and simultaneously maintain the structure of optimal solutions. Let I be the instance after the t-th job arrival/departure. For t = 1, 2, . . . , we run the following algorithm on the current instance I.
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Robust PTAS 1. Run Algorithm Stable-Average on I to compute A and w. 2. If variable A0 is undefined or A .∈ [A0 /2, 2A0 ], then set I0 := I and A0 := A. 3. Set ub := 2A0 and define sets I(ub), K, and the ILP [LEX] as in Section 4. Compute the optimum solution z to [LEX] and the corresponding schedule S. Notice that throughout the algorithm, OP T ≤ A ≤ 2A0 = ub, and thus ub is indeed an upper bound on OP T . Moreover, OP T ≥ A/2 ≥ A0 /4 = ub/8, and thus ub is within a factor 8 of OP T (i. e., γ = 8 with the notation of Section 4). By the discussion in Section 4.2, an appropriate choice of values σ and Σ guarantees that all constructed solutions are (1 − O(ε))-approximate. It remains to show that the needed reassignment factor is bounded by a constant. For the analysis we partition the iterations of the algorithm into blocks. Each block B consists of a consecutive sequence of iterations where the value of A0 is kept constant. Thus, for each instance I occurring in B, its stable average A belongs to the interval [A0 /2, 2A0 ]. Consider two consecutive instances I and I # that belong to the same block. We add a symbol prime to denote the variables corresponding to I # (e. g., A# is the stable average of I # ). Since I and I # belong to the same block B, it holds that ub = 2A0 = ub# , and thus the sets I(ub) and K coincide with I(ub# ) and K # , respectively. Therefore, as already discussed in Section 4.2, the ILPs [LEX] and [LEX]’ only differ in one entry of their right-hand-side vectors and the same reasoning as in Theorem 1 yields the following lemma. Lemma 9. If two consecutive instances I and I # belong to the same block of iterations, then the migration factor used to obtained S # from S is at most 2 1 1 2O( ε log ε ) . It remains to consider the case that instance I and the next instance I # belong to different blocks. For this, we assume that I # contains one more job than I and that A# > 2A0 . We can deal with the case A# < A0 /2 in an analogous way. By Lemma 5 we can assume that I is nontrivial. Assume that I belongs to block B, and consider the value of A0 corresponding to this block. It holds that A0 ≤ A ≤ 2A0 . Also, since I is nontrivial, Corollary 1 ensures that A ≤ A# ≤ 2A, and therefore ub ≤ ub# ≤ 4ub. # K" In order to compare solutions z ∈ NK 0 and z ∈ N0 , we need to interpret them in a common euclidean space containing them. Notice that huge jobs of I have processing time larger than Σ · ub ≥ ub# (assuming Σ ≥ 4). These jobs get a machine of their own in solutions OP T , OP T # , S, and S # ; thus, we do not need to consider them. We can therefore assume that all jobs of I and I # have processing time at most Σ · ub. In particular, the entries of vector N # = (n#i )i∈I(ub" ) are I(ub)



zero if (1 + ε)i > Σ · ub. We can thus interpret N # as a vector in N0 by setting to zero the entries n#i with (1 + ε)i < ε · ub# /σ. With this simplification, all feasible solutions to [LEX]’ corresponds to solutions to [LEX] where the right hand side has been modified according to N # . Thus, z # can be regarded as an optimal solution to this modified version of [LEX]. We bound the difference between N and N # , which allows us to bound the difference between z and z # . This will imply the result on the reassignment factor.
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Lemma 10. Let q be the number of jobs that have arrived in block B, including the job that made the algorithm change to the next block. Then, /N − N # /1 ∈ O(q/ε).



The proof of the lemma can be found in [14]. Applying Lemma 10 and the same proof technique as in Theorem 1, we obtain the following lemma. Lemma 11. The reassignment potential used to construct S # is at most q · A0 · 2 1 1 2O( ε log ε ) .



Theorem 2. For the machine covering problem with jobs arriving and departing online, there exists a (1 − ε)-competitive polynomial algorithm with constant 2 1 1 reassignment factor at most 2O( ε log ε ) .



References 1. Albers, S.: Online algorithms: a survey. Mathematical Programming 97, 3–26 (2003) 2. Alon, N., Azar, Y., Woeginger, G.J., Yadid, T.: Approximation schemes for scheduling on parallel machines. Journal of Scheduling 1, 55–66 (1998) 3. Andrews, M., Goemans, M., Zhang, L.: Improved bounds for on-line load balancing. Algorithmica 23, 278–301 (1999) 4. Azar, Y.: On-line load balancing. In: Fiat, A., Woeginger, G.J. (eds.) Dagstuhl Seminar 1996. LNCS, vol. 1442, pp. 178–195. Springer, Heidelberg (1998) 5. Azar, Y., Epstein, L.: On-line machine covering. Journal of Scheduling 1, 67–77 (1998) 6. Chen, B., van Vliet, A., Woeginger, G.J.: Lower bounds for randomized online scheduling. Information Processing Letters 51, 219–222 (1994) 7. Epstein, L., Levin, A.: A robust APTAS for the classical bin packing problem. Mathematical Programming 119, 33–49 (2009) 8. Fleischer, R., Wahl, M.: Online scheduling revisited. Journal of Scheduling 3, 343– 353 (2000) 9. Hochbaum, D.S., Shmoys, D.B.: Using dual approximation algorithms for scheduling problems theoretical and practical results. Journal of the ACM 34, 144–162 (1987) 10. Rudin III, J.F., Chandrasekaran, R.: Improved bounds for the online scheduling problem. SIAM Journal on Computing 32, 717–735 (2003) 11. Sanders, P., Sivadasan, N., Skutella, M.: Online scheduling with bounded migration. Mathematics of Operations Research 34, 481–498 (2009) 12. Sgall, J.: A lower bound for randomized on-line multiprocessor scheduling. Information Processing Letters 63, 51–55 (1997) 13. Sgall, J.: On-line scheduling — a survey. In: Fiat, A., Woeginger, G.J. (eds.) Dagstuhl Seminar 1996. LNCS, vol. 1442, pp. 196–231. Springer, Heidelberg (1998) 14. Skutella, M., Verschae, J.: A robust PTAS for machine covering and packing. Technical Report 011-2010, Technische Universit¨at Berlin (2010), http://www.math. tu-berlin.de/coga/publications/techreports/2010/Report-011-2010.xhtml 15. Westbrook, J.: Load balancing for response time. Journal of Algorithms 35, 1–16 (2000) 16. Woeginger, G.J.: A polynomial-time approximation scheme for maximizing the minimum machine completion time. Operations Research Letters 20, 149–154 (1997)




























A Realistic and Robust Model for Chinese Word ...













PACKING FOR DAY CAMP.pdf













A Robust And Invisible Non-Blind Watermark for Network Flows













A Partial Set Covering Model for Protein Mixture ...













Polystyrene and Packing Peanuts, InDesign.pdf













Tips for Packing Fragile Items.pdf













Online and Approximation Algorithms for Bin-Packing ...













Deterministic Algorithms for Matching and Packing ...













A Comparison of Network Coding and Tree Packing













packing-list.pdf













Packing list.pdf













New Constructions for Covering Designs













New Constructions for Covering Designs













TRAINABLE FRONTEND FOR ROBUST AND ... - Research













Packing List.pdf













Packing-List.pdf













Robust Large-Scale Machine Learning in the ... - Research at Google













covering oil













USQ_Player Packing Checklist.pdf















A Robust PTAS for Machine Covering and Packing






We consider two basic scheduling problems where n jobs need to be assigned to m identical ... Supported by Berlin Mathematical School and by DFG research center Matheon. M. de Berg ... We call r Â· pj the reassignment potential induced by ... 






 Download PDF 



















 224KB Sizes
 0 Downloads
 229 Views








 Report























Recommend Documents













A Realistic and Robust Model for Chinese Word ... 

In addition, when applied to SigHAN Bakeoff 3 competition data, the .... disadvantages are big memory and computational time requirement. 3. Model ..... Linguistics Companion Volume Proceedings of the Demo and Poster Sessions,.




















PACKING FOR DAY CAMP.pdf 

be hung out to dry and other equipment will be kept in a cubby in a locked room for safety. MUST HAVE: Completed Health Form (Bring to camp,. Do not mail ...




















A Robust And Invisible Non-Blind Watermark for Network Flows 

security monitoring. Generally, stepping stones are detected by noticing that an outgoing flow from an enterprise matches an in- coming flow. For example, in Figure ..... IPD database. Network. Figure 2. Model of RAINBOW network flow watermarking sys




















A Partial Set Covering Model for Protein Mixture ... 

2009; published online XX 2009. To date, many popular .... experimental study, we found that they almost exhibit identical ...... software [42] and VIPER software [43] to pre-process the ..... Can Yang received the bachelor's degree and master's ...




















Polystyrene and Packing Peanuts, InDesign.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Polystyrene and ...




















Tips for Packing Fragile Items.pdf 

Page 1 of 1. Fragile items are usually valuable, or at the very least, highly cherished. So it makes sense when it comes time. to transport them to make sure ...




















Online and Approximation Algorithms for Bin-Packing ... 

I3d â†’ Ibp . 2. Call a bin packing algorithm to deal with the instance. Ibp . ... c c. 1. 1. Guarantee OPT(I3d) â‰¤ 1.69103 Ã— OPT(Ibp) + C. Online and Approximation ...




















Deterministic Algorithms for Matching and Packing ... 

Given a universe U, and an r-uniform family F âŠ† 2U , the (r, k)-SP problem asks if ..... sets-based algorithms can speed-up when used in conjunction with more ..... this end, for a matching M, we let M12 denote the subset of (U1 âˆª U2) obtained.




















A Comparison of Network Coding and Tree Packing 

network coding to tree packing on the network graphs of six Internet service ..... three data points are collected. ... For visualization, only the first 200 edges are.




















packing-list.pdf 

Phone. Electrical power strip. Wastebasket. Closet. Clothes. Rod and curtain for your closet. Clothes hangers. Shoe bag/rack. Clothespins- Laundry. Decorating. Rug/carpet. Pictures/posters for walls. 3M Command Hooks (3M brand is. the only material t




















Packing list.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Packing list.pdf.




















New Constructions for Covering Designs 

Feb 16, 1995 - equivalence classes of nonzero vectors u = (u0,u1,...,um), where two vectors u and v are ...... Art of Computer Programming, section 3.2.1.




















New Constructions for Covering Designs 

Feb 16, 1995 - icographic codes [6], and two methods that synthesize new coverings ... a code of length n and minimum distance d, arrange the binary n-.




















TRAINABLE FRONTEND FOR ROBUST AND ... - Research 

Google, Mountain View, USA. {yxwang,getreuer,thadh,dicklyon,rif}@google.com .... smoother M, PCEN can be easily expressed as matrix operations,.




















Packing List.pdf 

Post-it note. Big Erasers. Duck Tape. Index Cards (If you like flashcards). Folders. Paper Clips. Ruler*. Printer*. Mini Stapler. Colored Pencils.




















Packing-List.pdf 

SHOES, DRESS, BLACK 1 1. UNDERSHIRT, COTTON, WHITE 1 1. NECKTIE/NECK TAB, BLACK 1 1. OVERCOAT, BLACK, TRENCH 1 1. AWARDS, INSIGNIAS, BADGES, ACCOUTERMENTS AS REQUIRED. Operational Camouflage Pattern (OCP) or Army Combat Uniforms (ACU). BELT, RIGGERS,




















Robust Large-Scale Machine Learning in the ... - Research at Google 

and enables it to scale to massive datasets on low-cost com- modity servers. ... datasets. In this paper, we describe a new scalable coordinate de- scent (SCD) algorithm for ...... International Workshop on Data Mining for Online. Advertising ...




















covering oil 

The ABCs of Petroleum Contracts: License-Concession Agreements, ..... and Europe, the design of auctions for the airwaves used by radio, TV, cell phones, and ...... relatively cheap oil for the next few years, or decades, will depend on all sorts ...




















USQ_Player Packing Checklist.pdf 

... to sell (check with the TD rst to see if this is. permitted). qTeam ag/banner. qTeam debit card. US QUIDDITCH. Page 1 of 1. USQ_Player Packing Checklist.pdf.


























×
Report A Robust PTAS for Machine Covering and Packing





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















