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automatic karyotyping of human chromosomes. A multi-stage rule-based computer scheme
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has been investigated to automatically detect centomeres and determine polarities for both
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abnormal and normal metaphase chromosomes. The scheme ﬁrst implements a modiﬁed
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thinning algorithm to identify the medial axis of a chromosome and extracts three feature proﬁles. Based on a set of pre-optimized classiﬁcation rules, the scheme adaptively identiﬁes



Keywords:



the centromere and then assigns corresponding polarity. An image dataset of 2287 chromo-
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somes acquired from 24 abnormal and 26 normal Giemsa metaphase cells is utilized to
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optimize and test the scheme. The overall accuracy is 91.4% for centromere identiﬁcation



Fully medial axis ﬁnding



and 97.4% for polarity assignment. The experimental results demonstrate that our scheme



Centromere identiﬁcation



can be successfully applied to diverse chromosomes, which include those severely bent and



Polarity assignment



abnormal chromosomes extracted from cancer cells. © 2007 Elsevier Ireland Ltd. All rights reserved.



1.



Introduction



Karyotyping of human chromosomes has been routinely performed in genetic laboratories since Tjio and Levan discovered that the chromosome number of humans was 46 in 1956 [1] and the Denver system of human chromosome classiﬁcation was established in 1960 [2]. It is an important procedure for clinicians to diagnose cancers and genetic disorders at an early stage. Because visually searching for diagnosable chromosomes and manual karyotyping are labor-intensive and time-consuming tasks, developing automated karyotyping schemes has been attracting signiﬁcant research focus for the last 30 years (in particular during 1980s and early 1990s) [3]. For non-banding techniques, human chromosomes can be classiﬁed into seven distinguishable groups (A–G) based on



∗



two characteristics: the size and the position of a centromere [4]. For banding techniques, previous studies demonstrated that the size, the centromere position, and the banding patterns of a chromosome were the most important features in karyotyping [5]. Hence, automatic centromere identiﬁcation and polarity assignment of chromosomes are important steps in the development of computerized schemes that aim to perform automatic human chromosome classiﬁcation. The centromere is a uniquely specialized region in the chromosome characterization where the chromatids are joined and by which the chromosome is attached to the spindle during cell division [6]. According to the relative position of a centromere (Fig. 1), the human chromosomes can be classiﬁed into three groups [7]: metacentric – the centromere is located in the middle section of a chromosome, submetacen-
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Fig. 1 – Ideograms of three different types of chromosomes, metacentric (#1), submetacentric (#18) and acrocentric (#21).



tric – the centromere lies between the middle and the end of a chromosome, and acrocentric – the centromere is close to the end of a chromosome. To detect the centromere of a chromosome, a number of computer schemes and methods have been previously developed and reported to detect the medial axis of a chromosome, which is considered the basis or the ﬁrst step for identifying centromere locations. For example, Graham applied a linear regression line to detect the medial axis for straight chromosomes and a cubic curve for slightly bent chromosomes [8], Groen et al. used the piecewise-linear approximation to identify the medial axis [9], and Piper and Granum introduced the minimum width enclosing rectangle method that was only appropriate for straight or slightly bent chromosomes [10]. Although different methods have been tested, a medial axis transformation (MAT) was considered one of the most popular methods applied to detect the medial axis [11–14]. However, the disadvantage of this method is to frequently misidentify the ending pixels of the medial axis resulting in underestimation of the length. Next, a number of studies and methods have also been reported to automatically identify centromeres of chromosomes. Among them, Piper and Granum tested two methods. The ﬁrst was based on the detection of the most pronounced minimum in the shape and density proﬁle [10], and the second utilized a convex envelope and the most signiﬁcant “chord” to detect the centromere [15]. Groen et al. identiﬁed the centromere by selecting the overall minimum



width through truncating both ends of a chromosome [9]. Instead of using the shape-related properties, Gregor and Granum proposed a structural band pattern model inferred from strings of symbols to identify the centromere [16]. Stanley et al. applied the width and shape proﬁle to ﬁnd the “best global minimum width” and deﬁned this as the centromere [17]. Several other groups used the vertical projection for the chromosome to predict the centromere [18,19]. To achieve good performance or higher detection accuracy, most of these schemes are only applicable to straight chromosomes with normal band patterns acquired from normal metaphase cells. Because of the diversity of morphologies produced by the different stages of the cell cycle, slide preparation and banding characteristics of metaphase chromosomes depicted on clinical images (Fig. 2), there is a large variability in shapes and orientations of chromosomes, which substantially reduces the performance and robustness of the computerized schemes for centromere detection, polarity assignment, and automatic karyotyping As a result, no fully automated karyotyping systems have been routinely used in clinical laboratories to date [3]. In this study, we developed and tested a new computerized scheme that aims to improve accuracy and robustness in automatic detection of chromosome centromeres and assignment of banding polarities. For this purpose, the scheme was applied to the metaphase chromosomes randomly collected from clinical practice, which included mixed straight and bent



Fig. 2 – Examples of variability of morphologies of chromosome #1 acquired from different metaphase cells.
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In this study we developed and tested a new computerized scheme that includes multiple stages to search for the centromere location and assign the polarity of each identiﬁed
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2.2.



Number of abnormal cells



In this study, we selected 50 metaphase cells that were obtained from bone marrow samples of suspected leukemia patients diagnosed at the genetics laboratory of the University of Oklahoma Health Sciences Center. All metaphase chromosome cells were stained with Giemsa dye mixture as the staining agent and the Giemsa-Banding Technique Using Trypsin (GTG) [20] was applied in the banding procedure of our genetics laboratory. Among these 50 cells, 26 were visually diagnosed as normal and 24 were abnormal metaphase cells with either structural or numerical changes. Structural changes involve the translocations between different chromosome segments, while numerical changes include either missing chromosomes (monosomy) or gaining extra chromosomes (trisomy) in a metaphase cell. In structural changes, the 24 abnormal chromosome cells included 10 cells with translocation between chromosome #8 and #21 and 5 cells with translocation between chromosome #9 and #22. In numerical changes, monosomy was detected in chromosome #6, #7, #9, #10, #11, #16, #17, #18, #20, #21, #22, or Y of eight selected metaphase cells and trisomy was identiﬁed in one metaphase cell including chromosome #1, #13, #16, #17 and #21. Digital images of these 50 selected metaphase cells were captured by experienced technicians in our genetics laboratory using a Nikon LABOPHOT-2 optical microscope with an objective lens of 100× magniﬁcation, a binocular eyepiece lens of 10× magniﬁcation, and a JAI progressive scan camera. Each acquired image has an average size of 768 × 576 pixels. Because the spatial resolution of each pixel is 0.2 m × 0.2 m, the image actually covers approximately 0.15 mm × 0.12 mm sample area. Because the metaphase cell images captured by the digital camera installed on the microscope could be quite noisy and may also include non-chromosome subjects (i.e., debris), we ﬁrst applied a computer scheme that was previously developed in our laboratory to identify analyzable metaphase cells depicted on each slide and segment individual chromosomes inside the cell [21,22]. For some overlapping chromosomes, they were manually separated. The centromere location and polarity assignment of each testing chromosome were visually examined and determined by an experienced cytogeneticist, and the results were also recorded in a “truth ﬁle.” After this pre-processing procedure, we found that these 50 selected metaphase cells contained a total of 2287 chromosomes, of which 134 were considered severely bent by the cytogeneticist. The distribution of this chromosome dataset is tabulated and summarized in Table 1.
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2.1.



Dataset



Materials and methods



Table 1 – The details of the testing dataset



2.



Total number of chromosomes



chromosomes as well as the chromosomes with normal and distorted (i.e., cancer) band patterns.



2287
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Fig. 3 – The algorithm steps for the centromere identiﬁcation and polarity assignment of a chromosome.



chromosome. The ﬂow diagram of the scheme is presented in Fig. 3. The details of each stage are explained as follows.



2.2.1.



Detection of the medial axis



The ﬁrst step of the scheme is applied to automatically identify the medial axis of a chromosome. We applied a modiﬁed thinning algorithm that includes four processing steps to ﬁnd the medial axis. Fig. 4 demonstrates its procedures of detecting the medial axes of two bent chromosomes (Fig. 4A and H). First, the scheme applies a conventional thinning algorithm [23] to detect the initial medial axis that includes missing pixels near both ends of a chromosome and redundant pixels in the middle section of the chromosome (Fig. 4B and I). Second, based on our experimental results as well as others [10] to optimally avoid “overﬁtting” to insigniﬁcant boundary indentations and



delete those unwanted pixels, the scheme selects every ﬁfth pixel along the initially detected medial axis. An interpolation algorithm is then applied to connect every selected ﬁfth pixel and generate a new smoothed medial axis (Fig. 4C and J). Third, in order to compensate for missing pixels, the scheme identiﬁes them by searching for the tip pixels based on the extension (interpolation) of previous slopes of the ending pixels of the medial axis identiﬁed in the second step (Fig. 4D and K). The revised medial axis is then connected based on the smoothed slopes of every pair of the selected ﬁfth pixels (Fig. 4E and L). Fourth, the scheme checks whether the ending pixels reach the exterior contour of the chromosome; if they do, then the procedure is completed and the ﬁnal “optimally detected” medial axis is identiﬁed (Fig. 4E and F). Otherwise, the scheme iteratively retraces two ending pixels at the medial axis by repeating step 3 until they reach the exterior contour (Fig. 4L and M). After identiﬁcation of the medial axis, the scheme detects and records the perpendicular lines along the medial axis of the chromosome. Because the medial axis has been smoothed, the crossover of these perpendicular lines has been precluded, or at least minimized. Two one-dimensional matrices (one for the position of the row and one for the position of the column) are created to record the position of each pixel in the medial axis. Without any line crossovers, each pixel will only be recorded once (without duplication) in the matrices, which eliminates one potentially signiﬁcant error in computing chromosome size and feature proﬁles, as described in the next section.



2.2.2.



Computation of chromosome feature proﬁles



The next step is to extract a set of effective features. First, the scheme computes the size and the length of each chromosome by counting the total number of pixels comprising the chromosome and the number of pixels along the computer detected medial axis, respectively. Second, the scheme computes three feature proﬁles for each individual chromosome, where each feature proﬁle deﬁnes a one-dimensional graph of the chromosome property computed at a sequence of pixels along the



Fig. 4 – Finding the “true” medial axis of the chromosome #2 and X. (A and H) Original image of chromosome #2 and X; (B and I) the initial medial axis obtained by a conventional thinning algorithm; (C and J) extracting every ﬁfth pixel from the initial medial axis; (D and K) searching missing tip pixels of the chromosome; (E and L) the connected line based on all every ﬁfth pixels and (F and M) the ﬁnal true medial axis.
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Fig. 5 – The density and shape proﬁles of three different types: chromosome #22 (acrocentric), chromosome #10 (submetacentric) and chromosome #1 (metacentric). (A) The shape proﬁle of chromosome #22; (B) the shape proﬁle of chromosome #10; (C) the shape proﬁle of chromosome #1; (D) the density proﬁle of chromosome #22; (E) the density proﬁle of chromosome #10 and (F) the density proﬁle of chromosome #1.



identiﬁed medial axis [10]. Third, the scheme extracts the features of these proﬁles and adaptively selects effective ones for different types of chromosomes. The three computed feature proﬁles are described as following:



1. Shape proﬁle: This proﬁle records the weighted width of every perpendicular line across the medial axis and is n n deﬁned as: (g × d2i )/ i=1 d2i , the sum of the prodi=1 i ucts of each pixel’s grey value (gi ) and its corresponding Euclidean distance (di ) away from the medial axis in the perpendicular line, divided by the sum of the distances [10]. For example, Fig. 5A–C shows the shape proﬁles of acrocentric chromosome #22, submetacentric chromosome #10 and metacentric chromosome #1, respectively. The place along the proﬁle graph with the lowest value indicates a potential centromere position. 2. Density proﬁle: The density proﬁle records the average grey value of every perpendicular n  line across the medial axis and is computed as: g /n, the sum of the grey values (gi ) i=1 i divided by the number of pixels (n) in the perpendicular line across the medial axis. During the computation of this proﬁle, the scheme ﬁrst applies a median ﬁlter to reduce possible impulses and noise in the density proﬁle. Fig. 5D–F shows the corresponding density proﬁle of chromosome #22, #10 and #1, respectively. The local valley of the proﬁle represents the dark band, while the local peak corresponds to the white band. The number of peaks and valleys in the density proﬁle determines the number of black and white bands in the chromosome.



3. Banding proﬁle: Techniques of using Giemsa dye mixture as the staining agent usually demonstrate an almost identical pattern of dark and light bands along chromosomes. The common band levels are 300, 400, 550, 750 and 800. In this study, we used 400 bands (Fig. 1). The banding proﬁle is a one-dimensional matrix to record the gray values of the density proﬁle through a non-linear ﬁlter [24]. This nonlinear ﬁlter is applied on the density proﬁle to enhance the band pattern and extract the idealized band proﬁle. The idealized band proﬁle aids the classiﬁcation of the transitions between black and white bands, thereby reducing the chance of producing errors when analyzing band features. The scheme detects the local extreme (minimum or maximum) in an interval between two successive inﬂections [24]. By assuming P(y) is the original proﬁle, ID(y) is the idealized band proﬁle, NF [P(y)] is the non-linear ﬁlter for P(y) and N(y) is a neighborhood of P(y), we compute: N(y) = [P(y − 1), P(y), P(y + 1)];



(1)



DIFMAX = MAX[N(y)] − P(y);



(2)



DIFMIN = P(y) − MIN[N(y)];



(3)



⎧ ⎨ P(y)+ DIFMAX If DIFMAX ≤ DIFMIN R ID(y) = NF[P(y)]= ⎩ P(y)− DIFMIN If DIFMIN < DIFMAX R



(4)



Fig. 6 – The procedure of computing banding proﬁle of chromosome #19. (a) Original chromosome 19, (b) the median ﬁltered density proﬁle, (c) the reverse density proﬁle and (d) the idealized density proﬁle.
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Fig. 7 – Illustration of the banding features of ideogram of chromosome #18.



where R is an experimentally determined scaling factor that represents the difference between the pixel value and the local extreme. An iterative computing method is then applied to identify the optimal ID(y). In the ﬁrst iteration, we used R = 2; in the following iteration steps, we used 1 instead of 2. The iterations would stop when the result of the current step was the same as the previous iteration. Fig. 6 illustrates the procedures for obtaining the banding proﬁle of chromosome #19. The scheme continues to compute the ﬁrst and second derivatives of the banding proﬁle, in which the local minimums (or valleys) and local maximums (or peaks) can be detected. We identify black bands as the areas between two peaks and white bands as the areas between two valleys. The bands are segmented and then converted into binary bands by coding each black band as a one and each white band as a zero [25]. Then, we compute a number of features: (1) the band mass by counting the number of pixels involved in the detected band [26], (2) the band position based on the identiﬁed location of the ﬁrst peak or the ﬁrst valley, (3) the band width determined by the length between pixels of two peaks or two valleys and (4) the band height computed by the gray value of the peak or valley in the band. Fig. 7 illustrates these banding features in the binary ideogram format. These computed features are later employed to assign polarities of individual chromosomes.



2.2.3.



Centromere identiﬁcation



After feature computation, the scheme adaptively classiﬁes chromosomes into two groups based on size features and then implements different ranges of the shape proﬁles to identify centromeres. For this purpose, the scheme sorts the size of all chromosomes in one metaphase cell and identiﬁes the median-sized one, which is used as a threshold to separate the chromosomes of this cell into two groups. This cell-based ﬂoating threshold method can minimize the impact of the potential difference in sample culturing preparation of the metaphase cells. Three classiﬁcation rules are then applied to identify chromosome centromeres:



1. If the size of a chromosome is larger than or equal to the threshold, this chromosome is considered group I. For this group, we choose the global minimum as the centromere position in the middle 60% part of the shape proﬁle by truncating 20% of the shape proﬁle at both ends. 2. If the size of a chromosome is smaller than the threshold, it is assigned to group II. Because the size of a chromosome in group II is smaller compared with group I, we choose the global minimum in the middle 70% part of the shape proﬁle by truncating 15% of the shape proﬁle at both ends. If the position of the global minimum is not near either end of the 70% part of the chromosome, we choose this global minimum as the centromere position. Otherwise, the scheme skips to the next step. 3. If above two rules fail to identify centromeres, we choose the global minimum of the whole shape proﬁle as the centromere.



The threshold values used to truncate the ends of the shape proﬁles were decided based on the previously reported study [8] and our own experiments.



2.2.4.



Polarity assignment



The centromere location divides a testing chromosome into two sections or two arms, which are typically referred as the p-arm and the q-arm. The goal of polarity assignment is to ﬁnd the orientation of a chromosome through the identiﬁcation of the p-arm and q-arm, and assign the top of the p-arm to the top of the chromosome. Our scheme computes the centromeric index that is deﬁned as the ratio of the length of a shorter arm to the total length of a chromosome (0 < CI ≤ 0.5), in which the total length is determined by the number of pixels along the medial axis [27]. If the CI equals 0.5, the chromosome is classiﬁed as metacentric; otherwise, the chromosome is identiﬁed as submetacentric or acrocentric (CI < 0.5) where the shorter arm is selected as the p-arm. However, based on published CI data [7,27], the status of a centromere is deﬁned as indeterminate when the CI is larger than 0.483 [7]. Hence, in our scheme we select 0.483 as the threshold. If the CI > 0.483, the scheme computes a set of features: (1) the size of a chromosome (S), (2) the median-size chromosome (SM ) in a metaphase cell, (3) the number of black bands on each arm of a chromosome (NB1 and NB2 ) and (4) the largest white area on each arm of a chromosome (WL1 and WL2 ). Then, a decision tree is applied to identify the p-arm of the chromosome (Fig. 8).



2.3.



Evaluation criterion



To evaluate the performance of our computerized scheme in this study, we deﬁned that the scheme-identiﬁed centromere was correct if the distance between the automatically detected location and the visually veriﬁed location (recorded “truth”) was within ±2 pixels. A similar criterion was previously reported by another group [10]. The accuracy of polarity assignment of the scheme was also evaluated based on its agreement with the visual assignment of the cytogeneticist. The results of the detection accuracy were tabulated and analyzed.
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Fig. 8 – The decision tree to assign the p-arm for chromosomes with CI > 0.483.



3.



Results



The accuracy of automatically identifying the centromere locations of 2287 chromosomes is summarized in Table 2. The overall identiﬁcation accuracy rate is 91.4%. The results also show that the detection performance depends on the type of chromosome. For the group of acrocentric chromosomes (#13–15, #21–22 and Y), the accuracy rates of centromere identiﬁcation range from 93% to 100%, which are generally higher than for the other types of chromosomes. The identiﬁcation of centromeres of chromosomes (#1–12 and X) also achieves a higher accuracy rate with an average correct rate of 93.1%. However, the detection performance is relatively low with average 78.6% accuracy for the smaller size group of



chromosomes (#17, #18 and #20). One reason is that some chromosomes in this group are overlapped. As a result, a fraction of true centromeres are overlapped by other chromosomes. The other reason is that this group has the higher error rate when chromosomes are bent in the smaller size chromosomes. The performance of our scheme in assigning the polarities of chromosomes is summarized in Table 3. The overall average accuracy is 97.4% for all classes of chromosomes (#1 to #22 and X, Y). Compared with the results of centromere identiﬁcation in Table 2, the scheme achieves relatively high and uniform performance in polarity assignment with higher than 90% accuracy rate for all types of chromosomes. The results of our scheme for detecting 134 severely bent chromosomes and 30 abnormal chromosomes included in our



Table 2 – Summary of automated centromere identiﬁcation results Class #1 #2 #3 #4 #5 #6 #7 #8 (Normal + abnormal) #9 (Normal + abnormal) #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 #21 (Normal + abnormal) #22 (Normal + abnormal) #X #Y Total



Number of cells



Number of correctly identiﬁed cells



Accuracy rate (%)



101 100 100 100 100 98 100 100 100 99 99 100 100 99 100 101 101 99 99 99 100 99 67 26



99 97 90 97 96 91 96 88 97 88 95 84 93 94 99 87 79 76 85 80 99 95 60 26



98.02 97.00 90.00 97.00 96.00 92.86 96.00 88.00 97.00 88.89 95.96 84.00 93.00 94.95 99.00 86.14 78.22 76.77 85.86 80.81 99.00 95.96 89.55 100.00



2287



2091



91.43
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Table 3 – Summary of automated polarity assignment results Class



Number of cells



#1 #2 #3 #4 #5 #6 #7 #8 (Normal + abnormal) #9 (Normal + abnormal) #10 #11 #12 #13 #14 #15 #16 #17 #18 #19 #20 #21 (Normal + abnormal) #22 (Normal + abnormal) #X #Y Total



Number of correctly assigned cells



Accuracy rate (%)



101 100 100 100 100 98 100 100 100 99 99 100 100 99 100 101 101 99 99 99 100 99 67 26



99 97 94 95 95 95 95 97 99 96 98 95 97 98 98 99 98 96 97 98 100 99 66 26



98.02 97.00 94.00 95.00 95.00 96.94 95.00 97.00 99.00 96.97 98.99 95.00 97.00 98.99 98.00 98.02 97.03 96.97 97.98 98.99 100.00 100.00 98.51 100.00



2287



2227



97.38



Table 4 – The results of correct centromere identiﬁcation and polarity assignments for severely bent chromosomes Total number of cells



Number of cells with correct centromere identiﬁcation



Accuracy rate of centromere identiﬁcation (%)



Number of cells with correct polarity assignment



134



107



79.9



114



Severely bent chromosomes



dataset are summarized in Tables 4 and 5, respectively. The results show that detection accuracy is somewhat chromosome class (type) dependent (Table 5). In general, the detection accuracy levels of our scheme are lower in these two subgroups of chromosomes with higher detection error rates. In our testing dataset of 2287 chromosomes, the error rate of centromere identiﬁcation is 8.6% (196 of 2287) and the error rate of polarity assignment is 2.6% (60 of 2287). While 5.9% (134 of 2287) of chromosomes in our dataset are severely bent, this subgroup accounts for 13.8% (27 of 196) and 33.3% (20 of 60) of errors in centromere identiﬁcation and polarity assignment, respectively. The subgroup of 30 abnormal chromosomes (1.3% of 2287) accounts for 2.6% (5 of 196) incorrect centromere



Accurate rate of polarity assignment (%) 85.1



identiﬁcations and 3.3% (2 of 60) misclassiﬁed polarity assignments. In summary, these two subgroups have error rates of 19.5% (32 of 164) for centromere identiﬁcation and 13.4% (22 of 164) for polarity assignment. Hence, although these two small subgroups include 7.2% (164 of 2287) chromosomes in our database, they account for 16.3% (32 of 196) and 36.7% (22 of 60) of the errors in centromere identiﬁcation and polarity assignment. Our analysis also found that the structure change in translocated chromosomes was one of the main reasons for the increase of detection error. In addition, the scheme detected 231 chromosomes (10.1% of 2287) with the CIs > 0.483. This subgroup of chromosomes includes those in which the centromeres are either



Table 5 – The results of correct centromere identiﬁcation and polarity assignments for abnormal chromosomes Class



Abnormal Cells



Total number



Number of correct centromere identiﬁcations



#8 #9 #21 #22



10 5 10 5



6 5 9 5



Total



30



25



Accuracy rate of centromere identiﬁcation (%) 60 100 90 100 83.3



Number of correct polarity assignment



Accuracy rate of polarity assignment (%)



8 5 10 5



80 100 100 100



28



93.3
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true-metacentric or incorrectly located by our scheme. This subgroup also includes 66 severely bent chromosomes. Among these 231 chromosomes, 177 (76.6%) have correct polarity assignment. This subgroup accounts for 90% (54 of 60) misclassiﬁed polarity assignments.



4.



Discussion



Karyotyping is a fundamental process in diagnosis of cancers (e.g., leukemia) and genetic diseases. However, manual karyotyping is an extremely tedious and time-consuming task that may affect diagnostic performance in a busy clinical environment. Although numerous computer-assisted chromosome detection and karyotyping systems have been developed and tested since the 1980s, most systems used in clinical laboratories so far are semi-automated systems and require human intervention to correct the classiﬁcation results. Recently there are a number of renewed research interests in developing automated karyotyping schemes. For example, Wu et al. reported a high accuracy subspace-based model to automatically classify chromosomes into 24 types. However, in this model, the bent chromosomes are straightened and corresponding polarities are assigned manually [28]. Therefore, centromere identiﬁcation and polarity assignment are two key factors in the development of automatic karyotyping systems. Furthermore, in order to develop a clinically useful computerized system for automatic karyotyping chromosomes collected from a large and diverse clinical image dataset, an accurate and robust scheme should be designed in centromere identiﬁcation and polarity assignment. In this preliminary study, we developed and tested a new computerized scheme to automatically detect centromere locations and assign polarities of chromosomes. This study has a number of unique characteristics. First, the testing dataset is mainly focused on the chromosomes in bone marrow samples, which are typically more difﬁcult to recognize and classify compared with other samples (i.e., amniotic ﬂuid and blood). Second, our dataset contains diverse metaphase chromosome cells acquired from routine clinical practice. It includes both normal and abnormal (leukemia) metaphase cells. Third, to detect the medial axis, our scheme is not limited to those slightly bent or straight chromosomes. It can also be applied to severely bent chromosomes. Fourth, the scheme implements an adaptive method to identify different types of centromeres. Speciﬁcally, it utilizes the adaptive threshold based on a median-size chromosome of individual metaphase cell to classify chromosomes into two groups. This approach has the capability for compensating for the numerical changes caused by abnormal metaphase cells, and minimizing the impact of various sizes between different metaphase cells acquired in a real clinical environment. We also applied different searching ranges of the shape proﬁle for these two groups, which substantially improved both detection accuracy and efﬁciency. Compared with the results of other previous studies [8–10], we found that for the larger size group of chromosomes #1–12 and X, the accuracy rate for detecting centromeres achieved in this study was very comparable to the previously reported results (e.g., 93.1% versus 92.7% [10]). For one smaller size
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group of acrocentric chromosomes (#13–#15, #21, #22 and Y) in which centromeres are more difﬁcult to be identiﬁed, the accuracy rate achieved in this study is substantially higher than previous results (e.g., 97% versus 81% [10]). However, for another smaller size group of chromosomes (#16–#20), the average accuracy rate to identify centromeres is relative low compared with previous studies (81.6% versus 95.1% [10]). Our scheme achieves higher accuracy rates in polarity assignment for all groups of chromosomes with an overall accuracy rate of 97.4%. By comparison, the accuracy rates for polarity assignment achieved in our study versus those of a previous study [10] are: 96.6% versus 94.6% for the larger size group of chromosomes #1–12 and X, 98.9% versus 97.9% for smaller size group of acrocentric chromosomes (#13–15, #21–22 and Y), and 97.8% versus 96.9% for the smaller size group of submetacentric or metacentric chromosomes (#16–20), respectively. Although our scheme has a lower accuracy rate for identifying centromeres in one small size group, it achieves higher accuracy for polarity assignment in all groups of chromosomes. The polarity assignment is more important compared with the centromere identiﬁcation in accurate displays of karyotypying and feature analysis is more dependent on the correct polarity assignment. We recognize that such performance comparison is only an approximation, due to the use of different chromosome databases. However, we believe that our scheme achieves overall higher performance because we used more diverse and difﬁcult images acquired from an actual clinical environment including those severely bent and abnormal chromosomes, which have not been preprocessed before applying our automated scheme. In summary, we developed and tested a fully automated computerized scheme to detect centromeres and assign polarities of chromosomes, based on a modiﬁed thinning algorithm and a set of adaptive classiﬁcation rules in this preliminary study. Similar to many other rule-based computer-assisted diagnosis (CAD) schemes for medical images [29], our classiﬁcation rules are easily interpreted by clinicians of genetics laboratories. This approach not only makes our scheme simple (thus improving computation efﬁciency), but also helps the scheme generate higher and probably more robust performance. This study is the ﬁrst but the most important step to demonstrate the feasibility of developing a new automated karyotyping system with better and more robust performance in our future research efforts. Although improved and encouraging results have been demonstrated, we also recognized several limitations of this study. First, the images were acquired by the experienced technicians in our genetic laboratory using one ﬁxed microscopic objective (100×) and the acquired metaphase chromosome cells are optimally focused. We did not investigate how the change of chromosome band pattern resolution and boundary sharpness could affect the performance of our scheme, nor how to compensate for the potential negative inﬂuence of image resolution and quality, such as noise and band pattern fuzziness. Second, this image dataset of 50 metaphase chromosome cells acquired from bone marrow samples of suspected leukemia patients only involves limited types of chromosomes. The scheme performance in many other types of chromosomes (e.g., dicentric chromosomes) and potential chromosome translocations has not been investigated. Therefore, the robustness
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c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i o m e d i c i n e 8 9 ( 2 0 0 8 ) 33–42



of this scheme must be continuously tested by using large and diverse databases before it can be further evaluated and applied in the clinical environment.
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