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A Scalable Approach for DiffServ Multicasting A. Striegel, G. Manimaran Dependable Computing and Networking Laboratory Department of Electrical and Computer Engineering Iowa State University, USA [email protected] [email protected] Abstract—The phenomenal growths of group communications and QoS-aware applications over the Internet have respectively accelerated the development of two key technologies, namely, multicasting and Differentiated Services (DiffServ). Although both are complementary technologies, the integration of the two technologies is a nontrivial task due to architectural conflicts between multicasting and DiffServ. In this paper, we propose an approach for providing multicast support across a DiffServ domain that is scalable in terms of group size, network size, and number of groups. We analyze our approach in a detailed manner for feasibility, adaptiveness, and deployment considerations.



I. I NTRODUCTION Recently, there has been a push from business and user communities for next generation applications demanding Quality of Service (QoS). However, the Internet in its current form does not support the notion of Quality of Service (QoS). This best-effort service model is inadequate in meeting the growing demands of the next generation applications, most of which demand QoS assurances for effective data delivery and presentations. In order to provide QoS to users across the Internet, there are two schools of thought for providing QoS. The first school of thought is to increase the bandwidth available to users such that the extra capacity of the network allows all users to meet their appropriate QoS. In contrast, the second school of thought is that bandwidth can never be considered unlimited and therefore the limited bandwidth should be appropriately prioritized among users. Both schools of thought provide valid concerns which introduce the two concepts considered in this paper, namely multicast and the Differentiated Services model. Apart from QoS assurances, another important aspect of the Internet usage is bandwidth utilization. Several evolving applications like WWW, video/audio on-demand services, and teleconferencing consume a large amount of network bandwidth. Multicasting is a useful operation for supporting such applications. Using the multicast services, data can be sent from a source to several destinations by sharing the link bandwidth. By reducing the information being transmitted across the network, multicast essentially increases the QoS given to other users of the network due to the additional bandwidth in the network. Note that the multicast model is not strictly categorized into the method for conserving bandwidth since the motivation for multicast occurred because of limited resources on the network. Although the bandwidth of the Internet is continually increasing, the backbone of the Internet itself is still far from being able to support QoS without appropriate resource allocation mechanisms. In addition, as the available bandwidth to end users increases, new applications are continually being developed which erode gains in network capacity. Thus, for the forseeable future, some form of resource provisioning is necessary to provide QoS across the Internet. One of the more promising models for providing QoS across the Internet is the Differentiated Services (DiffServ) model [1]. As would be expected, the DiffServ model falls into the second school of thought by attempting to appropriately provision limited network resources in order to provide QoS. Thus, from an initial glance, it would appear that multicast and DiffServ are complementary technologies. Whereas multicast attempts to conserve network bandwidth, DiffServ attempts to provision the bandwidth in an appropriate fashion to users. However, as will be presented later in the paper, both traditional multicast and DiffServ face several



architectural conflicts which make integration the two technologies a non-trivial task. A. Differentiated Services Several models have been proposed by the Internet Engineering Task Force (IETF) to provide QoS assurances across the Internet, some of which are likely to be implemented in the next generation Internet. The first model, Integrated Services (IntServ) [2] aims to provide an absolute guarantee of QoS for each flow across the network. The strengths of the IntServ model are that it provides an absolute service guarantee and that it provides a way of monitoring that each flow in the network does not violate its respective allocation of resources. However, the IntServ model has several key weaknesses. Each router requires a significant amount of processing overhead and each router is required to maintain state information for each flow. In the Internet, several million flows may be flowing across a router, thus introducing scalability problems in the IntServ model. In addition, IntServ is impractical for short-lived flows since the connection setup overhead is often greater than the transmission of all packets in a flow. Consequently, the DiffServ model [1], [3] was proposed as an alternative model for providing QoS over the Internet that overcomes the shortcomings of the IntServ model. The goal of DiffServ was to provide the benefits of different levels of QoS while avoiding the limitations of the IntServ model. The DiffServ model accomplishes this by aggregating traffic with similar QoS requirements into classes. DiffServ does not maintain any per-flow information across the network, thus eliminating the overhead of maintaining per-flow state information and also eliminating the connection setup costs. Thus, short-lived flows benefit from this model due to the absence of connection setup costs. The DiffServ model contains two types of routers, edge routers and core routers (see Figure 1). Core routers are relatively simple routers designed for the purpose of high-speed routing over the network backbone. Core routers do not maintain any per-flow state information and schedule the packets as per the DSCP within each packet. Thus, the “intelligence” in the DiffServ network is migrated to the edge of the network at the edge routers. The edge router is the key element for proper functioning of the DiffServ network. Responsibilities of the edge routers include proper marking of non-DiffServ-aware traffic, traffic policing, and traffic shaping. It is the responsibility of the edge routers to maintain proper traffic levels to achieve QoS differentiation in the network core. B. Multicast Fundamentals The proliferation of QoS-aware group applications associated with recent advancements in high-speed networks is driving the need for efficient multicast communication services satisfying the QoS requirements of such applications [4], [5], [6], [7], [8], [9]. There are two ways by which group communication can be achieved: multiple unicasts and multicast. The difference between multicasting and separately unicasting data to several destinations is best captured by the host group model [10]: “a host group is a set of network entities sharing a common identifying multicast address, all receiving any data packets addressed to this multicast address by senders (sources) that may or may not be members
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of the same group and have no knowledge of the groups’ membership”. This definition implies that, from the sender’s point of view, this model reduces the multicast service interface to a unicast one. The definition also allows the behavior of the group to be unrestricted in multiple dimensions: groups may have local (LAN) or global (WAN) membership, be transient or persistent in time, and have constant or varying membership. II. C O - EXISTENCE OF D IFF S ERV AND M ULTICASTING Integration of multicasting support in the DiffServ domain is useful in three aspects. First, DiffServ provides a mode for service differentiation in the Internet and multicasting provides a method for conservation of network bandwidth. The integration of DiffServ and multicasting will provide a mode that can provide service differentiation and conservation of network bandwidth. Second, it is likely that some form of DiffServ model will be implemented in the next generation Internet. Therefore, multicasting support in the DiffServ domains will be useful from an implementation and performance standpoint. Third, several evolving continuous media applications have a variety of QoS requirements and are predominantly group-oriented. In addition, these applications consume a large amount of network bandwidth. Thus, the support of multicasting in the DiffServ domain will be able to meet these goals for the evolving classes of applications. One of the fundamental differences between DiffServ and multicast lies within the structure of the multicast tree. With multicast-aware routers, the tree structure is maintained in the routing table. Packets are appropriately replicated onto links based on entries inside the routing table. Under DiffServ, all core routers are assumed to be simple routers maintaining no state information regarding the flows. Each core router is assumed to be independent of the other core routers and reacts to flows according to a PHB (Per-Hop Behavior) as per the DSCP of the packet. Information for the PHB of the packets is maintained on a per-class basis and that information is maintained for each individual core router only. Thus, the multicast tree violates the key principles of DiffServ in the two following aspects. First, the multicast tree requires per-group information at each core router in terms of the routing table entries. Although it may be possible to use only one multicast tree per class, it will be an extreme waste of network bandwidth and thus is impractical. Second, the notion of the multicast tree goes against the principle of the DiffServ model in which each core router is independent of other core routers. Thus, whereas a DSCP determines how a packet would be treated at each individual router and is independent of the state of the network, a multicast tree is a global entity, affecting the route of packets and their replication throughout the network. In addition to the resolution of the conceptual differences between multicast and DiffServ, several other areas of interaction between multicast and DiffServ must be addressed. The first lies with the notion of



proper SLA policing. Under unicast, one-packet-in equals one-packetout and thus monitoring the quantity of traffic from a source becomes an easier task. However, under multicast, the problem becomes more difficult as one-packet-in may translate to many-packets-out because of the packet replications in the multicast tree. Thus, although a source may inject only a single packet onto the network, this packet may replicate several times over to produce a significantly greater amount of traffic than was originally injected on the network. This becomes especially evident in highly dynamic groups in which the addition of new members in the group introduces more traffic onto the egress nodes (“Neglected Reservation Subtree problem” [11]), thus possibly adversely affecting other traffic in the network. In order to prevent SLA violations and maintain network integrity, proper SLA monitoring techniques must be developed to handle multicast as well as unicast [12]. It is these fundamental differences between multicast and DiffServ that provide the motivation for our paper. In our paper, we propose a method for DiffServ-based multicast that achieves the benefits of traditional IP multicast but does not require per-group state information in the core routers. The proposed architecture for achieving stateless core multicasting provides a foundation for investigating group dynamics (join/leave messages), sender versus receiver driven QoS, and SLA negotiations/management which are topics left for future research. The structure of our paper is as follows. Section III details related work and methods for combining DiffServ and multicasting. In Section IV, we present our model for providing multicast support in a DiffServ domain. Next, in Section V, we examine the tradeoffs of our model working from a simple case to more complex cases. Finally, in Section VII, we make some concluding remarks. III. D IFF S ERV M ULTICAST A PPROACHES Currently, there are several options available for providing multicast under DiffServ which are discussed below.  Multicast Capable Core Router - In this approach, the membership and other related information for each of the multicast flows are maintained in the core as well as edge routers. This approach has a scalability problem because of the complexity of state maintenance at the core routers. In addition, this model contradicts with the fundamental concept of zero-state information for core routers in the DiffServ architecture.  Multicast Non-capable Core Router Approach - The second approach restricts the location of multicast capable nodes within the DiffServ domain. Rather than allowing core nodes to be multicast capable, only the edge routers of a DiffServ domain are allowed to be multicast capable. This approach is simple to implement and is highly scalable, but incurs performance degradation in terms of bandwidth savings.  Multicast Capable Core Routers (Encapsulation Based Approach) The third approach is to embed the multicast information within the packet itself. In this approach, the multicast tree structure is encapsulated within the multicast packets as an additional header element. Since the core routers respond to information within the packet, the approach does not require per-group state information in the core. Thus, the approach is scalable and fits very well within the DiffServ architecture. However, encapsulation does introduce several additional costs/overheads. The scalability problem can be alleviated by encoding a part of the tree pertaining to each DiffServ domain rather than the entire end-to-end multicast tree. The second tradeoff that occurs with encapsulation is the additional CPU cost incurred due to header processing. Although an encapsulation-based approach does incur several performance penalties, we believe that an encapsulation-based approach provides an ideal solution for the DiffServ domain for several reasons. First, an encapsulation-based approach does not require per-group state information within core routers, thus meeting the DiffServ goal of stateless core routers. Although the encapsulation-based approach may
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posses scalability concerns in terms of group size within a given DiffServ domain, it does not pose scalability problems in relation to the number of multicast groups. Second, the CPU cost for processing an encapsulation-based packet may be made viable by employing hardware support. IV. DSMC AST - A D IFF S ERV M ULTICAST A PPROACH Our approach takes an encapsulation-based approach for providing multicast support across a DiffServ domain. Our approach, DiffServ Multicast (DSMcast), consists of the core DSMCast header along with several extension headers to provide additional services and integration capabilities. A. Basic DSMCast Model The DSMCast header is added at the edge of the DS domain at the ingress router. It is assumed that each ingress router has complete knowledge of the entire DS domain (core + egress routers). This is a valid assumption since an ISP or backbone service provider is likely to have full knowledge of their given AS (autonomous system). Therefore, since the ingress router has full knowledge of the network topology, the ingress router can appropriately construct a multicast tree based on the topology of the network and egress nodes that require data for the multicast group. Under our method, the tree is constructed based solely on topological considerations and not on network dynamics. A future area of research would be to investigate the impact on a DiffServ domain of adaptive multicast routing according to network dynamics. Thus, because the ingress router is responsible for constructing the multicast tree, all requests by egress routers to join or leave the group must be done by the ingress router. Although this introduces an additional delay for both joining and leaving multicast groups, it also simplifies several complex issues of multicast such as pricing and resource reservation [12]. Our method is able to accurately monitor resource consumption for both pricing and allocation since the ingress router has full information in regards to the network resource consumption due to the route pinning done by the ingress router. Upon receiving a DSMCast packet, a core router will inspect the packet to determine which interfaces the packet should be replicated upon. Once replicated, the packet will be treated as an ordinary unicast packet according to its DSCP. For almost all cases, the packet will not be modified once transmitted onto the DS domain. Thus, for a given core router, the only computation required is for the core to locate its branching information in the DSMCast header and replicate the packet on the appropriate branches. Whereas in the traditional IP multicast model, the routing table lookup cost increases with additional per-group information, the lookup cost of a DSMCast header is only dependent upon the number of nodes in the multicast tree for the given domain. In the rest of the paper, node and router will be used interchangeably. B. Required Per-Packet Information (Multicast Tree) In order to encapsulate the appropriate multicast tree information into the packet, several sets of information must be included. This information includes such items as identification of the DS core node and the branching information for which links the message should be replicated across. The first piece of information that must be included is the identification field for a DS core node. For our approach, each node on the multicast tree within a given DS domain has an appropriate identification field to allow the core node to determine which branching information that is should use. Nodes can either be identified by a unique ID within the DS domain or according to the network address (IP address) of the node. The use of IP addressing provides more address space and allows the use of existing IP addresses at the cost of a larger DSMCast header.



For our initial model, we propose embedding the tree in a binary search tree (BST). Each multicast core node has an entry with the address of the node (node identification field) together with a left and right child entry. Whereas the node identification field requires the address of the core node (unique ID or IP address), the left and right child entries simply require an index into the multicast tree list. Thus, for a multicast tree containing  branches, each left and right entry will consume    bits to enumerate. The additional  is included to denote the end of the BST to allow incorrectly routed packets to be discarded if the core node cannot find its address in the DSMCast header. For each entry in the DSMCast header, the appropriate branching (replication) information must also be included. Each interface for a given node has a single bit to denote if the packet should be transmitted on the link or not transmitted on the link. The total number of bits required for the branch field is equal to the maximum degree,  , of any core node in the DS domain. Thus, for a each node on the multicast tree, only two pieces of information are required. First, each node must be able to locate itself via the node identification field and other appropriate tree information (left and right field for a BST). Second, each node must be able to determine how the packet should be replicated. This approach is extremely scalable in terms of the number of multicast groups since an increase in number of groups does not affect the DS header. Since state information is migrated to the edge routers in the DiffServ architecture for policing, it is assumed that the edge nodes will be capable of handling the per-group state information required for multicast. In addition, core nodes are not required to be aware of traditional IP multicast, thus allowing the core routers to act upon only information contained within the packets (multicast tree information in addition to the DSCP). A potential scalability concern for the DSMCast model lies within the number of nodes in the multicast tree. As the number of nodes in the multicast tree for a given DS domain increases, the size of the DSMCast header increases as well, thus presenting possible scalability concerns. In order to avoid these possible scalability concerns, it is possible to split the multicast tree into multiple trees, thus incurring possible bandwidth penalties for a reduction in the DSMCast header size. The effects of splitting the multicast tree are examined in Section V. However, due to the limited scope of the multicast tree (only across an individual DS domain, not an end-to-end multicast tree), the scalability concerns are also reduced. C. Extended Per-Packet Information In addition to the required DSMCast header, several other headers are proposed in order to allow for incremental deployment of DSMCast and to allow for adaptive QoS. C.1 Tunneling One of the items that should be considered when dealing with the Internet is the issue of incremental deployment [5]. In order to accommodate incremental deployment, the DSMCast header will also include an option for tunneling across core routers. The tunneling option will allow the ingress router to construct a tunnel, bypassing core routers that are not DSMCast-enabled. Although tunneling will allow bypassing of non DSMCast-enabled routers in the core, both the ingress and egress routers must be DSMCast-enabled in order to take advantage of the DSMCast capabilities. In order to allow tunneling, an additional tunnel bit is added to the end of the branch field. If this bit is set, the router should refer to a tunnel extension header containing the appropriate tunneling information. The tunnel extension header is created in a similar fashion to the multicast tree header. The branch field is replaced with a tunnel field of the same width. If the bit is set in the tunnel field for a specific interface, a tunnel should be created starting on that interface. Otherwise, if the
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branch field was set in the initial header but the tunnel field was not set, the packet should simply be transmitted just like a normal DSMCast packet. In addition to the tunnel field, there is a  -sized list of tunnel pointers to endpoint tunnel addresses, where  is the maximum degree of the DS domain. Following the tunnel extension header, a list of IP addresses is given for tunnel endpoints. The list of IP addresses will contain the initial multicast destination address plus the endpoints of each tunnel. In order to tunnel, several methods may be employed. The most cost-efficient method is to simply replace the destination IP with the IP of the endpoint of the tunnel. Upon receiving the packet with itself as a destination and the DSMCast header, the core node will appropriately recognize the packet and process it as a tunneled packet. An alternative method is to use one of the available IP encapsulation methods [13], [14], [15]. Since bandwidth is at a premium, the minimal encapsulation header would provide the least-cost method for encapsulation. However, using any form of encapsulation at the core router would introduce a significant amount of overhead in terms of processing since data must appropriately be added in removed at the endpoints of the tunnel. Although it is possible to tunnel across non-DSMCast core routers, tunneling can be an expensive option in terms of both computation and bandwidth requirements. However, tunneling can also offer savings for the DSMCast header in large, sparse trees due to the reduction in the number of core nodes included in the DSMCast header. C.2 Adaptive DS Field The second extension that can be included into the DSMCast header is an adaptive DS field. Currently in a given multicast group, the PHB (Per-Hop Behavior) used by the group must satisfy all members of the group. This may result in either certain members receiving a QoS beyond what they requested or members receiving a QoS below what they requested. In the case of better QoS being received, the users will not have their QoS violated at a cost of additional network resources. However, the users which are receiving better QoS may not necessarily be willing to pay for the extra QoS (i.e. Expedited Forwarding [16] vs. Assured Forwarding [17]). The alternative is to create an additional multicast group for the lower quality users. This solution has several problems, most notably of scalability and of extra communication bandwidth. Therefore, in order to counteract this problem, we propose to include a DS field extension header in addition to the DSMCast information. In a method similar to the tunnel extension, a pointer to a DS field will be appropriately included following the branch field. Since there will probably not be a large number of DS field entries, a pointer is used in order to take advantage of the redundancy in DS field values. As a result of adaptive DS fields, the ingress node is able to vary the DS field of certain branches of the DSMCast tree appropriately within the DS core. Through this extension header, a lower priority client will only share its QoS with the higher priority groups until the two groups branch in the DiffServ core. The effects of such adaptive DS marking are beyond the scope of this paper and are a topic of further research.



traditional IP multicast model without state information or member join/leave protocols in the DS core. A. Simple Case To start, we will analyze a simple case for the use of DSMCast and build from that simple case. Consider a DS domain with the following parameters:  All nodes are DSMCast-enabled   , total core nodes in tree  , total nodes in DS domain   , maximum degree of any node in tree in DS domain For the initial analysis, the impact of the header information beyond the multicast tree information will be ignored. Under the initial case, a multicast tree with  nodes will require a multicast tree routing table of  entries. For each entry, there must be an identification field, a left (L) field, a right (R) field, and a branch field. The total cost can be summarized in the following manner:  !#"%$'&!(*),+- .0/2143'),+-5 687:9;7'(*?@&BADCE 2-!F"HGJI8.LKM5 *N*O*&BPQ7RK,5 2N*OS.,G87%TLE,P7UKM5 *N*O.0GV7TLEMPQ7=6WE



In order to evaluate the savings offered by DSMCast, the differences between a normal IP packet and a DSMCast packet must be examined. The difference between the two packets is the DSMCast header which incurs a cost (in terms of bandwidth) at each node along the multicast tree. For this analysis, the cost of CPU bandwidth is not included. The actual savings of the DSMCast header only occur on links upon which redundant information is transmitted, i.e. the shared links for the ingress-egress model. Thus, the tradeoff of the DSMCast header can be captured by: XYCS?@(2+L6@9Y)M&GWIZ'GW![9Y+-&BN ![C]\^_*6W+-2.0`Q(*+-+DEYI !L.,14XFab?@-![E



The packet length includes entire IP packet (both the IP header and IP payload). In Figure 2, the threshold for the DSMCast is plotted under the simple case as the number of shared links increases. From this graph, it can be deduced that the DSMCast method performs increasingly better as the multicast group becomes denser but can still perform fairly well at a reasonably sparse level. Thus, an ingress router should appropriately choose the method for transmitting multicast packets based on the relative density of the tree and the potential cost/savings of DSMCast. The inclusion of IP addresses in the DSMCast header significantly increases the size of the DSMCast header. Whereas using a unique identifier incurred a cost of  cWdfeg , the use of an IP address costs h i ej . Thus, whenever possible, it is extremely advantageous to use a unique identification field as opposed to an IP address. However, it may not always necessarily be possible to use the unique identification field since the use of an unique identification field may require a temporary outage of service in order to add additional nodes (i.e. add another bit to support a larger d ). The use of IP as an identification field may allow for faster deployment and does not require a new unique ID system to be applied to a given domain. B. Final Analysis Thus, the tradeoff at which DSMCast becomes effective can be summarized according to the following general equation:



V. A NALYSIS OF DSMC AST Because DSMCast introduces additional bandwidth costs with each packet, DSMCast is not ideally suited for all applications. For extremely small packets, the bandwidth overhead of a DSMCast header outweighs the bandwidth savings, thus making the DSMCast header impractical. Thus, it is the responsibility of the ingress router to determine when to use ingress-only branching or to use the DSMCast model. In order to evaluate the bandwidth savings of our method, the bandwidth savings will be compared against the ingress-branching only method. Our method is not compared against the traditional IP multicast model since our method is trying to achieve the benefits of the
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is defined as the number of shared links, is the cost of the Adaptive DS field, and †g‡#d'd'~ ) is the cost of the tunneling . Figure 3 shows the relative cost for each of the DSMCast extension headers. In order to make the difference more noticeable, the byte boundary restriction was relaxed to allow the start of entries to fall immediately after the other entries terminate. As would be expected, the tunneling extension requires a significant amount of communications overhead due to the use of IP addresses for the endpoints of the tunnel. The cost of the adaptive DS fields is dependent ‚
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downstream links. Our proposal differs from Small Group Multicast in several key areas. First, our approach provides transparent support for traditional IP multicast across the DiffServ domain. Whereas SGM requires support at the source, our solution already works within the existing IP multicast architecture. Second, DSMCast-enabled core routers are significantly less complex than SGM-enabled routers. Under DSMCast, no modifications are made to packet length (except for encapsulationbased tunneling) thus requiring core routers to only replicate DSMCast packets, not change the packets themselves. Third, our model takes special advantage of the underlying DiffServ architecture in order to provide both group size and group addresses (unique multicast IDs) scalability. Whereas SGM encapsulates the end-to-end multicast tree, our approach encapsulates only the multicast tree for a given DS domain.
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Fig. 2. DSMCast tradeoff for a simple case ((16,8,ID) refers to (16 core nodes, 8 tree nodes, ID field), IP refers to 32 bit IP address)
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In this paper, we proposed an approach for providing scalable multicasting in a DiffServ domain that satisfies the DiffServ requirement of stateless core routers while offering significant bandwidth savings. Our approach uses encapsulation to encode the multicast tree for a given DS domain in the DSMCast header. In addition, we outlined several extension headers to allow for incremental deployment via tunneling and adaptive multicast trees via an adaptive DSCP. In our analysis, we began with a simple case and examined the impact of each of the extension headers for the tradeoffs at which the DSMCast header becomes practical. Through our analysis, we were able to demonstrate that the cost of DSMCast is quite reasonable at even a low packet size. Thus, DSMCast is able to offer a practical solution for the integration of multicast and DiffServ. R EFERENCES
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Fig. 3. DSMCast tradeoff with all extensions (32,8,1 Tunnel,3 DS) refers to (32 core nodes, 8 tree nodes, 1 Tunnel, 3 DSCPs)



upon the number of adaptive DSCPs included and the maximum degree of the network. Thus, although tunneling and adaptive DS fields can introduce significant additional costs onto the DSMCast header, the maximum cost of the DSMCast header is still limited by the topology of the DS domain, thus making the extension headers still feasible. VI. R ELATED W ORK Small Group Multicast [19], a proposal under consideration by the IETF, uses a similar encapsulation-based technique to achieve traditional IP multicast. Under Small Group Multicast (SGM), the multicast tree is embedded inside the packet and sent from the source to a given SGM router. At the SGM router, the encapsulated tree information is appropriately partitioned and the new packet(s) are transmitted onto the



[11] [12] [13] [14] [15] [16] [17] [18] [19]



K. Nichols, S. Blake, F. Baker, and D.L. Black, “Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Headers, IETF RFC 2474, Dec. 1998. R.Braden, D. Clark, and S. Shenkar, “Integrated Services in the Internet Architecture: An Overview,” RFC 1633, IETF, June 1994. S. Blake et. al, “An Architecture for Differentiated Services,” RFC 2475, IETF, Dec. 1998. K. C. Almeroth, “The Evolution of Multicast,” IEEE Network, pp. 10-21, Jan./Feb. 2000. C. Diot, B. N. Levine, B. Lyles, H. Kassem, and D. Balensiefen, “Deployment Issues for IP Multicast Service and Architecture,” IEEE Network, pp. 78-89, Jan./Feb. 2000. J.C. Pasquale, G.C. Polyzos, and G. Xylomenos, “The multimedia multicasting problem,” Multimedia Systems, vol.6, no.1, pp.43-59, 1998. B. Wang and J. C. Hou, “Multicast Routing and its QoS Extension,” IEEE Network, pp. 22-36, Jan./Feb. 2000. L. Sahasrabuddhe and B. Mukherjee, “Multicast routing algorithms and protocols: A tutorial,” IEEE Network, Jan./Feb. 2000. M. Ramalho, “Intra- and Inter- domain multicast routing protocols: A survey and taxonomy,” IEEE Communications Surveys and Tutorials, vol.3, no.1, pp.2-25, Jan.-Mar. 2000. D.R. Cheriton and S. Deering, “Host groups: A multicast extension for datagram internetworks,” in Proc. Data Communications Symposium, pp.172-179, 1985. R. Bless, K. Wehrle, “IP Multicast in Differentiated Services Networks,” IETF Internet Draft draftbless-diffserv-multicast-00.txt, Sept. 1999. C-Y Lee, N. Seddigh, “Controlling the number of egress points in dynamic multicast groups,” IETF Internet Draft draft-leecy-multicast-egress-limit-00.txt, Oct. 1999. C. Perkins, “IP Encapsulation within IP,” RFC 2003, IETF, October 1996. C. Perkins, “Minimal Encapsulation within IP,” RFC 2004, IETF, October 1996. S. Hanks, D. Farinacci, P. Traina, “Generic Routing Encapsulation (GRE),” RFC 1701, IETF, October 1994. V.Jacobson, K.Nichols, and K.Poduri, “An Expedited Forwarding PHB”, RFC 2598, IETF, June 1999. J. Heinanen, F. Baker, W. Weiss, and J. Wroclawski, “Assured Forwarding PHB Group,” RFC 2597, IETF, June 1999. S. Kent and R. Atkinson, “IP Encapsulating Security Payload (ESP),” RFC 2406, IETF, Nov. 1998. R. Boivie, “A New Multicast Scheme for Small Groups,” IBM Research Report RC21512, June 1999.



























[image: A Policy Based QoS Management System for DiffServ ...]
A Policy Based QoS Management System for DiffServ ...












[image: User Message Model: A New Approach to Scalable ...]
User Message Model: A New Approach to Scalable ...












[image: Efficient multicasting for delay tolerant networks using ...]
Efficient multicasting for delay tolerant networks using ...












[image: A Scalable Tree-based Approach for Joint Object and ...]
A Scalable Tree-based Approach for Joint Object and ...












[image: 3.3 Resolving a Conflict between Diffserv and TCP]
3.3 Resolving a Conflict between Diffserv and TCP












[image: Distributed Utility Maximization for Network Coding Based Multicasting ...]
Distributed Utility Maximization for Network Coding Based Multicasting ...












[image: Adaptive Scheduling for Multicasting Hard Deadline ...]
Adaptive Scheduling for Multicasting Hard Deadline ...












[image: Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar]
Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar












[image: Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar]
Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar












[image: Distributed Utility Maximization for Network Coding Based Multicasting ...]
Distributed Utility Maximization for Network Coding Based Multicasting ...












[image: Walden: A Scalable Solution for Grid Account ...]
Walden: A Scalable Solution for Grid Account ...












[image: A Scalable Application Placement Controller for ... - Semantic Scholar]
A Scalable Application Placement Controller for ... - Semantic Scholar












[image: A Scalable Method for Preserving Oral Literature from ...]
A Scalable Method for Preserving Oral Literature from ...












[image: A scalable service-oriented architecture for multimedia ... - Uni Marburg]
A scalable service-oriented architecture for multimedia ... - Uni Marburg












[image: SDAFT: A Novel Scalable Data Access Framework for ...]
SDAFT: A Novel Scalable Data Access Framework for ...












[image: iProve: A Scalable Technique for Consumer-Verifiable Software ...]
iProve: A Scalable Technique for Consumer-Verifiable Software ...












[image: Design of a Scalable Reasoning Engine for Distributed ...]
Design of a Scalable Reasoning Engine for Distributed ...












[image: A Scalable UWB Based Scheme for Localization in ...]
A Scalable UWB Based Scheme for Localization in ...












[image: A Scalable Method for Preserving Oral Literature from ...]
A Scalable Method for Preserving Oral Literature from ...












[image: A Scalable Method for Preserving Oral Literature ... - Semantic Scholar]
A Scalable Method for Preserving Oral Literature ... - Semantic Scholar












[image: A Framework for Flexible and Scalable Replica-Exchange on ... - GitHub]
A Framework for Flexible and Scalable Replica-Exchange on ... - GitHub












[image: PSDVec: a Toolbox for Incremental and Scalable Word ...]
PSDVec: a Toolbox for Incremental and Scalable Word ...












[image: A Survey of Indexing Techniques for Scalable Record Linkage and ...]
A Survey of Indexing Techniques for Scalable Record Linkage and ...












[image: A Scalable MapReduce Framework for All-Pair ... - Research at Google]
A Scalable MapReduce Framework for All-Pair ... - Research at Google















A Scalable Approach for DiffServ Multicasting






Department of Electrical and Computer Engineering. Iowa State ... main that is scalable in terms of group size, network size, and number of groups. We analyze our ..... required for the branch field is equal to the maximum degree, % , of any. 






 Download PDF 



















 173KB Sizes
 0 Downloads
 187 Views








 Report























Recommend Documents







[image: alt]





A Policy Based QoS Management System for DiffServ ... 

different domains like QoS, security and VPNs in order to allow new services and facilitate network management. The interface to the network device and the information models required for ..... draft, draft-ietf-framework-00.txt, May 1998.














[image: alt]





User Message Model: A New Approach to Scalable ... 

z Nz|u; Nw|z the number of times word w has been assigned to topic z, and NÂ·|z = âˆ‘ w Nw|z; (Â·) zu mn the count that does not include the current assignment of zu mn. Figure 2 gives the pseudo code for a single Gibbs iteration. After obtaining the














[image: alt]





Efficient multicasting for delay tolerant networks using ... 

proposed method completes in less than 10 seconds on datasets ...... networks: a social network perspective,â€� in Proc. of MobiHoc, 2009, pp. 299â€“308.














[image: alt]





A Scalable Tree-based Approach for Joint Object and ... 

Abstract. Recognizing possibly thousands of objects is a crucial capability for an autonomous agent to understand and interact with everyday environments. Practical object recognition comes in multiple forms: Is this a coffee mug? (category recogniti














[image: alt]





3.3 Resolving a Conflict between Diffserv and TCP 

This dissertation presents a framework for providing quality of service (QoS) ...... The Internet consists of many local area networks (LANs) and metropolitan area.














[image: alt]





Distributed Utility Maximization for Network Coding Based Multicasting ... 

include for example prior works on Internet flow control [9] and cross-layer ...... wireless network using network coding have been formulated in [20], [21] ..... [3] T. Ho, R. Koetter, M. MÃ©dard, D. R. Karger, and M. Effros, â€œThe benefits of codi














[image: alt]





Adaptive Scheduling for Multicasting Hard Deadline ... 

tructure support, scalable compression techniques are used to allow the .... that the transmitter is an oracle which knows the channel ..... global optimal solution.














[image: alt]





Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar 

multi-player gaming through the internet connection has increased ... network to the exterior Internet. .... destination address to distinguish the packet type.














[image: alt]





Efficient Layer-2 Multicasting for IEEE 802.11s ... - Semantic Scholar 

multi-player gaming through the internet connection has .... When IP layer multicast address. 110 ... The lower 23 bits of the IP multicast address are directly.














[image: alt]





Distributed Utility Maximization for Network Coding Based Multicasting ... 

wireless network using network coding have been formulated in [20], [21] ..... [3] T. Ho, R. Koetter, M. MÃ©dard, D. R. Karger, and M. Effros, â€œThe benefits of coding ...














[image: alt]





Walden: A Scalable Solution for Grid Account ... 

access to grid resources and services (such as specific Globus jobmanagers) that map ..... use of the digital signature created with a private key. 3. 1. 4. 4. 5. 6. 7.














[image: alt]





A Scalable Application Placement Controller for ... - Semantic Scholar 

IBM T.J. Watson Research Center. 19 Skyline ... Keywords. Dynamic Application Placement, Performance Management. 1. ... applications typically run on top of a middleware system and rely on it to dynamically allocate resources to meet their performanc














[image: alt]





A Scalable Method for Preserving Oral Literature from ... 

The exchange shown in Figure 1 involved a language worker (left), the author, and a .... A separate archiving process involves occasional backup of recorders ...














[image: alt]





A scalable service-oriented architecture for multimedia ... - Uni Marburg 

development and use of web services for a broad scope of multimedia .... computational cloud, such as the Amazon Elastic Compute Cloud (EC2) (Amazon Web ... The service provider is interested in efficient services in that the response time.














[image: alt]





SDAFT: A Novel Scalable Data Access Framework for ... 

becomes too heavy to move in the network in today's big data era. In this paper, we develop a Scalable Data Access Frame- work (SDAFT) to solve the problem.














[image: alt]





iProve: A Scalable Technique for Consumer-Verifiable Software ... 

of the system's execution trace, then it is a good candidate for a nucleus. Examples include security properties [14], resource accounting, etc. In Â§9 we discuss ...














[image: alt]





Design of a Scalable Reasoning Engine for Distributed ... 

Dec 13, 2011 - Distributed, Real-time and Embedded Systems. KSEM 2011 Paper Discussion .... Open source under a BSD license. Solution Approach ...














[image: alt]





A Scalable UWB Based Scheme for Localization in ... 

However simple GPS based schemes do not work well ... The goal is to track the vector hn, estimate the channel taps, ..... location and tracking systemâ€�, Proc.














[image: alt]





A Scalable Method for Preserving Oral Literature from ... 

unwritten, and endangered, be trained to create an archival record of their oral ..... Metadata. Each participant was able to document their recordings in the sup-.














[image: alt]





A Scalable Method for Preserving Oral Literature ... - Semantic Scholar 

into notebook. (10 hours) .... for archiving with PARADISEC [9]. .... 9. Barwick, L.: Networking digital data on endangered languages of the asia pacific region.














[image: alt]





A Framework for Flexible and Scalable Replica-Exchange on ... - GitHub 

a type of application with multiple scales of communication. ... Chemistry and Chemical Biology, Rutgers University, Piscataway,. NJ 08854. â€ Electrical .... ity built on the BigJob/SAGA distributed computing envi- ronment ... Fortunately, great pro














[image: alt]





PSDVec: a Toolbox for Incremental and Scalable Word ... 

Jun 9, 2016 - On 9 word similarity/analogy benchmark sets and ... Email addresses: [email protected] (Shaohua Li), [email protected] (Jun.














[image: alt]





A Survey of Indexing Techniques for Scalable Record Linkage and ... 

A Survey of Indexing Techniques for Scalable Record Linkage and Deduplication..pdf. A Survey of Indexing Techniques for Scalable Record Linkage and ...














[image: alt]





A Scalable MapReduce Framework for All-Pair ... - Research at Google 

stage computes the similarity exactly for all candidate pairs. The V-SMART-Join ... 1. INTRODUCTION. The recent proliferation of social networks, mobile appli- ...... [12] eHarmony Dating Site. http://www.eharmony.com. [13] T. Elsayed, J. Lin, ...


























×
Report A Scalable Approach for DiffServ Multicasting





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















