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Mobile Backbone Synthesis for Ad Hoc Wireless Networks Huei-jiun Ju and Izhak Rubin Electrical Engineering Department University of California, Los Angeles {hju, rubin}@ee.ucla.edu Abstract—In this paper, we present an extended Mobile Backbone Network Topology Synthesis Algorithm (ETSA) for constructing and maintaining a dynamic backbone structure for mobile ad hoc wireless networks. We present and analyze the mathematical features of the proposed scheme. Using these results, we prove that: (1) The ETSA scheme converges in constant time; (2) The length of each control packet is bounded by a constant value that is independent of the number of network nodes; (3) The size of the backbone network depends only on the size of the operational area and is independent of nodal density. We compare the performance features of this scheme with those characterizing other protocols that employ clustering operations and/or use selective forwarding on demand routing methods. In addition, we present an on-demand routing protocol (MBNR) that makes use of the underlying dynamically self-configuring backbone network infrastructure and demonstrate its performance advantages when compared with an on-demand routing protocol that is based on a flat architecture, as well as with other backbone-based routing protocols. Index Terms— wireless ad hoc network; backbone; topology control; connected dominating set;



I. INTRODUCTION Mobile ad hoc networks (MANETs) are infrastructureless wireless communication networks that provide for transport of packets among autonomous hosts. A message flow may need to be carried through multi-hop packet relaying operations performed by intermediate nodes. The routing-related processing and communicating overhead involved in maintaining such a networking operation can lead to significant downgrade of network performance. Consequently, it is desirable to employ a dynamic backbone structure, so that only a small fraction of the nodes is elected as backbone nodes to perform the maintenance and routing tasks. The scalability and efficiency of the backbone based routing schemes depend on the size of the backbone network, and on the overhead introduced by the backbone synthesis scheme. The Mobile Backbone Network (MBN) architecture as employed herein has been 1



introduced in [1]–[2]. The latter present the concept, operation and characteristics of a mobile backbone network that constructs a multi-tier hierarchical architecture for wireless mobile ad hoc networks. Network nodes are classified into Backbone Capable Nodes (BCNs) and Regular Nodes (RNs), based on their respective packet routing/forwarding, computation, and transmission capabilities. A Backbone Network (BNet) is formed by dynamically electing Backbone Nodes (BNs) among BCNs and forming backbone links by interconnecting BNs. The BNet is designed so that all of the BCNs and a high fraction of RNs can access at least a single BN in one-hop. We assume that each node to have a single radio with equal maximum transmission range and all nodes to operate in the same frequency band. The topology of such an ad hoc network is modeled as a graph G = (V, E) where a set V of n vertices represent individual mobile stations, and where an edge is placed between two vertices, (u, v) ∈ E, if the corresponding stations are within transmission range of each other. In this case, u and v are called 1-hop/direct neighbors of each other. Each node has one unique identifier (ID) and all transmissions are omni-directional. In this paper, we present an extended MBN backbone topology synthesis algorithm (ETSA) that guarantees to construct and maintain a connected backbone network (whose size only depends on the size of the operational area and is independent of n) in a period of time that is of a constant (O(1)) order, i.e., independent of n. It involves a control message complexity that is of the order of O(1) per node. Unlike the methods described in [3], the algorithm proposed in this paper does not require location information, a centrally controlled operation or global synchronization. A distributed mobile backbone formation protocol has been proposed in [4]. However, under certain conditions, it does not yield a connected backbone topology and its control message rate (per node) increases when nodal density and/or mobility level increase. In fact, the methodology and procedures employed herein are distinctly different from [4]. II. RELATED WORK An algorithm that constructs a Connected Dominating Set (MCDS) can be employed to synthesize the backbone layout. A dominating set problem in graph theory entails the finding of a subset of nodes with the following property: each node is either in the dominating set, or is 2



adjacent to a node in the dominating set.



Based on the assumptions made in this paper,



considering the special case under which all nodes are backbone capable nodes, the ETSA scheme presented here provides for the distributed and asynchronous construction of a CDS. Finding a minimum CDS (MCDS) is NP-hard, hence, intense effort has been invested recently for the design of efficient Distributed CDS construction algorithms. These algorithms can be divided into two categories: (1) size-efficient algorithms, and (2) time-efficient algorithms. Size-Efficient Algorithms [5]–[8]: In general, size-efficient algorithms use two phases to construct a CDS: clustering, and finding gateways to connect the cluster-heads. The elected clusterheads and gateways form a CDS. In the clustering phase, the basic idea used by such algorithms is as follows: Initially all nodes are white. When a white node finds itself having the highest degree/ID among all its white neighbors, it becomes a cluster-head and colors itself black. All its white neighbors join in the cluster and change their color to grey. This process continues until there is no white node. The cluster-heads form an independent set, i.e., a dominating set in which any pair of nodes are non-adjacent. This process suffers from a sequential propagation problem, which leads to long convergence time of the order of O(n). The second phase is to connect the cluster-heads. Under certain protocols, e.g., [5] [6], every node includes in its periodically broadcasted Hello message, only its neighboring cluster-head list. Hence, the Hello message length is proven to be of the order of O(1), independent of n. In comparison, the message length is of the order of O(log n) for the protocol presented in [7] and of the order of O(∆) (where ∆ is the maximum nodal degree in the network) for the protocol described in [8]. The algorithms presented in [5] [6] [7] were shown to have constant approximation ratio, where the approximation ratio represents the ratio of the backbone network size to the size of the MCDS. However, the long convergence time and the synchronized sequential phase-by-phase character of the operation impair the practicality of this type of CDS construction algorithms. Time-Efficient Algorithms [9]–[12]: Some time-efficient algorithms (such as those presented in [9] [10]) are also executed in two phases: clustering and connecting the clusterheads. The main difference is in the clustering phase: a node claims itself as a cluster-head if it 3



finds itself to have the highest degree/ID among its 1-hop neighborhood or if it has the highest degree/ID in comparison with weights exhibited by nodes that reside in one of its 1-hop neighbor’s 1-hop neighborhood. Thus, the elected cluster-heads do not form an independent set. This design ensures that the clustering phase converges in constant time. The CDS construction algorithms proposed in [11], [12] take a different approach. The construction has two phases: a marking process to generate a CDS with rich connectivity and followed by the application of pruning rules (Rule 1, Rule 2 [11], and Rule k [12]). Execution of the marking process and pruning rules can be done in O(1) time. In general, 1-hop neighbor list exchanges are required for time-efficient algorithms (such as those presented in [10]–[12]), inducing message lengths of the order of O(∆). The “core network” topology management algorithm proposed in [9] requires 2-hop neighborhood data exchange, yielding O(∆2) message complexity per node. We observe that the time-efficient algorithms noted above do not construct a CDS whose size has a constant approximation ratio to the size of the MCDS. The size of the backbone network derived by the algorithm presented in [12] is proved there to be characterized by a “probabilistic bound,” so that the average size is bounded by a constant value (as is the case for our algorithm); yet, such a bound does not apply for certain outlier cases. Serving as efficient broadcast algorithms, the procedures described in [13]–[15] do not form an explicit CDS. Yet, the cluster-heads selected by these schemes, and the dynamically selected forward node sets form a CDS. Similarly to other time-efficient algorithms, 1-hop neighbor list exchanges are usually required, yielding O(∆) message complexity. Under the algorithms presented in [14], [15], every node selects a subset of its 1-hop neighbors to act as “multipoint relays” to cover its 2-hop neighborhood. This approach tends to result in a CDS topology that is quite small, induced by the extra routing information bundled with the broadcast data packets. It has been noted that this small CDS layout is highly vulnerable to incorrect neighborhood information, which leads to delivery ratio performance degradations. To solve this problem, [16] proposes to add extra nodes into the forward node sets to increase the chance of successful transmission of broadcast data packets. On the other hand, using a proactive approach, 4



such as the algorithm presented in this paper, incorrect neighborhood information oftentimes results in an excess of backbone nodes. To handle such a scenario, we present two BCN-to-BN conversion limiting rules that serve to effectively regulate the size of the backbone network. III. THE EXTENDED MBN TOPOLOGY SYNTHESIS ALGORITHM (ETSA) Every node has two timers: Short_Timer and Long_Timer.



There is no timing



synchronization required between nodes. Every node can join the network anytime at anywhere. Whenever the Short_Timer expires, the node sends out a Hello message via link-broadcast to its direct neighbors.



A Hello message contains the following fields: node ID, status, weight,



associated BN ID, and BN-to-BCN indicator. The Hello message created by a backbone capable node (in BCN or BN state) also includes its BN neighbor list (instead of the full neighbor list). Whenever the Long_Timer expires, the node updates its neighbor list. In our illustrative design, the Long_Timer has been set to be 3 times longer than the Short_Timer period. A node should receive a sufficiently large number (e.g., 2 out of 3) of Hello messages from a neighboring node to declare the latter node as its direct neighbor. The node, in accordance with its type, then executes the following operations: A RN performs the Association algorithm; A BCN runs the Association and the BCN-to-BN conversion algorithms; while a BN executes the BN-to-BCN conversion algorithm. The duration of the Short_Timer period is selected so that it is somewhat shorter than the mobility time constant, while being longer than the time it takes to transmit (at the MAC layer) multiple frames (to provide a high link utilization level). Through this process, every node keeps continuously a record of all nodes that are in its 1hop neighborhood and the BNs that are its 2-hop neighbors. A node does not learn its complete 2-hop neighborhood, as assumed by typical CDS construction algorithms. The BCN-to-BN and BN-to-BCN conversion algorithms presented here are carefully designed so that only the above mentioned neighbored connectivity state information is used in the process of constructing the backbone network. The notations used in the rest of this paper are summarized in Table 1. A. Association Algorithm Consider a non-backbone node u that attempts to identify and associate with a neighboring 5



BNv that advertises the highest weight in its 1-hop neighborhood and the BNs that indicate that they cannot convert to BCN are preferred. If no acceptable neighboring BN is detected, node u attempts to identify a neighboring BCNv. This selected BN/BCN v is identified as its associated BN in the Hello messages that it subsequently periodically issues. When a node receives a Hello message indicating itself as the associated BN, it proceeds to include this node in its client list. In the following, we often use comparison of nodal weights to determine the node with the highest weight. It is possibly that there may be several such nodes. In this case, we use a tie breaker to select a node (e.g., by using a nodal ID). Henceforth, the use of such a tie breaker is incorporated into the weight comparison process used for selecting a winning node. B. BCN to BN Conversion Algorithm: Such a conversion is undertaken by a BCNu if any of the following conditions are satisfied: (1) Client coverage condition: (i) BCNu has no BN neighbor, N BN (u ) = ∅ , and has the highest weight among its BCN neighbors, wt (v) < wt (u ), ∀v ∈ N BCN (u ) , (ii) and/or BCNu has received at least one association request in the previous cycle, C BCN (u ) ∪ C RN (u ) ≠ ∅ . (2) Local 2-hop BNet connectivity: At least a pair of BCNu’s BN neighbors, say BNv and BNw, {v, w} ⊆ N BN (u ) , do not connect to each other directly or through a common BN neighbor,



{v ∪ N BN (v)}∩ {w ∪ N BN (w)} = ∅ , and



wt ( x) < wt (u ) , ∀x ∈ N BCN (u ) , {v, w} ⊆ N BN ( x ) (Fig. 1(a)).



(3) Local 3-hop BNet connectivity: At least one of BCNu’s BN neighbors, say, BNv, and one of its BCN neighbors, say, BCNw, v ∈ N BN (u ), w ∈ N BCN (u ) , do not connect to each other directly or through a common BN neighbor, {v ∪ N BN (v )} ∩ N BN ( w) = ∅ , and none of the BCN neighbors of BCNu (e.g., BCNx) can directly connect to BNv, v ∈ N BN (x) , as well as to at least one of BCNw’s BN neighbors (e.g., BNz), N BN ( x ) ∩ N BN ( w) ≠ ∅ (see Fig. 1(b).). Condition (2) is used by a BCN to provide, upon its conversion to BN state, 2-hop BNet connectivity between pairs of its BN neighbors. Condition (3) is used by BNu to ensure that, upon its conversion to BN state, all of its indirect BN neighbors (i.e., the BN neighbors of its BCN neighbors) are connected to its direct BN neighbors through a BNet path that is ≤ 3 hops. 6



C. BN to BCN Conversion Algorithm: Such a conversion is undertaken by a BN u if all of the following conditions are satisfied: (1) Client coverage condition: Each of BNu’s BCN clients has more than one BN neighbor, ∀v ∈ C BCN (u ), N BN (v) > 1 and BNu has no RN client, C RN (u ) = ∅ .



(2) Local 2-hop BNet connectivity: Any two of BNu’s BN neighbors, {v, w} ⊆ N BN (u ) , either i) are directly connected to each other, and at least one of the following four conditions are satisfied: wt (v) > wt (u) , wt (w) > wt (u) , ind (v) = 0 , or ind (w) = 0 , (See Fig. 2(a); See below for the definition of the ind( ) indicator), or, ii) have at least one other common BN neighbor (e.g., BNx), x ∈ N BN (v) ∩ N BN ( w) , and either wt ( x) > wt (u) or ind ( x) = 0 . (See Fig. 2(b).) (3) Local 3-hop BNet connectivity: Any one of BNu’s BN neighbors (say, BNv) and any one of BNu’s BCN neighbors (say, BCNw) either i) are directly connected to each other, and either wt (v) > wt (u) or ind (v) = 0 , (Fig. 2(c)) , or ii) have at least one other common BN neighbor (e.g., BN x), x ∈ N BN (v) ∩ N BN ( w) , and either wt ( x) > wt (u) or ind ( x) = 0 (See Fig. 2(d).). Definition: The indicator function ind( ) is a binary valued function that is set by a BN as follows. BNu sets ind(u) equal to “0” if the following holds: 1. BN-to-BCN conversion condition (1) is not satisfied; or 2. Condition (2) and/or (3) are not satisfied because there does not exist a sufficiently short alternate path between at least one pair of its BN neighbors, or between a pair of its BN and BCN neighbors. If BN-to-BCN conversion condition (1) is satisfied and either condition (2) or condition (3) are not satisfied because the BNs on the alternative routes have higher weights, ind(u) is set to “1”. For all other cases, we set ind(u) = -1. D. Restricting Conversions of BCN to BN We introduce two rules to govern the conversion of a backbone capable node to BN status. Rule 1: A BCN node u should not convert to BN state for connecting a pair of its neighboring nodes {v, w} , whereby node v is in BN state and w is in either BN or BCN state, if 7



there exists a pair of BN neighbors of node u {x, y} ⊆ N BN (u ) , so that v ∈N BN (x) , w ∈N BN ( y) , and BNx and BNy are neighbors of each other. In addition, if node u is a backbone node, u does not have to stay in BN state for the purpose of connecting v and w. Rule 1 can be applied when a BCN, say BCNu, is examining BCN-to-BN conversion conditions (2) and (3) for each pair of its neighboring nodes; say, BNv and BN/BCNw (node w can be in either BN or BCN state). As shown in Fig. 3, if there exists a pair of BN neighbors of BCNu, e.g., neighboring nodes BNx and BNy, clearly, nodes v and w are connected by a 3-hop path. By applying Rule 1, BCNu will not convert to BN state to connect v and w even though BCN-to-BN conversion conditions (2) and/or (3) are satisfied. We recall that the BCN-to-BN conversion conditions would induce a BCN to convert to BN state if any pair of its BN neighbors is not connected through a 2-hop path. By applying Rule 1, we prevent the conversion of a BCN to BN state if its corresponding neighbors can in fact be connected to each other by a 3-hop path (when it involves two of its neighboring BNs as intermediate nodes along the path). Furthermore, since we are willing to accept the above connectivity condition, if the node under consideration (e.g., node u) is already in BN state, and it has a pair of BN neighbors (BNx and BNy) that can form a 3-hop path that connects the above mentioned nodes v and w, BNu does not have to stay in BN state for the purpose of connecting {v, w}, even though BN-to-BCN conversion conditions (2) and/or (3) are not satisfied. We note that the BN-to-BCN conversion conditions are examined by BNu with respect to all pairs of its neighbor nodes. Consequently, while conversion may be allowed for certain pairs, it may be blocked when examined for other pairs. Conversion will be undertaken only if it is allowed for all pairs of the node’s neighboring nodes. Thus, in Fig. 3, either node u or x will have to stay in BN state to connect nodes v and y, and either node u or y will stay at BN state to connect nodes x and w. Hence, we conclude that in providing for connectivity between two neighbors of BNu (nodes v and w), the application of Rule 1 does not lead to the disconnection of these neighboring nodes. Rule 2: A BCN should not convert to a BN if the number of its BN neighbors increases by at least one within the previous Short_Timer period. 8



When a node u has just converted to a BN, its 1-hop neighbors will recognize its new status once they receive its next Hello message. However, node u’s neighbors have to wait at most an additional Short_Timer period before they send out their next Hello message with the updated BN neighbor list. Thus, if one of u’s BCN neighbor acts on its conversion to BN before receiving the updated Hello messages, its conversion operation may be unnecessary. Node u’s conversions from BCN to BN may have enhanced the network connectivity to a sufficient level. IV. ANALYSIS OF KEY FEATURES For presentation simplicity, we assume that there are n network nodes in the area of operation; and the number and the distribution of backbone capable nodes are such that the subnetwork that contains only backbone capable nodes is topologically connected and that every RN has at least one backbone capable node neighbor. We also assume in the following the network graph topology stays unchanged during the time that it takes the ETSA to reach completion. A. Algorithmic Correctness Theorem 1: Assume the network is connected. The backbone network constructed by ETSA forms a connected graph and every non-backbone node is covered by a BN. Proof: Assume the ETSA algorithm to have been completed. First, we claim that every non-backbone node is associated with a BN. Suppose to the contrary that a non-backbone node, say node u, is not associated with a BN. According to the association algorithm, if node u has any BN neighbor, it will associate with the one which advertises the highest weight; if it has no BN neighbor, node u will associate with its BCN neighbor that advertises the highest weight. Otherwise, if it itself is a BCN and has the highest weight among all its neighboring BCNs, it converts itself to a BN according to the BCN-to-BN conversion condition (1). If node u cannot find any BN or BCN neighbor at all, it stays un-associated. If node u is a BCN, this implies that the sub-network which contains only backbone capable nodes is not connected; if it is a RN, then it does not have a neighboring backbone capable node; in either case, this leads to a contradiction. Second, to prove that the BNet constructed by ETSA is connected, we need to prove the following two parts: (1) The BCN-to-BN conversion algorithm ensures the backbone network 9



graph to consist of a single connected component. (2) The BN-to-BCN conversion algorithm does not cause the backbone network to become disconnected. To prove part (1), assume that (upon the completion of the ETSA) there are two separated BNet components in the network as shown in Fig. 4. First, consider the case where the two BNet components are separated by two hops, i.e., there is one intermediate BCN, BCN1, between BNu and BNv. According to BCN-to-BN conversion condition (2), BCN1 will convert to BN status since BNu and BNv do not connect to each other in no more than 2 hops in the BNet (Unless BCN1 is aware of a 3-hop path that involves a pair of its BN neighbors). Second, consider the case where two BNets are separated by three hops, i.e. there are two intermediate BCNs, BCN1 and BCN2. According to the BCN-to-BN conversion condition (3), BCN1 and BCN2 will both convert to BN status to connect the two separated BNet components. Finally, we consider the cases where the two BNet components are separated by more than three hops. In this case, some intermediate nodes, such as BCN2, are non-associated. These nodes will run the association algorithm to force a neighboring BCN to convert to a BN to associate with, or they will themselves convert to a BN. Consequently, these cases will reduce (within a Long_Timer period) topologically to become isomorphic to the first or second case. As for the proof of part (2), we need to show that the BN-to-BCN conversion algorithm neither breaks the BNet connectivity nor causes a BCN or a RN to become unassociated. To prove that BN-to-BCN conversions do not break the BNet connectivity, suppose to the contrary that some BNs convert back to BCN mode such that the BNet is separated into two components, as shown in Fig. 5(a). The nodes that have converted from BN-to-BCN form a cut set of the original graph. We select a subset of those BNs that are neighbors of both BNu and BNv; assume there are k such nodes. According to BN-to-BCN conversion condition (2), if all k nodes convert at the same time, (which leads to a possible breakage of the BNet connectivity,) one concludes that there was another BN which is also BNu and BNv’s common BN neighbor that has a higher weight than the other k BNs. Hence, we deduce that there were k + 1 intermediate backbone nodes connecting BNu and BNv, which leads to a contradiction. 10



We prove next that BN-to-BCN conversions do not cause a non-backbone node to become unassociated. Suppose to the contrary that some BNs convert to BCNs such that BCNv becomes unassociated. This means that some of those nodes that converted from BN to BCN mode must be BCN v’s neighbors, as shown in Fig. 5(b). Select a subset of those converting nodes that are also neighbors of BNu. Assume there are k of them. According to BN-to-BCN conversion condition (3), if a BN (among these k BNs) converts to a BCN, there must exist at least one other BN that has a higher weight and connects BCNv and BNu. The conversion of all k BNs to BCNs at the same time may lead to an association breakage between BCNv and the BNet. Hence, one concludes that there was another BN which is also BCNv and BNu’s common neighbor that has a higher weight than the other k nodes. We deduce that there were k + 1 BNs connecting BCNv and BNu, which leads to a contradiction. Also, a BN-to-BCN conversion does not cause a RN to become unassociated simply because a BN will not convert to a BCN if it has at least one RN client, in accordance with BN-to-BCN conversion condition (1). B. The Size of the Backbone Network Time-efficient CDS construction algorithms (assuming all nodes to be of BCN type) have been known to construct a backbone network whose size (under worst case analysis) is proportional to the number of nodes located in the area of operation, n. Such a loose bound does not provide a reliable reflection of the size of the BNet as observed under typical operational conditions. To obtain a more practical characterization of the BNet size that is obtained by the application of our scheme, we carry out probabilistic analysis. Theorem 2: Under the ETSA, given an integer k ≥ 6, the probability that a BN has more than k BN neighbors is upper bounded by the function δ(k) given by Eq. (A-8). The values assumed by this function are independent of the number of nodes in the area of operation. The proof of Theorem 2 is carried out in the Appendix. The following result provides a probabilistic bound on the number of BN neighbors of a BCN. This result is also used in evaluating the length of the control field included in a Hello message for the purpose of identifying the BN neighbors of a BCN. 11



Theorem 3: Under the ETSA, the probability that a BCN has more than k BN neighbors is upper bounded by 6 × δ (k 6 − 1) , where the function δ(k) is given by Eq. (A-8). The values assumed by the function are independent of the number of nodes located in the area of operation. Proof: We randomly select a backbone capable node, BCNu. As shown in Fig. 6, we divide the disk that is centered at BCNu and has radius R into six equal sectors Si, i = 1,2,…,6. Consider sector Si. Assume that it contains at least one BN; we select such a BN and denote it as BNi. We note that under a given realization, certain sectors may not contain any BN. In this case, an even tighter upper bound would result. It is readily noted that any other BN located in Si is a neighbor of BNi, and every BN in Si is a neighbor of BCNu. Let Nu denote the number of BN neighbors of node u. If event {Nu > 6(k+1)} holds, then at least one of the 6 sectors, say sector Si, must have a BN with Ni BN neighbors such that Ni > k. By applying the results stated by Theorem 2, we obtain the following: Pr{ Nu > 6(k+1)} ≤ Pr{ Union over i of {Ni > k}} ≤ 6 × Pr{Ni > k} < 6 × δ(k). Thus, Pr{ Nu > k} < 6 × δ (k 6 − 1) . The latter result is obtained by applying the Union bound, noting that the probability of the union of 6 events is upper bounded by the sum of the probabilities whether the events are dependent or not. ■ To illustrate, using the bound given by Eq. (A-8), we note that the probability that a BN has more than 30 BN neighbors is less than 5%. We note that the upper bound presented here is intended for use in proving the scalability of our algorithm.



More detailed mathematical



analyses may be able to provide tighter approximations for the calculation of the number of BN neighbors of a BN (or BCN). We can then show that with high probability the realized number of neighbors is much smaller than the upper bound value presented above. On the other hand, our simulations (see Fig. 8(b)) have shown that the number of BN neighbors of a BN (or BCN) is typically lower than 10, with 99% certainty, independent of the nodal density. Theorem 4: The probability that the size of the backbone network (i.e., the number of elected BNs) synthesized by the ETSA scheme is larger than A2 × (k + 1) is less than δ(k) given πR by (A-8). We thus note that the size of the BNet is (probabilistically) of the order of O(A), where A represents the size of the operational area, and is independent of n. 12



Proof: According to Theorem 2, the probability that each BN has more than k BN neighbors is upper bounded by the function δ(k). Upon completion of the ETSA scheme, we note that every non-backbone node (BCN/RN) is associated with a BN and is inside its associated BN’s coverage disk. If we randomly choose a BCN or a RN, the probability that there are more than k + 1 BNs within its associated BN’s coverage disk is less than δ(k).



The



probability that the total number of BNs in the network is larger than A2 × (k + 1) is upper πR bounded by the function δ(k), where A represents the size of the operational area. Thus, we conclude that the size of the BNet synthesized by the ETSA is (probabilistically) of the order of O(A) and is independent of the total number of nodes, n, and of the nodal density. ■ We note that the size of a MCDS is linearly proportional to the operational area size. Thus, we conclude that the size of the backbone network constructed by ETSA exhibits a constant approximation ratio to the size of the MCDS of a graph. C. Control Message Overhead Theorem 5: The probability that the size of each Hello message is larger than a + b × k is



upper bounded by 6 × δ (k 6 − 1) , where a, b are constants whose values are independent of network density and the function δ(k) is given by (A-8). We thus note that the size of each Hello message is (probabilistically) of the order of O(1), and is independent of n. Proof: RNs have fixed Hello message length, while BCNs and BNs include the “BN



Neighbor List” in their Hello messages, leading to a variable message length. According to Theorem 2 and Theorem 3, the probability that each BN or BCN has more than k BN neighbors is less than 6 × δ (k 6 − 1) . Thus, the probability that the size of each Hello message is larger than a + b × k is upper bounded by the function 6 × δ (k 6 − 1) , where a represents the fixed overhead of each Hello message (which includes the nodal ID, its status, weight, BN-to-BCN indicator) and b represents the nodal ID length (e.g., a 4 bytes IP address). Therefore, we conclude that the message length is (probabilistically) independent of the total number of nodes, n, and of the nodal density. ■ Hello messages are sent by nodes at a fixed rate, a single Hello message is issued by each 13



node each Short_Timer period. Hence, we conclude that the control message rate at each node is independent of the number of network nodes. D. Convergence Time Complexity



In the following analysis, we consider the rate of convergence of the ETSA scheme under: a. Initialization, when no BNs have yet been elected; and b. Connectivity changes are incurred, e.g., due to nodal mobility or link/node failure events. In either case, we assume that the nodal speeds are such that no further links are broken or formed during the time that the ETSA scheme proceeds to adapt to topology changes. As noted below, the algorithm converges at a fast pace that is independent of the network’s nodal density, so that this assumption is generally valid for typical applications of mobile ad hoc wireless network systems. To derive an upper bound on the convergence time of the algorithm, we use the following Lemma. We show that, with high probability, a BCN that has identified at a certain stage of the algorithm a sufficiently large number of BN neighbors will not be induced by the algorithm to convert to BN state. Lemma 1: A BCN that has detected more than k BN neighbors will convert to BN state



with probability that is lower than δ2(k), where δ 2 (k ) = a × b k where a and b are constants (whose values are independent of k and n) and b < 1. Proof: At an arbitrary stage of execution of the algorithm, consider an arbitrarily selected



backbone capable node, BCNu. Consider the coverage disk, Cu, that is centered at BCNu and has a radius equal to R. This disk is divided into six equal sectors Si, i = 1,2,…,6 (see Fig. 7). Consider a smaller disk, Cu', that is centered at BCNu and has a radius R/2. We identify the corresponding six small equal sectors Si', i=1,2,…,6. Assume that at this stage of the algorithm BCNu has detected k BN neighbors that are randomly distributed within Cu. We claim that if at least one BN, say BNxi, i=1,2,…,6, resides in each of the six small sectors (Si'), BCNu will not be prompted by the algorithm to convert to BN state. We prove this assertion as follows. Assume that each small sector contains at least a single BN. We select a single BN from each sector. The corresponding selected BNs are identified as BNxi, i=1,2,…,6. It is clear that any neighbor of BCNu that resides in Sector Si is a neighbor of BNxi. Furthermore, it is also 14



readily noted that nodes BNx1 … BNx6 are all neighbors of each other (noting them all to reside inside a disk of diameter R). First, we note that all client nodes (i.e., BCNs and RNs) that reside in Cu are covered by at least one selected BN (BNx1 … BNx6). Secondly, any pair of BCNu's neighboring nodes, (e.g. v and w in Fig. 7), can be connected by a pair of selected BNs, (e.g., as illustrated in Fig. 7, BNx5 and BNx2) in forming a 3 hop v-w path. Using these two properties, we conclude that BCNu will not be prompted by the algorithm to convert to BN state, in accordance with the application of the basic rules and Rule 1. Thus, if at least one BN resides in each of the 6 small sectors, BCNu will not convert to BN state. Therefore, if a BCN has k BN neighbors, Pr{the underlying BCN needs to convert to BN state} ≤ Pr{there is at least one small sector that contains no BNs}. The latter probability is written through combinatorial arguments. We note that it can be expressed in the form δ 2 (k ) = a × b k , where a and b are constants with values that are independent of k and n (being dependent on ratios of the areas of the underlying disks and sectors), and b < 1. We note that δ2(k) is a decreasing function of k. Hence, we obtain the following bound: A BCN that has detected more than k BN neighbors will convert to BN state with probability that is lower than δ2(k). Theorem 6:



The probability that the ETSA scheme converges in longer than k + 3



Long_Timer periods is upper bounded by the function δ2(k). Hence, the convergence time of ETSA is (probabilistically) of the order of O(1), being thus independent of n. Proof: Consider the formation of the BNet when the system is initialized (no BNs have



been elected). We note that the time it takes for the algorithm under such initial conditions, producing the resulting BNet topology, presents clearly an upper bound on the convergence time experienced when a synthesized BNet needs to be updated due to incurred connectivity changes. Furthermore, we recall that whenever the Long_Timer expires, the node executes the involved algorithms: the association algorithm and/or BCN-to-BN/BN-to-BCN conversion algorithms (if applicable). Hello messages are sent out by each node every Short_Timer period. The time it takes to run the involved calculations and form the messages is assumed to be negligible. Phase I (1st Long_Timer period): Following the expiration of the first Long_Timer period, 15



every node has acquired its 1-hop neighborhood. At this time, each node proceeds to run involved algorithms and update their status based on the decisions: a. A BCN that decides to convert to BN state proceeds to convert. b. A BCN that decides to associate with a neighboring BCN proceeds to form a message (embedded in the next Hello message) requesting the latter BCN to convert to BN state. c. Each regular node (RN) selects a neighboring BCN, and forms a message (embedded in the next Hello message) requesting the latter to convert to BN state. The updated status of each node will be announced in the subsequent Hello message sent out upon the expiration of the next Short_Timer period (within the next Long_Timer period). Phase II (2nd Long_Timer period): The above noted request messages formed in Phase I are sent (with the request data embedded into the issued Hello messages) within the second Long_Timer period. Following the expiration of the second Long_Timer period, every node has learned its 1-hop neighborhood, as well as its 2-hop BN neighborhood. At this time, based on the execution of the involved algorithms, each BCN can determine whether it should convert to BN state. The updated nodal status is included within Hello messages that are sent during the subsequent Long_Timer period (which is part of Phase III). Phase III (3rd ~ (k+3)th Long_Timer periods): Under Rule 2, a node will not convert to BN state at a given time if the number of its BN neighbors has increased by at least one during the preceding Short_Timer period. Clearly, such an event would not occur during the second Long_Timer period, but it may occur during a subsequent period (within Phase III). In the following, we analyze the occurrence of such events, noting that they serve to delay the time that a BCN node that needs to convert will have to wait to convert. Consider such a BCN, say BCNu, will defer to the conversions of its neighbors, such that k of its neighbors proceed to convert to BN state before it has had a chance to do so. Using Lemma 1, we conclude that once BCNu has detected k BN neighbors, the probability that it will need to proceed to convert is upper bounded by δ 2 (k ) . Hence, with a probability higher than 1− δ 2 (k ) , BCNu’s conversion, or decision of non-conversion, will be resolved in k periods in the worst case scenario (where the number BN 16



neighbors of BCNu increases by one BN per Long_Timer period). Adding to these periods the 3 preceding periods noted above, we obtain the stated bound on the convergence time.



To



conclude the proof, we note that any needed BN to BCN conversions will be accomplished in a single Long_Timer period; all currently needed such conversions will be executed within the same period. We also note that we have proven in a different section that the execution of the algorithm is non oscillatory: a BCN that may convert to BN state, may subsequently convert back to BCN state; but no further conversions will be performed subsequently for this node. ■ V. PERFORMANCE BEHAVIOR



The simulation models used for performance evaluation in this paper were implemented by using QualNet v3.6.1. The Distributed Coordination Function (DCF) of IEEE 802.11 is used as the MAC layer protocol. The channel data rate is set to 2 Mbps. In this case, the radio transmission range is about 300m according to the simulator. For illustrative purposes, we consider a special case under which all nodes are backbone capable nodes. We set here the weight of each node to its nodal degree. The Short_Timer is set to 2 seconds, while the Long_Timer is set to 6 seconds. We model an ad hoc wireless network that consists of 100 to 500 nodes that are randomly placed in a 1500m x 1500m operational area. Each simulation has been run for 300 seconds, and the results have been averaged over 5 randomly generated topologies. For performance comparison purposes, we have also implemented Dai and Wu’s [12] CDS formation algorithm, which is an up-to-date, fully distributed, and time-efficient algorithm. Dai and Wu’s CDS Formation Algorithm [12]: Dai and Wu’s algorithm consists of two phases: a marking process followed by application of pruning rules. The marking process determines (initially) a set of nodes to form a CDS: A node is marked as “T” if it has two neighbors that are not directly connected. A generalized pruning rule called Rule k is then applied to reduce the size of the CDS. Rule k states: A node u changes its marker to “F” if its neighbor set is covered by k other nodes that are connected to each other and have larger IDs. Remaining nodes marked “T” form a backbone network. For fair comparison, Dai and Wu’s algorithm is also configured to send out a Hello message every Short_Timer period and to 17



execute the “Marking Process” and “Rule k” every Long_Timer period. A Hello message consists of the following fields: “node ID”, “Marker” and the “1-hop neighbor list” (Rule k requires at least two-hop neighborhood knowledge, which requires 1-hop neighbor list exchange). A. Performance Features of ETSA



In this set of simulation results, all of the network nodes are static. A minimum disk covering approach has been applied to approximate the minimum size of the backbone network under the assumption that we can choose the optimum location of BNs to cover the whole area and form a connected BNet. The minimum size of such a BNet in a 1500m x 1500m area consists of 19 BNs. Note that in our simulation scenarios, the BNs are actually selected among existing nodes that are randomly distributed in the area. The results are shown in Fig. 8. We observe that the size of the backbone network constructed by our ETSA scheme stays almost the same when the number of network nodes increase. The two restricting rules act to effectively control the size of the backbone network by reducing unnecessary BCN-to-BN conversions. One would expect that the size of the BNet constructed by ETSA to be larger than that attained by using Dai and Wu’s algorithm because the ETSA scheme only uses 1-hop complete neighborhood and 2-hop BN neighborhood information while Dai and Wu’s algorithm (as the bulk of CDS construction algorithms do) requires complete 2-hop neighborhood data. Yet, noting our simulation results, the size of the BNet synthesized by ETSA is actually quite close to that obtained by Dai and Wu’s algorithm and is reasonably close to the minimum. In some cases, the ETSA even yields a smaller BNet because the nodal degree is used (in our simulation study) by ETSA as the weight function for electing BNs while nodal ID is used by Dai and Wu’s algorithm. Selecting nodes with higher nodal degree to be backbone nodes can yield a smaller backbone network. In fact, the weight of a node can be based on its degree, congestion level, stability/robust, or any combination of these. Theoretically, at steady state, the number of BN neighbors per node is effectively (at the 95th percentile) bounded by 30. In fact, we observe that the average number of BN neighbors per node obtained under ETSA is not larger than 7 BNs and it is independent of n. As noted in 18



section IV, the length of the control messages issued by ETSA only depends on the number of BN neighbors per node. The simulation results confirm that the per node Hello message rate of ETSA stays lower than 0.2 kbps, and is independent of n. On the other hand, Hello messages used in Dai and Wu’s algorithm include the full 1-hop neighbor list, which leads to the bandwidth used per node to increase along with the nodal density. Note that the convergence times of our ETSA scheme as shown here are independent of the values we choose for the Short_Timer and Long_Timer, since we present the convergence time results in terms of the number of Long_Timer periods. The simulation results show that, on average, the ETSA scheme (including the two conversion limiting rules) converges in less than 8 cycles, and is independent of the number of nodes in the network. On the other hand, Dai and Wu’s algorithm converges in less than 4 cycles. B. Performance Comparison between Backbone-Based Routing Algorithms and AODV



For throughput performance evaluation, the network is loaded by 25 simultaneous UDP traffic flows, each associated with randomly selected disjoint source and destination nodes. For each flow, packets are generated in accordance with a Poisson process with an average interarrival time of 0.21 sec; the packet size is set to 512 bytes, leading to an offered traffic rate of 487 kbps. A random waypoint mobility model is employed in the system. The nodal speed is selected randomly in accordance with a uniform distribution over the range (0, Vmax). Based on the MBN structure described above, we modify the basic operation of such an on-demand (such as AODV) routing algorithm, yielding a hierarchical routing mechanism identified as Mobile Backbone Network Routing (MBNR) protocol. We impose the following requirement: only BNs are used to forward route request (RREQ) packets. In this way, a source node that becomes active discovers a route for its flow by flooding RREQ packets only across the BNet. Thus, a significant reduction in control overhead can be attained. For a fair comparison, a similar route discovery approach is used for Dai and Wu’s algorithm: only backbone nodes (elected by Dai and Wu’s algorithm) are used to forward RREQ packets.
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1) The effects of nodal density In this set of simulation results, we model a mobile ad hoc wireless network consisting of 100 to 500 nodes with Vmax = 10 m/s that are randomly placed in a 1500m x 1500m operational area. The performance behavior of the three algorithms is shown in Fig. 9. Note that though the traffic loading is fixed, the data packet delivery ratio of AODV drops dramatically as the nodal density increases. This is caused by involving all of the nodes in forwarding RREQ packets when using such a flat architecture based routing protocol such as AODV. The consequent high rate of generated RREQ packets imposes a network overload, which leads to the observed throughput degradation. In turn, the nodes involved in forwarding RREQ packets are limited to the elected backbone nodes (about 35 BNs in this case) under the backbone based algorithms. The collisions incurred among RREQ packets under AODV also result in the discovery of longer data paths. The longer average path length level further induces longer average end-to-end delay. On the other hand, the high control overhead (Hello message rate) generated by Dai and Wu’s algorithm in dense network cases also causes the data delivery ratio to drop (by about 25%). The average path length obtained under ETSA is slightly shorter than that obtained under Dai and Wu’s algorithm, i.e., on average, 2.7 hops under ETSA and 2.85 hops under Dai and Wu’s algorithm, which also contributes to the observed good end-toend delay performance. To explain this phenomenon, we note that the ETSA ensures a path that is no longer than 3 hops between any pair of BN neighbors of a backbone capable node. There are no similar criteria enforced in Dai and Wu’s algorithm. 2) The effects of nodal mobility Under this set of our simulation study, we model an ad hoc wireless network that consists of 400 nodes randomly placed in a 1500m x 1500m area. We increase the maximum speed (Vmax) from 0 to 30 m/s. The performance behavior of the three algorithms is shown in Fig. 10. Note that the traffic load and the number of nodes are both fixed for this set of simulations. The excessive number of RREQ packets induced by high nodal density is the main reason that AODV yields a very low data delivery ratio as we have discussed before. It is expected that the 20



data delivery ratio of both backbone based algorithms will decrease as the nodal movement speed increases, because of the packet losses caused by link communications breakups induced by nodal movement. We observe that ETSA achieves a much higher data deliver ratio (> 90%) than Dai and Wu’s algorithm does (76%) in the high mobility case (30 m/s). We note that the ETSA scheme preserves the loops in the BNet that are larger than 6 hops. This design provides a measure of redundancy and a resource of alternate routes in the backbone network. Consequently, nodal movement has less impact on the realized data delivery level. The higher level of control overhead induced by Dai and Wu’s algorithm, as compared to that involved in executing the ETSA scheme is another important reason that results in a lower data delivery ratio and longer average end-to-end delay levels. We also compare four variations of ETSA, in terms of applying none, one of each or both of BN to BCN conversion restricting Rules 1 and 2. When both rules are applied, a smaller backbone network results. We note from Fig. 10 that as the nodal speed varies from 0 to 30 m/s (a high mobility level), even with a backbone network that contains 30 BNs serving 400 nodes, the system throughput and message end-to-end delay performance is not much impacted by the variation of the mobility level. A larger BNet (by applying only Rule 1 or 2) only improves the data delivery ratio by 1 ~ 2% but can potentially introduce much more communication and topology management overhead. VI. CONCLUSIONS



In this paper, an Extended Mobile Backbone Network Topology Synthesis Algorithm (ETSA) is presented. Our mathematical analyses show that the ETSA scheme constructs a connected backbone network in constant O(1) time. The size of this backbone network is independent of nodal density, and the control message length is of the order of O(1). These features are noted to provide important algorithmic performance advantages when compared with other clustering or CDS construction protocols. Furthermore, two BCN-to-BN conversion restricting rules are introduced to regulate excessive BCN-to-BN conversions induced by imperfect neighborhood information from control message losses and asynchronous operation. 21



APPENDIX



In this Appendix, we derive a probabilistic bound on the number of BN neighbors of a backbone node under the proposed ETSA scheme. Consider a wireless ad hoc network where all the nodes are randomly distributed in the area of operation. Let R be the radio transmission range of each node. We randomly select a backbone node, BNu. We are interested in obtaining an upper bound on the number of BN neighbors of BNu. Given an integer k ≥ 6, we calculate a value δ(k) > 0, so that Pr(number of BN neighbors of BNu > k) < δ(k). We show the bound δ(k) to be independent of n and to assume a relatively low value when k is large. First, consider the neighborhood of BNu as depicted in Fig. 11. We let Cu denote the circle (and the corresponding coverage disk) whose center is at BNu and whose radius is equal to R. Consider 2 BN neighbors of BNu that are also neighbors of each other, identified as BNi and BNj. We identify the sector of disk Cu that is bounded by the two rays emanating from BNu, whose boundary lines pass through BNi and BNj, so that it forms an angle θij (lower than π), as sector Sij. Consider the two intersection points of the two circles Ci and Cj that are centered at BNi and BNj and that each have a radius equal to R. We select the intersection point that is farther away from BNu and denote it as point a. Let Ca denote the circle (and corresponding disk) that is centered at point a whose radius is equal to R. We identify the area that results from the intersection of disk Ca and sector Sij, denoting it as area Aij (shown in Fig. 11 as a grey area). The same naming scheme can be used for other pairs of BN neighbors for BNu. Lemma 2: Let BNi and BNj be two neighbors of BNu that are also neighbors of each



other, as realized by the ETSA upon its completion. Then, any other BN neighbor of u that resides in sector Sij must be located in area Aij. Proof: Consider a backbone node BNv that resides in sector Sij. We show that it must be



located in area Aij. Suppose to the contrary that BNv is located in sector Sij area that excludes area Aij (i.e., the coverage disk centered at BNv excludes point a). In this case, we note that each client node of BNv is covered by at least one of the following three BNs: BNu, BNi, and BNj. Consequently, BN-to-BCN conversion condition (1) is satisfied at BNv. We also note that 22



each of BNv’s neighboring nodes is a neighbor of at least one of the three BNs: BNu, BNi and BNj. Thus, all of BNv’s neighboring nodes can be connected to each other directly or through BNi, BNj, and BNu, by using one or two nodes from these three nodes. Therefore, with the application of the BN to BCN conversion algorithm and Rule 1, BNv (or one of the other three involved BNs: BN i, j, and u) would have converted to BCN state, contradicting the underlying assumption of BN state selections for the underlying involved nodes. ■ Next, we consider the neighborhood of BNu as depicted in Fig. 12, as formed during the execution of the algorithm. Assume that BNu has four or more BN neighbors. We order these neighbors consecutively in terms of the sector angles that they form (selecting their order at random when such nodes form the same angle).



Note that this specific naming scheme



employed does not affect the proof or the results. We randomly select two consecutive BN neighbors of BNu that are also neighbors of each other, say BNi and BNi+1, setting θi to denote the sector angle between BNi and BNi+1, and ri to denote the distance of BNi from BNu. We identify their corresponding closest BNs (in the ordered list noted above) as BNi-1 and BNi+2, respectively. We derive a probabilistic bound on the increase of the number of BN neighbors of BNu as the algorithm progresses beyond the present stage on a sector by sector basis. In the following Lemma (Lemma 3), we analyze such an arbitrary sector (sector Sii+1). Lemma 3: Assume that during the backbone construction process, nodes BNi and BNi+1



have been elected as a pair of consecutive BN neighbors of BNu. The probability that the number of BNs in sector Sii+1 increases by at least a single BN upon the completion of the ETSA scheme is upper bounded by the expression for εi given in Eq. (A-7). The value assumed by this bound is independent of n. Proof: Assume that during the backbone construction process, nodes BNi and BNi+1 have



been elected as a pair of consecutive BN neighbors of BNu. Note that we order these neighbors consecutively in terms of the sector angles that they form, thus there are no other BNs residing in sector Sii+1 (characterized by angle θi) at the current stage. We are interested in obtaining an upper bound on the probability that the number of BN neighbors of BNu in sector Sii+1 23



increases by at least a single BN upon the completion of the ETSA scheme. First, we consider the case where BNi and BNi+1 are neighboring nodes. By Lemma 2, we can state that BN neighbors of BNu that are located in Sii+1 can only reside in area Aii+1. We now show that if such a BN exists, it must reside in an area that is a subset of Aii+1, identified as zone B (shown as a shaded area in Fig. 12). Suppose to contrary that there is a backbone node BNx that is located in Aii+1 but does not reside in zone B. By applying Lemma 2 with respect to BNx and BNi+2 (with BNu at the apex), we conclude that the presence of node BNx in the stated location will induce BNi+1 to convert to BCN state, since within sector Sxi+2, only zone Axi+2 can contain additional BNs; yet, BNi+1 is not located in zone Axi+2. Therefore, only the BNs that show up in zone B will increase the number of backbone nodes in sector Sii+1. The shaded zone A represents the area that is not covered by BNi or BNi+1 but can potentially be covered by BNs that are located in zone B. A BN located in zone B is elected to either provide client coverage for nodes that reside in zone A; or is chosen to provide BNet connectivity, serving to connect a BN in zone A to BNi or BNi+1 (so that this BN in zone A can connect to the backbone nodes in BNu’s coverage disk through BNi, i+1, and u). We next define zone C as C = ∪{C j } such that, with respect to a subdivision of zone A into disjoint subset regions Aj, A = ∪{A j } , the following property holds for each j =1,2,…,m: Every BN that resides in Cj, satisfies the following 2 conditions: (a) It covers all client nodes that may reside in zone Aj; (b) It can be used to connect any BN that may reside in zone Aj to either BNi or BNi+1, or both.



Furthermore, C is complete in that all BNs that satisfy these features are



included in C. From the underlying geometry, it is clear that zone C can be carried out into m subsets for any prescribed value of m, provided m ≥ m(A), where m(A) is a lower bound whose value depends on the relative area of zone A, and not on the number of nodes, n. We illustrate this region by showing it as shaded zone C in Fig. 12, for the special case of m = 1. We assert that if there is a BN in zone Cj, there will be no node in zone B that stays in BN state for covering and/or connecting the nodes in zone Aj. We prove this assertion as follows. Let BNv be a BN that resides in zone C. We form the sector Siv by using node BNi+1 as the 24



apex of the sector, from which rays (BNi+1,BNi) and (BNi+1,BNv) emanate. By applying Lemma 2 to this sector, we conclude that additional BNs can reside only in corresponding area Aiv. From the geometry of the underlying situation, one notes that area Ai+1v and zone B are disjoint. Hence, we conclude that the existence of a BN in zone Cj excludes the (eventual) existence of a BN (for the corresponding zone Aj) in zone B. Let w be a node that resides in zone A. Let pB (pCj) represent the probability that node w B



selects a node that resides in zone B (zone Cj) for conversion to BN state to provide client coverage and/or BNet connectivity (for node w; i.e., if w is a BN, the conversion is used to provide BNet connectivity; otherwise, the conversion is for covering client node w). Let Cw denote the coverage disk of w. Noting that nodes are randomly distributed across the area, we have: ⎧ size (intersection area of Cw and zone B) , w is a non - BN node ⎪⎪ πR 2 p B = ⎨ size (intersection area of Cw and zone B) , w is a BN ⎪ ⎪⎩ size (intersection of Cw and Ci or Ci + 1)



(A-1)



⎧ size (zone C j ) , w is a non - BN node ⎪⎪ πR 2 pCj = ⎨ size (zone C j ) ⎪ , w is a BN ⎪⎩ size (intersection of Cw and Ci or Ci + 1)



(A-2)



Assume there are nj nodes in zone Aj. Let pj = Pr(number of BNs in zone B induced by the nodes in the zone Aj > 0). We obtain the following, for j = 1,2,…,m: p j ≤ (1 − pCj ) − (1 − pCj − p B ) n



n



(A-3)



We note that the function representing the bound stated by Eq. (A-3) is convex and yields a unique maximum value. We thus let nj* represent the value of nj which yields largest value of pj. We obtain the following, for each j: ⎛ ln(1 − pCj ) ⎞ ⎟ ln⎜ ⎜ ln(1 − p − p ) ⎟ Cj B * ⎝ ⎠ nj = ln (1 − pCj − p B ) − ln (1 − pCj )



(A-4)



⎛ ln(1− pCj ) ⎞ ⎟ ln ⎜ ⎜ ln(1− pCj − p B ) ⎟ ⎝ ⎠ ln 1− pCj − p B − ln 1− pCj



⎛ ln(1 − pCj ) ⎞ ⎟ × (1 − pCj ) ( p j = ⎜1 − ⎜ ln(1 − p − p ) ⎟ Cj B ⎠ ⎝



) (



)



(A-5)



Given a value of m, there will be no BNs in zone B that serve nodes in zone A if and only 25



if there is no BN that serves any of subdivisions Aj, j = 1,2,…,m. To obtain the tightest corresponding upper bound (by considering different number of divisions m), we write: m ⎛ ⎞ Pr(number of BNs in zone B) ≤ Min ⎜⎜1 − ∏ (1 − p j )⎟⎟ m =1~ ∞ j =1 ⎝ ⎠



(A-6)



We note that only the additional BN neighbors (other than BNi and BNi+1) of BNu that show up in zone B will increase the number of backbone nodes in sector Sii+1. Setting Psi = Pr{number of BNs in Sii+1 increases by at least one}, we write: m ⎧ ⎛ ⎞ ⎪ Min ⎜⎜1 − ∏ (1 − p j )⎟⎟ , BNi and BNi + 1 are neighboring nodes Psi ≤ ε i = ⎨ m=1~∞ j =1 ⎝ ⎠ ⎪ 1 , BNi and BNi + 1 are not neighboring nodes ⎩



(A-7)



We simply bound the probability Psi by 1 when the pair of consecutive BN neighbors (BNi and BNi+1) are not neighboring nodes, since it is a rare case when BNu has a large number of BN neighbors and we are focused on the upper bound on the number of BN neighbors of BNu. In fact, there can only be up to five pairs of such consecutive BN neighbors of BNu that are not neighboring nodes. From Eqs. (A-1) – (A-2), we note that the expressions for pB and pCj are given in terms of B



only the area sizes of zones B and C. Hence, pB and pCj only depend on the value of θi-1, θi, θi+1, B



ri-1, ri, ri+1 and ri+2. Based on the formulas presented above, we thus conclude that the bound εi given in (A-7) is dependent only on the ratios of the corresponding area sizes and not on the number of nodes residing in these areas, or the total number of network nodes, n. ■ We note that if any of the θi-1, θi, or θi+1 angles used in the proof is reduced, then the size of corresponding zone C would increase and the size of zone B would decrease, so that the probability pCj will increase and the probability pB will decrease. Consequently, we note that B



such a change will cause bound εi to decrease, and thus further reduce the value of the upper bound presented above. Theorem 2: Under the ETSA, given an integer k ≥ 6, the probability that a BN has more



than k BN neighbors is upper bounded by the function δ(k) given by Eq. (A-8). The values assumed by this function are independent of the number of nodes in the area of operation, n. 26



Proof: Assume that during the construction process, BNu gains k BN neighbors. We are



interested in obtaining the probability that BNu has more than k BN neighbors when the ETSA reaches completion. Note that we order these neighbors as BN1, BN2,…, BNk consecutively in terms of the sector angles (centered at BNu) that they form, so that



k



∑θ i =1



i



= 2π . Let Nu denote the



number of BN neighbors of BNu at the completion of the algorithm. Clearly, 1 – Pr{Nu > k} = Pr{Nu ≤ k} = Pr(Euk), where event Euk is defined as the corresponding event that specifies that the number of BN neighbors of node BNu does not increase (from the underlying time to the completion time of the algorithm). Clearly, Euk includes intersection (i=1,2,…,k) Esi, where Esi denotes the event the number of BNs in sector Sii+1 does not increase. From Eq. (A-7), we have that P(Esi) ≥ 1 – εi, i = 1,2,…,k. Hence, using an intersection lower bound (noting that the involved events may be statistically dependent), we obtain the following upper bound: k



Pr{N u > k } ≤ 1 − ∏ (1 − ε i ) = δ (k )



(A-8)



i =1



where εi is given in Eq. (A-7). From Lemma 3, we note that εi is dependent only on the ratios of the corresponding area sizes and not on the number of nodes residing in the involved areas. Thus, we conclude that the bound δ(k) is also independent of the number of nodes in the area, n. ■ In the following, we assume that the neighbors of BNu are located in a symmetrical geometric fashion around it. We use this assumption to derive an explicit analytical expression that we then proceed to examine for demonstrating the behavior of the probability bounding function δ(k). Our assumption can be noted to be quite reasonable, since by applying the nodal location constraint stated by Lemma 2 to all the pairs of BN neighbors of BNu, we note that the neighboring nodes are constrained to reside in certain locations, in particular, limitations on the variations of their distances from BNu of two consecutive BN neighbors. Furthermore, we demonstrate hereby that the bounding function δ(k) is a decreasing function of k. To estimate the bound εi given in Eq. (A-7), we consider the above noted configuration, so that we set ri = r and θi = θ = 2π/k, i = 1,2,…,k. We obtain:
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⎧ πR 2 ⎛ L sin θ ⎞ 2 2 2 2 2 + R 2 cos −1 ⎜ ⎟ − L sin θ R − L sin θ , 0 < r < r ′ ⎪(θ + θ ′ + sin (θ + θ ′))R + L sin θ (cos θ − 1) − 2 ⎝ R ⎠ ⎪ Size( zone B ) = ⎨ 2 ⎛L⎞ ⎛ L ⎞ ⎪ ( θ + θ ′ + sin (θ + θ ′))R 2 − L2 sin θ + L × R 2 − ⎜ ⎟ − 2 R 2 cos −1 ⎜ ⎟, r ′ < r < R ⎪⎩ ⎝2⎠ ⎝ 2R ⎠



(A-9)



d θ ⎛ ⎞ 4+6 3 2 ⎛ L sin θ ⎞ 2 −1 ⎛ d ⎞ Size( zone C ) = L sin θ ⎜ L cos θ − r cos − R 2 − L2 sin 2 θ ⎟ − R + R 2 cos −1 ⎜ 4R 2 − d 2 ⎟ + R cos ⎜ ⎟− 2 24 ⎝ ⎠ ⎝ R ⎠ ⎝ 2R ⎠ 4



where



⎛ θ θ⎞ r ′ = R⎜⎜ 2 cos θ cos − 1 − 4 cos 2 θ sin 2 ⎟⎟ 2 2⎠ ⎝



⎛3 ⎞ d = L2 − 2 Lr cos⎜ θ ⎟ + r 2 ⎝2 ⎠



,



L = r cos



θ 2



+ R 2 − r 2 sin 2



θ 2



,



⎛r ⎛ θ ⎞⎞ θ ′ = 2 sin −1 ⎜⎜ sin⎜ ⎟ ⎟⎟ ⎝R



,



(A-10) and



⎝ 2 ⎠⎠



.



Using Eqs. (A-1) – (A-10), we obtain an analytical expression for the function δ(k). The variation of δ(k) as a function of k and r/R is shown in Fig. 13. We observe that δ(k) decreases sharply as k increases. We note that the upper bound presented in this section is intended for use in proving the scalability of our algorithm. Using expressions that provide approximations for the calculation of the number of BN neighbors of a BN, we can show that with high probability the realized number of neighbors is much smaller than that estimated based on the bound presented above. Also, our simulations (see Fig. 8(b)) have shown the number of BN neighbors to be lower than 10, with 99% certainty, independent of the nodal density.
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Table 1: Notation wt(u)



The weight of node u. The weight of a node can be based on its degree, capability, congestion level, or some stability/robustness measure. Node ID is used for tie breaking. The relation wt(u) > wt(v) is defined to indicate that u’s weight is higher than v’s or that u and v have the same weight but u’ ID is higher than v’s ID.



ind(u)



BN-to-BCN indicator. A value “0” means that node u’s conversion from BN to BCN would break the local network’s connectivity. A value “1” means that the local network may stay connected if node u converts from BN to BCN.



NBN(u)



The set of one-hop neighbors of node u that are in BN status.



NBCN(u)



The set of one-hop neighbors of node u that are in BCN status.



CBCN(u)



The set of clients of node u that are in BCN status.



CRN(u)



The set of clients of node u that are RNs.



Association Request



A Hello message that has a neighboring BCN’s ID as the “associated BN ID” serves as an association request.



R



R represent the communications range of neighboring nodes



(a)



(b)



Fig. 1 BCN to BN conversion conditions



(a)



(b)



(c)



(d)



Fig. 2 BN to BCN conversion conditions



Fig. 3 BCN to BN conversion restricting Rule 1
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Fig. 4 The BCN-to-BN conversion algorithm connects separated BNet components



(a)



(b)



Fig. 5 The possibility of network connectivity breakage caused by BN-to-BCN conversions



Fig. 6 Six sectors dividing BCNu’s coverage disk containing respectively backbone nodes BN1, BN2, …, BN6.



Fig. 7 BCNu and its neighborhood at a given stage of the algorithm
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Fig 8. Performance behaviors of a static ad hoc network consisting of 100 ~ 500 nodes
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Fig. 9. Performance behaviors of a mobile ad hoc network consisting of 100 ~ 500 nodes with max. mobility speed 10 m/s and total 487 kbps traffic load
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Fig. 10. Performance behaviors of a mobile ad hoc network consisting of 400 nodes with 487 kbps traffic load
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Fig. 11 Randomly select two BN neighbors of BNu, say BNi and BNj



Fig. 12 Consecutively select four BN neighbors of BNu, say BNi-1, BNi, BNi+1, BNi+2
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Fig. 13 The probability that BNu has more than k BN neighbors as a function of r/R
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