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Abstract. In Peer Data Management Systems (PDMS), ontology matching can be employed to reconcile peer ontologies and find correspondences between their elements. However, traditional approaches to ontology matching mainly rely on linguistic and/or structural techniques. In this paper, we propose a semantic-based ontology matching process which tries to overcome the limitations of traditional approaches by using semantics. To this end, we present a semantic matcher which identifies, besides the common types of correspondences (equivalence), some other ones (e.g., closeness). We also present an approach for determining a global similarity measure between two peer ontologies based on the identified similarity value of each correspondence. To clarify matters, we provide an example illustrating how the proposed approach can be used in a PDMS and some obtained experimental results. Keywords: Ontology Matching, Semantic Correspondences, Similarity Measure, PDMS.
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1 Introduction The increasing use of computers and the development of communication infrastructures have led to a wide range of data sources being available through networks such as Peer Data Management Systems (PDMS) [1]. In PDMS, each peer is an autonomous source that makes available a local schema. Sources manage their data locally, revealing part of their original schemas to other peers. Schema mappings, i.e., correspondences between schema elements, are generated to allow information exchange between peers. To help matters, ontologies have been considered as a basis for making explicit the content of these data sources (referred here as peer ontologies) and, consequently, as a means for enhancing information integration [1]. Peer ontologies are designed and developed autonomously, what entails several forms of heterogeneity between them, even between those on the same domain [2]. Reconciling such ontologies and finding correspondences between their elements (concepts or properties) is still a relevant research issue, mainly in distributed environments such as PDMS. Ontology matching techniques are required to deal with the diverse concept meanings existing in the peer ontologies. Resulting correspondences between peer ontologies are usually associated with a similarity A. Hameurlain and A M. Tjoa (Eds.): Globe 2009, LNCS 5697, pp. 124–135, 2009. © Springer-Verlag Berlin Heidelberg 2009
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value which expresses the level of confidence on the correspondence between the elements. Besides, in a PDMS, it is relevant to have a global measure representing the overall similarity degree between two peer ontologies (and not only between their elements) to determine if these peers should be stated as semantic neighbors in the overlay network. In order to identify correspondences between the elements of a source ontology with elements of a target one, some works have used additional semantic descriptions, called background knowledge [3]. The common objective is to complement current matching techniques which fail in some cases (e.g., linguistic matching) [4]. To this end, a domain ontology can be used to allow the identification of additional semantic relationships (e.g., subsumption or part-of) between the ontology elements. In this paper, we present a semantic-based ontology matching process which has been instantiated in a PDMS. Our contribution is twofold: (i) identifying semantic correspondences between two given peer ontologies taking into account a domain ontology as background knowledge; and (ii) proposing a global similarity measure between these two ontologies. In the former, the basic idea is to use the existing relationships of the domain ontology to derive semantic correspondences between the source and target ontologies’ elements. In the latter, the semantic correspondences are used in conjunction with linguistic and structural correspondences to produce a global similarity measure between the ontologies. To clarify matters, we provide an example showing how the approach can be used and some results obtained from experiments. This paper is organized as follows: Section 2 discusses ontology matching in PDMS; Section 3 presents our approach for identifying semantic correspondences; Section 4 provides an overview of the semantic-based matching process; Section 5 shows our approach for determining the global similarity measure; Section 6 presents some experimental results. Related work is discussed in Section 7. Finally, Section 8 draws our conclusions and points out some future work.



2 Ontology Matching in PDMS So far, several ontology matching definitions have been proposed [2, 5]. According to [2], ontology matching is the process of finding correspondences between elements of different ontologies, normally describing the same or similar domains. An element can be a concept, a property, or an instance. The output of such process is called alignment which contains a set of correspondences indicating which elements of two ontologies (denoted O1 and O2) logically correspond to each other. A correspondence can be defined as a 4-tuple 〈ei, ej, r, n〉, where ei and ej are the two matched ontology elements (with ei ∈ O1 and ej ∈ O2); r is the relationship holding between ei and ej; and n expresses the level of confidence underlying such correspondence. The correspondences can be produced by one or more algorithms (matchers) which are executed sequentially or in parallel. These matchers are classified into four approaches [2]: linguistic, structural, semantic, and extensional. Examples of existing ontology matching tools are: COMA++ [6], H-Match [7], and Falcon-AO [8]. In this work, we deal with the problem of ontology matching in a PDMS. In our system, ontologies are used as a uniform conceptual representation of exported schemas. Peer ontologies belong to the same knowledge domain (e.g., Education or
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Health) and an ontology describing the domain is available to be used as background knowledge. Correspondences between peers’ ontologies are established to provide a common understanding of their data sources and enable query answering. Correspondences are determined between pairs of peers and are used to compute the global similarity measure between the involved peers in order to determine if they should be considered as semantic neighbors in the overlay network. Two peers are semantic neighbors if their global similarity is higher than a certain threshold. Considering this setting, we introduce a working scenario composed by two peers P1 and P2 which belong to the Education knowledge domain. In this scenario, peers have complementary data about academic people and their works (e.g., Research) from different institutions. Each peer is described by an ontology – O1 (Semiport.owl) and O2 (UnivBench.owl). We have considered as background knowledge a Domain Ontology (DO) named UnivCSCMO.owl1. Since terminological normalization is a pre-matching step in which the initial representation of two ontologies are transformed into a common format suitable for similarity computation, we have normalized both ontologies O1 and O2 to a uniform representation format according to the DO. In this scenario, we are interested in identifying semantic correspondences between O1 and O2 elements and in determining if P1 and P2 are semantic neighbors.



3 Using a Domain Ontology to Define Semantic Correspondences In our work, we consider domain ontologies (DO) as reliable references that are made available on the Web. We use them in order to bridge the conceptual differences or similarities between two peer ontologies. In this sense, first concepts and properties from the two peer ontologies are mapped to equivalent concepts/properties in the DO and then their semantic correspondence is inferred based on the existing semantic relationship between the DO elements. Figure 1 shows an overview of our approach for specifying the semantics of the correspondences between peer ontologies. In this
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Fig. 1. Specifying semantic correspondences between peer ontologies
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The complete ontologies are available at our project’s web site: http://www.cin.ufpe.br/~speed /SemMatch/index.htm
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overview, O1:x ≡ DO:k and O2:y ≡ DO:z. Since k is subsumed by z in the DO, we infer that the same relationship occurs between x and y. Then, we conclude that O1:x is subsumed by O2:y, denoted by O1.x O2.y. To specify the correspondences, we take into account four aspects: (i) the semantic knowledge found in the DO; (ii) if the peer ontology concepts share super-concepts in the DO; (iii) if these super-concepts are different from the root concept and; (iv) the depth of concepts measured in number of nodes. Next, we present the definition of semantic correspondences together with the set of rules that identify their types. The notation we use is based on Distributed Description Logics (DDL), which has been designed to formalize multiple ontologies interconnected by mappings [9]. Since our approach is not concerned with proposing new algorithms for DL or DDL, we rely on existing equivalence and subsumption ones [10] as the basis for our definitions. Definition 1 - Semantic Correspondence. A semantic correspondence is represented by one of the following expressions: 1. O1:x 2. O1:x 3. O1:x 4. O1:x 5. O1:x 6. O1:x 7. O1:x



O2:y, an isEquivalentTo correspondence O2:y, an isSubConceptOf correspondence O2:y, an isSuperConceptOf correspondence O2:y, an isPartOf correspondence O2:y, an isWholeOf correspondence O2:y, an isCloseTo correspondence O2:y, an isDisjointWith correspondence



where x and y are elements (concepts/properties) belonging to the peer ontologies. Each correspondence type is defined as follows: Equivalence: An element O1:x isEquivalentTo O2:y if O1:x ≡ DO:k and O2:y ≡ O2:y and means that both DO:k. This correspondence is represented by O1:x concepts/properties (x and y) describe the same real world concept/property. Specialization: An element O1:x isSubConceptOf O2:y if O1:x ≡ DO:k and O2:y ≡ O2:y and DO:z and DO:k m DO:z. Such correspondence is represented by O1:x means that O1:x is less general than O2:y. Generalization: An element O1:x isSuperConceptOf O2:y if O1:x ≡ DO:k and O2:y ≡ O2:y and DO:z and DO:k } DO:z. This correspondence is represented by O1:x expresses that O1:x is more general than O2:y. Closeness: An element O1:x isCloseTo O2:y if (O1:x ≡ DO:k and O2:y ≡ DO:z) and (DO:k m DO:a and DO:z m DO:a) and DO:a ≠ ¨ and (depth(DO:a, DO:¨) r tresholdRoot) and ¬(DO:k ⊥ DO:z) and (depth(DO:k,DO:a) b thresholdCommonAncestor) and depth(DO:z,DO:a) b thresholdCommonAncestor). O2:y. Considering the DO, the nearest This correspondence is represented by O1:x common ancestor of two concepts is used to determine the closeness degree between them. Two concepts are close if they are perceived as belonging to a common relevant meaning, i.e., they are under the same real world concept. The thresholdRoot and the
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thresholdCommonAncestor are dependent on the current DO’s granularity and size: the former provides a limit for the position of the common ancestor in relation to the root; the latter provides a limit for the position of each matching concept in relation to the common ancestor. Thereby, we state that two concepts k and z are close if (i) they share a common ancestor in the DO; (ii) this common ancestor is not the root (¨); (iii) the concepts do not hold any subsumption nor disjointness relationship between themselves and (iv) the measured depths are evaluated to true, according to the referred thresholds. For example, considering that the concepts cat and lion (each one belonging to a different peer ontology) are sub-concepts of a common ancestor feloidae (in a given DO), and the closeness conditions are evaluated to true (e.g., the depth between each concept and the common ancestor is lower than the corresponding threshold), we can infer that cat and lion are close concepts. Aggregation – PartOf: An element O1:x isPartOf O2:y if O1:x ≡ DO:k and O2:y ≡ DO:z and DO:k @ DO:z (isPartOf). This correspondence is represented by O1:x O2:y and states that O1:x is a part or component of O2:y. Aggregation – WholeOf: An element O1:x isWholeOf O2:y if O1:x ≡ DO:k and O2:y ≡ DO:z and DO:k 0 DO:z (isWholeOf). This correspondence is represented by O2:y and means that, O1:x is an aggregate of O2:y, i.e., x is composed by y. O1:x Disjointness: An element O1:x isDisjointWith O2:y if O1:x ≡ DO:k and O2:y ≡ DO:z and DO:k ⊥ DO:z. This is represented by O1:x O2:y and states that O1:x does not overlap with O2:y. Considering the scenario introduced in Section 2, in order to identify the semantic correspondences between O1 and O2, first, our matching tool found out the equivalences between concepts of O1 and concepts in the DO, and the equivalences between concepts of O2 with their related ones in the DO. Then, the set of rules described in this section was applied. As a result, the set of semantic correspondences between O1 and O2 was identified. We present examples of this set concerning the concept Faculty (from O1) with some related concepts in O2 in Table 1. Table 1. Some semantic correspondences between O1 and O2



O1:Faculty O1:Faculty O1:Faculty



Correspondences for O1:Faculty O1:Faculty O2:PostDoc O2:Faculty O2:Worker O2:Assistant O1:Faculty O2:Professor O2:AdministrativeStaff O1:Faculty



In this illustrative set, we can see the equivalence correspondence between Faculty in O1 and O2. Equivalence is an example of a commonly identified correspondence type in traditional ontology matching approaches. Taking into account the semantics underlying the DO, we can also identify other unusual correspondences. In this fragment, Faculty has been identified as: (i) sub-concept of Worker; (ii) super-concept of Professor and PostDoc; and (iii) close to Assistant and AdministrativeStaff.
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4 The Semantic-Based Ontology Matching Process The Ontology Matching Process brings together a combination of already defined strategies with our semantic-based approach. In this process, linguistic-structural and semantic matchers are executed in parallel, and their individual similarity values are aggregated into combined similarity ones. As shown in Figure 2, the process receives as input two matching ontologies (O1 and O2) and a domain ontology DO to be used as background knowledge. As output, it may produce one or two alignments (ACO and/or A12), according to the following two possible goals in the process instantiation: A. Generating only the alignment ACO: in this option (phase 1), only the resulting set of correspondences identified by the linguistic-structural and semantic matchers is considered. In this set, a correspondence is defined between an element ei ∈ O1 and some matching elements e1,…,ej ∈ O2, considering the kind of semantic correspondence between them and its respective similarity value. Such alignment is useful for query answering purposes [11]; B. Calculating the global similarity measure: in this case, both phases 1 and 2 are performed, i.e., both alignments ACO and A12 are generated. Correspondences in A12 are defined between an element ei ∈ O1 and their best matching element ej ∈ O2 (i.e., the element ej having the highest similarity value with ei). Resulting correspondences are ranked according to the combined similarity value and a filter strategy is applied to select the most suitable correspondences. Based on the similarity value of each correspondence, the global measure is calculated.



Fig. 2. The general ontology matching process



The main steps carried out by the semantic-based ontology matching process are: (1) Linguistic-Structural Matching In this step, any existing ontology matching tool including linguistic and/or structural matchers can be used. Such linguistic and structural matchers are handled as a hybrid matcher, i.e., as a fixed combination of simple matchers. The combination of their similarity values depends on the composition strategy of the ontology matching tool
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Fig. 3. An example of the ontology matching process



that has been used. The alignment produced by the hybrid matcher is denoted by ALS. Correspondences in ALS are stated as: 〈ei, ej, n〉, as defined in Section 2. Figure 3 shows the process instantiation for the ontologies O1 and O2 described in Section 2. For the sake of space, only a limited number of linguistic-structural correspondences are depicted in Figure 3a. Among them, for instance, the similarity value generated by the hybrid matcher for the pair of elements (UndergraduateStudent, Monitor) is 0.30. (2) Semantic Matching Using a DO, the semantic matcher applies the set of semantic rules described in Section 3 to derive the type of semantic correspondences between O1 and O2. Each type is associated with a weight which corresponds to the level of confidence of such correspondence, as follows: isEquivalentTo (1.0), isSubConceptOf (0.8), isSuperConceptOf (0.8), isCloseTo (0.7), isPartOf (0.3), isWholeOf (0.3) and isDisjointWith (0.0). The resulting alignment is denoted by ASE, and correspondences are stated as: 〈ei, ej, r, n〉. Figure 3a shows some semantic correspondences between O1 and O2. For instance, O1:UndergraduateStudent isSuperConceptof O2:Monitor, what implies that the semantic similarity value between them is 0.80. (3) Similarity Combination The individual similarity values of the correspondences produced by the hybrid matcher and the semantic matcher are associated in a combined similarity one, through a weighted average of the values generated by the individual matchers. The weights are attributed according to the relevance of each matcher. The combined alignment set is stated as ACO and correspondences are denoted as: 〈ei, ej, r, n〉. The
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similarity value of each correspondence in ACO takes into account the linguistic, structural, and semantic features of the involved elements. A weighted average is used because matchers may produce opposing similarity values. For example, a linguistic matcher can find a low similarity value for two elements because their labels are different. On the other hand, a semantic matcher can detect that the same elements are related by a strong relationship (e.g., equivalence) and assign a high similarity value. Regarding our example, the similarity values generated by the hybrid and the semantic matchers for the pair of elements (UndergraduateStudent, Monitor) are 0.30 and 0.80, respectively. We assume that the weights associated to the hybrid and semantic matchers are 0.4 and 0.6, respectively. Thus, the combined similarity value for the pair is 0.60 (Figure 3b). (4) Correspondence Ranking Elements of O1 are ranked (in descending order) according to the elements of O2. In Figure 3c, O1:UndergraduateStudent is ranked according to O2:Monitor, O2:GraduateStudent, and O2:Student. (5) Correspondence Selection Finally, a filter strategy is applied to choose the most suitable correspondence for each O1 element. The strategy consists in selecting the correspondence with the highest combined similarity. As a result, an alignment A12 is generated. Each correspondence in A12 is defined as: 〈ei, ej, r, n〉. In Figure 4c, given the concept UndergraduateStudent, the correspondence (UndergraduateStudent, Student) is chosen since its combined similarity value (0.68) is higher than the other two ones involving UndergraduateStudent. A fragment of A12 is shown in Figure 3d. Steps 4 and 5 are also executed in the opposite direction. The elements of O2 are ranked according to the elements of O1 (Figure 3c’) and the filter strategy is applied (Figure 3d’). An alignment A21 is then produced. For the final alignment set, an O1 and an O2 element are only accepted as a matching correspondence if they are identified as such in both directions. Next, we will present our approach for determining the global similarity measure.



5 Calculating the Global Similarity Measure The evaluation of the overall similarity between the ontologies O1 and O2 is an additional step in the proposed ontology matching process. This step uses the produced alignment sets A12 and A21 (Step 5) as input to calculate such similarity value. This value indicates the global similarity degree between the ontologies. Existing similarity measures such as dice [6], weighted [12] and overlap [13] can be adapted to calculate such global similarity degree. They consider the size of the input ontologies. In our work, the size of an ontology is determined by the number of its elements and is denoted by |O|. As opposed to the dice measure, the global similarity degree computed by the weighted average measure is influenced by the individual similarity values. Hence, the dice measure returns higher similarity values than the weighted average measure. With all element similarities set to 1.0, both measures return the same similarity. However, in general not all correspondences are evaluated to the maximum level of confidence (1.0). Regarding the overlap measure,
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it is mostly used when the input ontologies are close to each other and have similar sizes. In practice, it is common to match ontologies with different sizes. Considering that, in this work we use the weighted average measure to evaluate the global similarity degree between O1 and O2. The selected measure is determined as follows:



Weighted Average (O1, O 2) =



| A12|



| A 21|



i =1



j =1



∑n+ ∑n



| O1 | + | O 2 |



Considering the ontologies Semiport.owl (O1) and UnivBench.owl (O2) presented in Section 2, the global similarity measure between them is 0.77. For more details, a full description of the calculus can be found at our project’s web site.



6 Experiments and Results The semantic-based ontology matching tool has been implemented in Java. Jena2 has been used to provide ontology manipulation and reasoning. In this version, we have used H-Match [7] as the hybrid matcher, and we have restricted the correspondence identification to concepts (not including properties). The tool’s main window (Figure 4) is split into three parts: (i) an area for choosing the matching ontologies; (ii) an area for depicting the resulting semantic correspondences; and (iii) an area for executing the main options (e.g., identifying the semantic correspondences). The goal of our experiments is to check if we can obtain a higher precision/recall [13] considering our matching process. Precision and recall are defined as the ratio of the number of true positive (|R ∩ A|) and retrieved correspondences (|A|) or those to be retrieved (|R|), where R is a reference alignment and A is an alignment produced by any ontology matching tool. We invited expert users (knowledgeable about the Education domain) to produce a manual alignment between O1 and O2. This “gold standard” alignment was used against our produced alignments. We used the ontology matching tools (COMA++, H-Match, and Falcon-AO) to match the ontologies Semiport.owl and UnivBench.owl. Afterwards, we used recall and precision to measure the agreement between the resulting alignments and the manual alignment. Next, we combined the (linguisticstructural) alignments produced by each ontology matching tool with the semantic alignments produced by our ontology matching tool. Again, recall and precision were applied to measure the agreement between the resulting alignments and the manual alignment. For both comparisons, we applied the filter strategy described in Section 4 (i.e., for each concept in O1, we selected the correspondence with the highest combined similarity). The comparison results are illustrated in Figure 5. According to them, we can see that when the semantic matcher is applied both measures (recall and precision) are increased. The reason for such improvement is that incorrect correspondences are removed from the resulting alignments while missing but still relevant correspondences are introduced.
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Jena, http://jena.sourceforge.net/
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Fig. 4. The semantic matching tool interface Recall
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Fig. 5. Evaluation of resulting alignments



7 Related Work A few semantic-based approaches have considered the use of background knowledge as a way to improve the determination of correspondences between two ontologies. Aleksovski and his group [14] use the DICE ontology as background knowledge and present a matching case where the source and the target ontology are of poor semantics (flat lists). The work described by Reynaud and Safar [4] makes use of
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WordNet and implements a system named TaxoMap which performs the following process: a sub-tree is first extracted from WordNet, mappings are identified in this sub-tree, and the correspondences between the ontologies are identified. The work of Sabou et al. [3], differently, uses online available ontologies as background knowledge. The idea is that these ontologies can be selected dynamically, thus circumventing the need for a manual ontology selection. S-Match is a semantic-based matching tool [15] which takes two trees, and for any pair of nodes from the two trees, it computes the strongest semantic relation holding between the concepts of the two nodes. CTXMatch [16] is an algorithm for discovering semantic mappings across hierarchical classifications (HCs) using logical deduction. It takes two inputs and, for each pair of concepts, returns their semantic relation. Regarding the determination of a global similarity measure between ontologies, none of these related works produce such measure. Only the work of Castano and her group [12] proposes a kind of such measure, but concerned with ER schemas. COMA++ [6] is another work which argues that calculates a global measure, but, considering the version we had performed our tests, we were not able to find out such feature explicitly. Like ours, most of the mentioned works use some kind of background knowledge to figure out correspondences between ontologies. However, the correspondences are usually restricted to equivalence (CTXMatch considers other ones). We go one step further in our process as we also identify other types of semantic correspondences (e.g., disjointness and closeness), providing various and semantically-rich degrees of similarity between ontology elements. In fact, existing matchers in practice has shown that concepts from two matching ontologies are rarely precisely equivalent, but rather have some semantic overlap. Consequently, finding such degree of semantic overlap (or not, in case of disjointness) seems more useful for tasks such as query answering (e.g., disjointness, for more details, we refer [11]) or similarity measurement than finding only precise equivalences. To the best of our knowledge, closeness is a type of semantic correspondence that is not found in any related work. Concerning the global similarity measure, our work, differently, provides such innovation, as an additional feature in the semantic-based ontology matching process.



8 Conclusions and Further Work In environments which are highly dynamic (e.g., PDMS), the semantics surrounding correspondences among ontologies is rather important for tasks such as query answering or peer clustering. This work has presented an ontology matching process which tries to overcome the limitations of existing approaches by using domain ontologies as background knowledge. To this end, we have developed a semantic matcher which identifies, besides the traditional types of correspondences (equivalence), some other ones (e.g., closeness and disjointness). Furthermore, as a result of the overall process, we have introduced the determination of a global similarity measure between the matching ontologies which is calculated considering the identified similarity value of each identified correspondence. Such measure has been used to semantically cluster peers in our PDMS. Experiments carried out have shown that the combination of the proposed semantic matcher with linguistic-structural matchers can improve the alignments produced by
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existing ontology matchings tools, by taking out incorrect or meaningless correspondences and including some relevant ones. These additional correspondences are useful for query answering and for the determination of the global measure. Currently we are expanding the experiments with additional scenarios. As further work, we will extend our tool considering properties both in the correspondences identification and in the determination of the global similarity measure.
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