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Abstract Architecture design is a very important issue in neural network research. One popular way to find proper size of a network is to prune an oversize trained network to a smaller one while keeping established performance. This paper presents a sensitivity-based approach to prune hidden Adalines from a Madaline with causing as little as possible performance loss and thus easy compensating for the loss. The approach is novel in setting up a relevance measure, by means of an Adalines’ sensitivity measure, to locate the least relevant Adaline in a Madaline. The sensitivity measure is the probability of an Adaline’s output inversions due to input variation with respect to overall input patterns, and the relevance measure is defined as the multiplication of the Adaline’s sensitivity value by the summation of the absolute value of the Adaline’s outgoing weights. Based on the relevance measure, a pruning algorithm can be simply programmed, which iteratively prunes an Adaline with the least relevance value from hidden layer of a given Madaline and then conducts some compensations until no more Adalines can be removed under a given performance requirement. The effectiveness of the pruning approach is verified by some experimental results. X. Zeng (&)  J. Shao  S. Zhong Department of Computer Science and Technology, Hohai University, 210098 Nanjing, China e-mail: [email protected] J. Shao e-mail: [email protected] S. Zhong e-mail: [email protected] Y. Wang Department of Computer Science, University of Georgia, Athens, GA 30602, USA e-mail: [email protected]
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1 Introduction What is a proper architecture of a neural network for solving a given problem? Unfortunately, the answer to this question is usually not obvious. On the one hand, a network with a larger size may be trained quickly and fit training data accurately. But, it may cost more in implementation and computation and have bad performance in generalization due to over fitting training data. On the other hand, a network with a smaller size may cost less in both implementation and computation and further may have good performance in generalization. But, it may learn very slowly or be unable to learn at all. By combining the advantages of training large networks and running small ones, a pruning way has appeared most often in the literature, which starts with an oversize network and then prunes the less relevant neurons to find the smallest feasible network. This paper discusses a new pruning approach concerning Madalines. A Madaline is a discrete feedforward multilayer neural network with supervised learning mechanism, which is suitable for handling many of the inherently discrete tasks, such as signal processing and pattern recognition. Furthermore, its discrete feature can facilitate hardware implementation, cost less for fabrication, reduce computation complexity, and be computationally simple to understand and interpret. Usually, a Madaline can be regarded as a specific case of continuous feedforward multiplayer neural networks. It is well known that continuous feedforward multiplayer neural networks are the most mature in techniques, for example the famous
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back-propagation learning algorithm. Unfortunately, most of the techniques cannot be directly applied to Madalines due to their hard-limit activation function being not differentiable. Therefore, even if there have been some results on the architecture pruning of multilayer perceptrons (MLPs), it is still necessary to explore new techniques that meet the discrete feature of Madalines. Like other feedforward multiplayer neural networks, Madalines’ architecture can usually be divided into three logically separate parts to deal with. They are the dimension of input, the structure of hidden layers as well as hidden neurons, and the number of neurons in output layer. The first and the third parts are quite application dependent and relatively easy to be determined if a priori domain knowledge is available. However, the second part, including the number of hidden layers and the number of hidden neurons in each layer, is the most difficult to tackle and needs further exploiting. Without losing generality, this paper takes Madalines with only one hidden layer as examples to discuss how to prune hidden Adalines. Reed [1] and Engelbrecht [2] have given detailed surveys about pruning approaches for feedforward neural networks. Although there are many different pruning methods, the main ideas underlying most of them are almost the same. They all tried to establish a reasonable relevance measure so that the pruning action based on the relevance measure could hopefully have the least effect on the performance of the network. Among the pruning methods, different kinds of sensitivity-based methods are often seen, which in general estimate the sensitivity of an objective function, such as training error [3, 4], testing error [5, 6], or a neural network’s output [2, 7, 8], to the elimination or variation of a specified parameter (input, weight or neuron). Recently, we have successfully applied a quantified sensitivity measure of Perceptrons to prune the hidden neurons of MLPs [8]. However, we found that the techniques used for continuous MLPs are not suitable for discrete Madalines. This paper, parallel to [8], discusses how to employ a sensitivity measure [9] of Adalines to prune the hidden neurons of Madalines. But, different from [8], the sensitivity measure [9] of Adalines is totally new and so is the relevance measure. Besides, some new techniques are also proposed to fit the discrete feature of Adalines, such as the way of determining input variation and the introduction of a threshold for the relevance measure. The main contribution of this paper is that it establishes an appropriate relevance measure for the importance measurement of Adalines in a Madaline, and gives an available way to prune the architecture of discrete feedforward neural networks. The organization of this paper is as follows. Section 2 briefly describes the Madaline architecture and some
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notations that will appear in the later part of the paper. The sensitivity measure of Adalines is given in Sect. 3, and followed is the relevance measure of Adalines in Sect. 4. A pruning algorithm based on the relevance measure is given in Sect. 5. Experimental results demonstrating the effectiveness of the algorithm are given in Sect. 6. Finally, Sect. 7 concludes the paper.



2 The Madaline model and notations Madalines, being a kind of feedforward multilayered neural networks with discrete input, output and activation function, consist of a set of Adalines (Adaptive linear elements) that work together to establish an input–output mapping. 2.1 Architecture An Adaline, as depicted in Fig. 1, is a basic building block of Madalines with binary inputs and output. In this paper, without losing generality, each element of the input takes on a bipolar value of either ?1 or -1 and is associated with an adjustable weight of real number. The working process of an Adaline is that the summation of weighted input elements plus a bias is computed first, producing a linear output or analog output, which is then fed to an activation function to yield a digital output. To be consistent with the bipolar inputs and outputs, the activation function is the commonly used hard-limit function:  1 x0 f ðxÞ ¼ ð1Þ 1 x\0: A Madaline is a layered network of Adalines. Links only exist between Adalines of two adjacent layers, and there is no link between Adalines in the same layer and in any two non-adjacent layers. All Adalines in a layer are fully linked to all the Adalines in the immediately preceding layer and to all the Adalines in the immediately succeeding layer. At



Fig. 1 The architecture of an Adaline
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each layer, except the input layer, the inputs of each Adaline are the outputs of those Adalines in the previous layer. Figure 2 depicts the architecture of a Madaline. 2.2 Notations Generally, a Madaline can have L (L C 1) layers, and each layer l (1 B l B L) has nl (nl C 1) Adalines. The form n0 - n1 -  - nL is used to represent a Madaline with a given architectural configuration, in which each nl (0 B l B L) not only stands for a layer from left to right including the input layer, but also indicates the number of Adalines in the layer. n0 is an exception, which refers to the dimension of input vectors. nL refers to the output layer. Since the number of Adalines in layer l - 1 is equal to the output dimension of that layer, which is in turn equal to the input dimension of layer l, the input dimension of layer l is nl-1. For Adaline i (1 B i B nl) in layer l, its input vector is X l ¼ ðxl1 ; . . .; xlnl1 ÞT ; its incoming weight vector is Wil ¼ ðwli1 ; . . .; wlinl1 ÞT ; its bias is bli , its output is yli ¼ f ðX l Wil þ bli Þ; and its outgoing weight vector is Vil ¼ ðvli1 ; . . .; vlinlþ1 ÞT ; For layer l, all its Adalines have the same input vector Xl that is the output of immediately preceding layer, its incoming weight set is W l ¼ fW1l ; . . .; Wnl l g; outgoing weight set is V l ¼ fV1l ; . . .; Vnl l g (l \ L), and output vector is Y l ¼ ðyl1 ; . . .; ylnl ÞT ; which is the input of its immediately succeeding layer. For an entire Madaline, the input vector is Xl or Y0, its weight is W ¼ W 1 [; . . .; [W L ; and its output is YL. Let DX l ¼ ðDxl1 ; . . .; Dxlnn1 ÞT and DWil ¼ ðDwli1 ; . . .; Dwlinl1 ÞT be the variation of input and weight vectors in layer l, and X 0l ¼ ðx0l1 ; . . .; x0lnn1 ÞT and Wi0l ¼ ðw0li1 ; . . .; w0linl1 ÞT be the corresponding varied input and weight vectors respectively.
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3 The sensitivity of Adalines Sensitivity measure defined in this section is expected to be a measure that reflects the variation degree of an Adaline’s output due to its input variation. The most direct and natural way to express the output variation arising from input variation is the difference between the outputs computed with and without input variation. Since only an Adaline, rather than a Madaline, appears in the discussion of this section, the superscript and subscript that mark the Adaline’s layer and order in the layer are all omitted for the sake of simplicity. Thus, the output variation can be expressed as: Dy ¼ f ððX þ DXÞ  W þ bÞ  f ðX  W þ bÞ:



ð2Þ



It is obvious that (1) establishes a function relationship between Dy and DX, and Dy can be easily computed when X, DX, W and b are all known. In the architecture-pruning situation, an Adaline in a trained Madaline must have fixed incoming weights and bias, and input variations can usually be estimated with domain knowledge, but a given input would not make sense for the computation of Dy because a Dy under an individual input cannot really reflect the Adaline’s behavior. Hence, it would be more desirable that sensitivity should be, in an ensemble sense, a function of input variation with respect to the overall inputs rather than a specific one. Besides, the binary attribute of Adalines’ output makes it unnecessary to compute the absolute magnitude of Dy. Actually, the number of inversed outputs due to input variation with respect to all inputs could be an ideal measure to show an Adaline’s sensitivity behavior. From the above considerations, we give a definition of the sensitivity of Adalines in Sect. 3.1.



Fig. 2 The architecture of an Madaline
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3.1 Definition of the sensitivity Definition The sensitivity of an Adaline is defined as the probability of inversed outputs of the Adaline due to its input variation with respect to all inputs, which can be expressed as sðDX; W; bÞ   1 ¼ EX j f ððX þ DXÞ  W þ bÞ  f ðX  W þ bÞj 2 Nerr ¼ ; Ninp



4 The relevance measure



ð3Þ



where EX() is the mathematical expectation of statistical variable X, Nerr is the number of output inversions arising from input variations with respect to all inputs, and Ninp is the number of the all inputs. Obviously, thus defined sensitivity is a function of DX, W and b, and takes X as a statistical variable. The definition only deals with input variation, but it can also be applied in a similar way to weight variation. Because of the bipolar feature of Adalines’ input, the variation of an Adaline’s input element can only result in either x0j ¼ xj or x0j ¼ xj . Therefore, an P 0 affected product in summation nj¼1 xj wj can be expressed as 0 0 xj wj ¼ ðxj Þwj ¼ xj ðwj Þ ¼ xj wj , this means that x0j can easily be transformed to w0j , which is equivalent to a change of the sign of wj. For this reason, an Adaline’s sensitivity with respect to input variation can be attributed to the Adaline’s sensitivity with respect to weight variation. 3.2 Computation of the sensitivity In [9], by establishing a geometric model of hypercube and using analytical geometry and tree techniques, an algorithm was given for the computation of an Adaline’s sensitivity with respect to weight variation. Since it is easy to transform input variation to weight variation, the algorithm can directly be used to compute the above-defined sensitivity. For the details of the algorithm, please refer to [9]. In order to use the algorithm given in [9], we assume that all inputs are uniformly distributed, so Ninp is equal to 2n. By noticing the bipolar feature of the input and aiming at computing the sensitivity with input varying in a small scale, the sensitivity value with only one input element varied is computed once with the algorithm, and this is done iteratively for each of all n input elements, then take an average of thus obtained n sensitivity values, which can be expressed as follows: n 1X  s¼ sðDXi ; W; bÞ; ð4Þ n i¼1 where DXi is a vector with all its elements Dxj (1 B j B n) satisfying: Dxj = 0 if j = i and Dxj = -2xi if j = i.
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In the following sections, we will define a relevance measure based on this average sensitivity measure s to evaluate the importance of each hidden Adaline in a Madaline.



The above-defined sensitivity can reflect an Adaline’s response to its input variation. Obviously, under a given input variation, those Adalines with sensitivity being zero or a very small value contribute less in the entire network since their outputs are approximately constant to the variation in their inputs. From this point of view, the sensitivity can be somehow employed as a criterion to evaluate an Adaline’s relevance in a Madaline. However, the sensitivity itself, which relates only to an Adaline’s incoming weights but not to its outgoing weights, may not be accurate enough to be a relevance measure. It is noticed that the outgoing weights may also play an important role in determining the inputs of the Adalines in succeeding layer. Even if the sensitivity is very small, it may be amplified by large magnitude of the outgoing weights and thus cause a large variation to the inputs of the succeeding Adalines. Therefore, it is appropriate, in the definition of the relevance measure, to take both the sensitivity and the outgoing weights into consideration as follows. Definition The relevance of Adaline i in layer l is defined as the multiplication of its sensitivity by the summation of the absolute values of its outgoing weights, that is ril



¼



sli







nlþ1 X



jvlij j;



ð5Þ



j¼1



where sli is the sensitivity, and vlij 2 R is outgoing weight. Different from the sensitivity measure that reflects the degree of variation in the output of a given Adaline, the relevance measure reflects the degree of variation in the inputs of the Adalines that are in the immediately succeeding layer of the given Adaline. The smaller the value of ril is, the less variable the inputs of the succeeding Adalines are. Obviously, the relevance measure is more accurate than the sensitivity in reflecting the effect of an Adaline on its succeeding Adalines. With the relevance measure it is available for locating the least relevant Adaline in a hidden layer. It is worth noticing that the relevance measure is only a relative criterion. It may not work properly when the relevance values of all Adalines concerned are very close one another. This case may mostly happen to Adalines with low dimension input due to its very few discrete values. A solution to this problem is to restrict that the relative
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difference between the least relevance value and the average of all the relevance values of the Adalines must be larger than or equal to an a given threshold, say c.  lThe relative difference can be calculated by: d ¼ rl rleast ; l l  where r is the average of all the relevance values, and rleast is the least relevance value; and the threshold c is of course problem dependent. Only if d C c can then the Adaline with the least relevance value be regarded the least important, otherwise the relevance measure is incredible. However, form experiments, we found that when c was around two the Adaline with the least relevance value was mostly the least important one in the entire network, except the Madaline having a very low input dimension. We also found that, when input dimension is high, the threshold could almost always be satisfied. In next section, we will discuss how to prune the architecture of a trained Madaline by removing the least relevant Adaline and then compensating the loss in performance, and finally give a pruning algorithm.



5 The pruning algorithm In a trained Madaline, useful information is distributed among all Adalines of the network. The removal of an Adaline will certainly cause a change in the performance of the Madaline. The relevance measure given in last section only indicates which Adaline can be removed with causing less loss in the performance gained during training. It does not guarantee that the performance of the network will be retained after the removal action. In order to avoid the loss in the performance as much as possible and to compensate for the loss, two actions, i.e., adjusting the biases of the Adalines in the immediately succeeding layer and retraining the pruned network, are necessary throughout the pruning process. Since an Adaline with a small relevance value may play a more-or-less constant role, it can be replaced by adding an additional bias to all of the Adalines it feeds. If the average output of the given Adaline is yli ; which can be approximately calculated with training samples, then for each Adaline, j (1 B j B nl?1), in the next layer, l ? 1, its bias could be adjusted by blþ1 :¼ blþ1 þ yli  vlij : j j Even though with the above adjustment, it is not enough to avoid a loss of the performance in learning. Thus, retraining the pruned network is imperative to meet performance requirements of an application. Now, the overall pruning actions for an entire Madaline can be assembled and programmed as the following: 1.



Train a Madaline with random weights and bias to meet a given performance (if the network does not converge, increase the number of hidden Adalines);
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2.



Form layer 2 to layer L - 1 do (a) Back up all trained weights and biases; (b) Compute the relevance values of the all Adalines; (c) if d C c, remove the Adaline with the least relevance value; otherwise, go to (1); (d) Adjust the bias of each Adaline in the next layer; (e) Retrain the pruned Madaline; (f) If the Madaline can achieve the required performance, go to (a); otherwise, restore the last saved weights and biases, and go to tackle the next layer;



3.



Stop at the latest trained network with a smaller feasible size.



6 Experimental verifications This section presents some experiments that were carried out to verify the proposed pruning technique. What we want to show here is whether or not the following three pruning targets could be achieved in the experimental results. 1.



2.



3.



The removal of the Adaline with the least relevance will cause least loss of performance and so may need less effort to compensate the loss. To obtain a network with as few hidden Adalines as possible and with less total training (including retraining) time. As expected for a pruning method, the pruned network possesses a better performance in generalization than the original one.



In our experiments, three representative problems were chosen. One is the implementation of a logical function; another is a classification problem from UCI repository; and the third is an emulation problem. Their input dimensions are on different scales of 5, 10, and 20, respectively. For each problem, all given sample data were divided into two sets, i.e., training set and testing set. The following three subsections give more detailed descriptions about the experiments and the results produced from the pruning algorithm, such as performance in training, performance in testing, sensitivity value, relevance value, etc. For clarity and space-saving, some tedious data, such as initial and trained weights, did not give in the paper. 6.1 Logical function implementation This experiment involves implementing a Madaline to realize the following logical function: F ¼ ða _ bÞ ^ ðc _ d _ eÞ:



ð6Þ
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Since each logical variable in the expression has binary value of being either ?1 or -1, there are altogether 25 different input samples. In the experiment, 24 samples were randomly selected as training samples and the left 8 as testing samples. In order to realize the function, we organized Madalines with architecture of 5-n-1 and set convergence condition for stopping the training to be an accuracy goal of 1.0 (training samples are 100% met) and epochs not to be more than 1,000. It was found by experimental trials that a Madaline with architecture of 5-2-1 was rare to be directly trained to meet the accuracy requirement. So we started the pruning process with Madalines having architecture of 5-3-1 and stopped it at architecture of 5-2-1. In the pruning process, we noticed that, due to the low dimension of input, the relevance values of the three hidden Adalines were likely to be close one another and this made pruning action can hardly achieve our expected pruning targets. In order to get rid of this situation, we tried to set the threshold c to let the relevance values be somewhat separate. However, we also found that the threshold c cannot be too large because it may make the pruned Madaline unable to be retrained to meet given accuracy requirement. How to select an appropriate threshold value still needs further exploring. In our experimental trials, we found that when c was set around 2 the pruning results could be better for Madalines with low input dimension. Tables 1, 2 and 3 list the relevant data that was used by and result from the pruning process with c = 1.5. Among the three tables, Table 1 presents three trained Madalines for pruning, which weights were randomly



Table 1 Three Madalines of 5-3-1 for pruning to realize (5)



Madaline (5-3-1) F1



F2



F3



Epoch 6



207



4



initialized and then trained to realize (5). It also presents the sensitivity values and relevance values for each hidden Adalines, and the left accuracy for the training data after an Adaline being removed without compensation. The underlined numbers in ‘Relevance’ and ‘Accuracy*’ columns indicate the least relevance value and maximal accuracy value. Table 2 presents three pruned Madalines obtained by removing a hidden Adaline once from F1, and Table 3 presents three pruned Madalines (with underlined labels) obtained by removing a hidden Adaline with the least relevance from F1 to F3. It is clear that we could have the following results. 1.



2.



3.



From the above discussion, we can conclude that the three pruning targets proposed at the beginning of this section are achieved.



Accuracy (training)



Accuracy (testing)



Sensitivity



Relevance



Accuracy* (training)



1.0



0.5



 s11 = 0.2500  s12 = 0.2625 s13 = 0.3000



r11 = 0.21912



a11 = 0.916667



r12 = 0.01526



a12 = 0.916667



r13 r11 r12 r13 r11 r12 r13



= 0.24856



a13 = 0.583333



= 0.05721



a11 = 0.833333



= 0.12567



a12 = 0.708333



= 0.01199



a13 = 0.916667



= 0.03145



a11 = 0.708333



= 0.00470



a12 = 1.000000



= 0.01727



a13 = 0.916667



1.0



1.0



ali



* is the accuracy left after removing Adaline i from layer l without compensation



Table 2 Three pruned Madalines of 5-2-1 for realizing (5)
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From Table 1, the removal of the Adaline with the least relevance results in the least loss of performance in accuracy, and, from Tables 2 and 3, the retraining epochs for compensating the loss of performance are less. From Table 3, the three pruned Madalines, i.e., F12, F23 and F32, all have reduced size and less total training time (because a Madaline of 5-2-1 can hardly be directly trained within 1,000 epochs to an accuracy goal of 1.0). By comparing the corresponding contents in the column of ‘‘Accuracy (testing) in Tables 1 and 3, the pruned networks do have an improved performance in generalization.



0.75



0.75



 s11  s12  s13  s11  s12  s13



= 0.2500 = 0.3125 = 0.3250 = 0.2000 = 0.1000 = 0.1000



Madaline(5-2-1) (obtained by removing a hidden Adaline from F1)



Epoch (retraining)



Accuracy (training)



Accuracy (testing)



F11 (removing the 1st Adaline)



1,000



0.875



0.25



F12 (removing the 2nd Adaline)



47



1.0



0.875



F13 (removing the 3rd Adaline)



8



1.0



0.75



Neural Comput & Applic (2009) 18:957–965 Table 3 Three pruned Madalines of 5-2-1 for realizing (5)



Table 4 Attribute information and mappings to Madalines’s output and input



Table 5 Three Madalines of 10-4-1 for solving the Monk’s problem
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Madaline (5-2-1) (Obtained by removing an Adaline from F1 to F3)



Epoch (retraining)



Accuracy (training)



Accuracy (testing)



F12 (removing the 2nd Adaline)



47



1.0



0.875



F23 (removing the 3rd Adaline)



139



1.0



0.875



F32 (removing the 2nd Adaline)



0



1.0



0.875



Attribute information



Mapping between attribute values and the Madalines’ output and input



Remarks



1. Class: 0, 1



0 ? -1, 1 ? 1



2 classes to 1 output



2. a1: 1, 2, 3



1 ? (1, 1), 2 ? (1, -1), 3 ? (-1, 1)



3 attribute values to 2 inputs



3. a2: 1, 2, 3



1 ? (1, 1), 2 ? (1, -1), 3 ? (-1, 1)



3 attribute values to 2 inputs



4. a3: 1, 2



1 ? 1, 2 ? -1



2 attribute values to 1 input



5. a4: 1, 2, 3



1 ? (1, 1), 2 ? (1, -1), 3 ? (-1, 1)



3 attribute values to 2 inputs



6. a5: 1, 2, 3, 4



1 ? (1, 1), 2 ? (1, -1), 3 ? (-1, 1), 4 ? (-1, -1)



4 attribute values to 2 inputs



7. a6: 1, 2



1 ? 1, 2 ? -1



2 attribute values to 1 input



8. Id: constant



None



ignored



Madaline (10-4-1)



Epoch



Accuracy (training)



Accuracy (testing)



Sensitivity



Relevance



Accuracy* (training)



F1



13



1.0



0.93287



 s11 = 0.1910 s12 = 0.1863 s13 = 0.1148



r11 = 0.04100



a11 = 0.709677



= 0.04207



a12 = 0.814516



= 0.01523



a13 = 0.991935



 s14 = 0.1738  s11 = 0.1676 s12 = 0.1863



r12 r13 r14 r11 r12 r13 r14 r11 r12 r13 r14



= 0.04738



a14 = 0.822581



= 0.00960



a11 = 0.693548



= 0.03069



a12 = 0.645161



= 0.03232



a13 = 0.806452



= 0.00448



a14 = 1.000000



= 0.00033



a11 = 1.000000



= 0.09864



a12 = 0.701613



= 0.09821 = 0.10121



a13 = 0.725806 a14 = 0.620968



F2



F3



9



11



1.0



1.0



* ali is the accuracy left after removing Adaline i from layer l without compensation



6.2 Classification problem This experiment involves implementing a Madaline to solve a realistic classification problem, called Monk’s problem, from UCI repository (http://www.ics.uci.edu/ *mlearn/MLRepository.html). In the experiment, we adopted the benchmark data of monks-1 with 124 training instances and 432 testing instances. According to the problem’s attribute information that is listed in Table 4, we organized Madalines with architecture of 10-n-1, in which the one output is arranged for the class attribute, the ten inputs for the attributes from a1 to a6, and the constant Id attribute is ignored. In the ten inputs, two are used for the binary attributes: a3 and a6, one for each; six are for the ternary attributes: a1, a2 and a4, two for each; and two for the quaternary attribute: a5. The mappings between the



0.96065



0.88194



 s13  s14  s11  s12  s13 s14 



= 0.1988 = 0.2094 = 0.1965 = 0.1836 = 0.1859 = 0.1930



attributes’ integer values and the binary values of Madalines’ inputs and output are also given in Table 4. Similar to the discussions in the last subsection, and with the same training criterions of an accuracy goal at 1.0 and epochs no more than 1,000, we started the pruning process with three Madalines having architecture of 10-4-1 and stopped it at architecture of 10-3-1. As to setting the threshold c, we found that pruning action was still sensitive to it at this magnitude of input dimension. Tables 5, 6 and 7 list the relevant data and results with c = 2. 6.3 Emulation problem In order to further verify our method, we performed some experiments on emulation problems. Winter [10] discussed emulation problems for evaluating MRII algorithm to train
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964 Table 6 Four pruned Madalines of 10-3-1 for solving the Monk’s problem



Table 7 Three pruned Madalines of 10-3-1 for solving the Monk’s problem



Table 8 Three Madalines of 20-5-1 for realizing the emulation problem
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Madaline (10-3-1) (obtained by removing an Adaline once from F1)



Epoch (retraining)



Accuracy (training)



Accuracy (testing)



F11 (removing the 1st Adaline)



179



1.0



0.87500



F12 (removing the 2nd Adaline)



69



1.0



0.90278



F13 (removing the 3rd Adaline)



1



1.0



0.96065



F14 (removing the 4th Adaline)



2



1.0



0.95602



Madaline (10-3-1) (obtained by removing an Adaline from F1 to F3)



Epoch (retraining)



Accuracy (training)



Accuracy (testing)



F13 (removing the 3rd Adaline from F1)



1



1.0



0.96065



F24 (removing the 4th Adaline from F2)



0



1.0



0.96065



F31 (removing the 1st Adaline from F3)



0



1.0



0.88194



Madaline (20-5-1) F1



F2



F3



Epoch 931



1154



705



Accuracy (training)



Accuracy (testing)



Sensitivity



Relevance



Accuracy* (training)



1.0



0.98514



 s11 = 0.1606  s12 = 0.1502 s13 = 0.1329



r11 = 0.00203



a11 = 0.734000



r12 r13 r14 r15 r11 r12 r13 r14 r15 r11 r12 r13 r14 r15



= 0.00139



a12 = 0.989500



= 0.00096



a13 = 0.917500



= 0.00026



a14 = 0.999500



= 0.00123



a15 = 0.921000



= 0.00071



a11 = 0.995500



= 0.00141



a12 = 0.879000



= 0.00156



a13 = 0.931500



= 0.00230



a14 = 0.778500



= 0.00211



a15 = 0.911500



= 0.00001 = 0.00025



a11 = 1.000000 a12 = 0.886000



= 0.00217



a13 = 0.618500



= 0.00363



a14 = 0.880500



= 0.00167



a15 = 0.618500



1.0



1.0



* ali is the accuracy left after removing Adaline i from layer l without compensation



Madalines to learn unobvious relationships. The idea is to train an adaptive network to emulate a reference network. The two networks have the same structure of input and output, namely, input dimension and number of output neurons. The reference network has fixed weights randomly selected to provide an arbitrary input–output mapping for the adaptive network to learn. In our experiments, we set a reference Madaline of 20-3-1 with randomly assigned weights as a teacher, and then obtained the training dataset and testing dataset by randomly selecting, from the all 220 possible input patterns, 2,000 and 740 patterns and letting the reference Madaline provide the corresponding ideal outputs. With thus obtained training dataset and training criterions of an accuracy goal at 1.0 and epochs no more than 10,000, we tried to trained Madalines with architecture of 20-3-1, but failed each time, and also found that even Madalines with architecture of
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0.98108



0.98378



 s14  s15  s11  s12  s13  s14  s15  s11 s12   s13  s14  s15



= 0.0677 = 0.1592 = 0.1418 = 0.1601 = 0.1630 = 0.1607 = 0.1337 = 0.0018 = 0.1332 = 0.1603 = 0.1635 = 0.1506



20-4-1 were not easy to be trained. So, we started the pruning process with three Madalines having architecture of 20-5-1 and stopped it at architecture of 20-4-1. In this magnitude of input dimension, pruning action seems insensitive to the threshold c and it can be ignored by setting to be zero. Tables 8, 9 and 10 give the relevant data and results under c = 0. All in all, the above experimental results for the three problems verify the effectiveness of our technique for the architecture pruning of Madalines. In fact, we have conducted many other experiments on different problems of different sizes. Most of the results are also good as what we have showed above, and some are even better in performance loss, architecture reduction and generalization improvement. However, it is necessary to pay more attention to the threshold c when a problem with low input dimension is dealt with.



Neural Comput & Applic (2009) 18:957–965 Table 9 Five pruned Madalines of 20-4-1 for realizing the emulation problem



Table 10 Three pruned Madalines of 20-4-1 for realizing the emulation problem
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Madaline(20-4-1) (obtained by removing an Adaline once from F1)



Epoch (retraining)



Accuracy (training)



F11 (Removing the 1st Adaline)



10,000



Accuracy (testing)



0.982000



0.948649



F12 (Removing the 2nd Adaline)



205



1.0



0.983784



F13 (Removing the 3rd Adaline)



3,145



1.0



0.993243



F14 (Removing the 4th Adaline)



24



1.0



0.989189



F15 (Removing the 5th Adaline)



183



1.0



0.982432



Madaline(20-4-1) (obtained by removing an Adaline from F1 to F3)



Epoch (retraining)



Accuracy (training)



Accuracy (testing)



F14 (removing the 4th Adaline from F1)



24



1.0



0.989189



F21 (removing the 1st Adaline from F2)



66



1.0



0.983784



F31 (removing the 1st Adaline from F3)



0



1.0



0.983784



7 Conclusion In this paper, a new architecture pruning technique is put forward for Madalines by employing a sensitivity measure of Adalines. The purpose of the technique is to remove as many as possible hidden Adalines from a Madaline so that the pruned network could have smaller size and better performance in computation and generalization. The effectiveness of the technique is demonstrated by the results of some experiments on three typical problems. In our future work, we will apply the sensitivity measure to consider the input attribute pruning, and further merge the pruning techniques into Madalines’ training mechanism, for example MRII algorithm, to improve the training ability to support not only weight adaptation but also architecture adaptation. Acknowledgments This work was supported by the National Natural Science Foundation of China under Grant 60571048 and Grant 60673186.
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It may not work properly when the rel- evance values of all Adalines concerned are very close one another. This case may mostly happen to Adalines with low. 
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