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Abstract In this paper we study a sharp Sobolev interpolation inequality on Finsler manifolds. We show that Minkowski spaces represent the optimal framework for the Sobolev interpolation inequality on a large class of Finsler manifolds: (1) Minkowski spaces support the sharp Sobolev interpolation inequality; (2) Any complete Berwald space with nonnegative Ricci curvature which supports the sharp Sobolev interpolation inequality is isometric to a Minkowski space. The proofs are based on properties of the FinslerLaplace operator and on the Finslerian Bishop-Gromov volume comparison theorem.
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Introduction and statement of main results



The Sobolev interpolation inequality in the general form 











u 



|Du| a



u 1−a ∞ N 











|x|α p N ≤ C |x|β q N |x|γ r N for all u ∈ C0 (R ), L (R ) L (R ) L (R ) has been the subject of extensive studies where a ∈ [0, 1], C > 0, and the parameters α, β, γ, p, q, r fulﬁll certain constraints, see e.g. Caﬀarelli, Kohn and Nirenberg [2], Maz’ya [5], Xia [9], and references therein. The main purpose of our paper is to investigate the validity of the Sobolev interpolation inequality on complete Finsler manifolds. To do this, ﬁx the numbers a, b, p ∈ R and N ≥ 3 such that p > 2, 1 + a > b, N > a + b + 1, 2(1 + a − b)(p − 1) > (N − 2b)(p − 2),



(1.1)



and let (M, F ) be an N −dimensional, complete Finsler manifold. For a ﬁxed x0 ∈ M and C > 0, we consider the following Sobolev interpolation inequality on (M, F ), denoted in the sequel as (SII)xC0 , 
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1



∗ 







p



F (x, Du(x)) p u u 







for all u ∈ C0∞ (M ). ≤C 



a+b+1 b 



a



d (x, x ) p 



d (x, x ) 2 (M ) 0 F p−1 L dF (x, x0 ) 0 F L2p−2 (M ) Lp (M )



Hereafter, dF is the natural distance function generated by the Finsler metric F , the function F ∗ : T ∗ M → [0, ∞) is the polar transform of F , Du(x) ∈ Tx∗ M is the derivative of u at x ∈ M , while ∥ · ∥Lr (M ) denotes the Lr -norm with the (normalized) Finsler measure on (M, F ); see Section 2 for the precise deﬁnition of these notions. We ﬁrst prove that for ’simplest’ Finsler structures a sharp Sobolev interpolation inequality holds. Theorem 1.1 Let (RN , F ) be a Minkowski space (N ≥ 3), x0 ∈ M be fixed arbitrarily, and a, b, p ∈ R verifying (1.1). Then the Sobolev interpolation inequality (SII)xK0a,b,p holds on (Rn , F ) and the constant ( ) p1 p Ka,b,p = N −a−b−1 is optimal. Moreover, a family of extremals is given by ) 1 ( wλ (x) = λ + F (x − x0 )1+a−b 2−p , λ > 0. 2



The proof of Theorem 1.1 is a direct calculation based on certain properties of the Finsler-Laplace operator on the Minkowski space (RN , F ). By using the existence of the extremals in Theorem 1.1, a suitable comparison argument provides the following rigidity result. Theorem 1.2 Let (M, F ) be a complete, N (≥ 3)-dimensional Finsler manifold with non-negative Ricci curvature and vanishing mean covariation, and a, b, p ∈ R verifying (1.1). If for some x0 ∈ M and C > 0 the Sobolev interpolation inequality (SII)xC0 holds on (M, F ), then C ≥ Ka,b,p . Moreover, when C = Ka,b,p , the flag curvature of (M, F ) is identically zero. The following consequence completes Theorem 1.1, by claiming the Minkowski spaces as the optimal geometric framework for the Sobolev interpolation inequality on a large class of Finsler manifolds. Namely, we have Theorem 1.3 Let (M, F ) be a complete, N (≥ 3)-dimensional Berwald space with nonnegative Ricci curvature, and a, b, p ∈ R verifying (1.1). If for some x0 ∈ M the Sobolev interpolation inequality (SII)xK0a,b,p holds on (M, F ), then (M, F ) is isometric to a Minkowski space. Remark 1.1 a) (M, F ) cannot be compact neither in Theorem 1.2 nor in Theorem 1.3. Indeed, if (M, F ) is compact, we can use the constant functions on M as test-functions in (SII)xC0 which leads to a contradiction (positive LHS and vanishing RHS). b) We notice that Berwald spaces are Finsler manifolds for which the Chern connection coeﬃcients Γkij in natural coordinates depend only on the base point. The simplest examples for Berwald spaces are Riemannian manifolds and (locally) Minkowski spaces; for details, see Section 2. c) Theorem 1.3 is comparable with the result of Xia [9]. Indeed, Xia stated that a complete Riemannian manifold with non-positive Ricci curvature which supports a sharp Caﬀarelli-Kohn-Nirenberg inequality is isometric to the Euclidean space. In order the paper to be self-contained, in Section 2 we recall some elements from Finsler geometry (curvature notions, volume comparison and diﬀerentials on Finsler manifolds, basic results about the Finsler-Laplace operator). In Section 3 we prove Theorems 1.1-1.3 while in the last section we provide an example and discuss two limiting cases of the Sobolev interpolation inequality.
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Preliminaries



In this section we recall some notions from the theory of Finsler manifolds. ∪ Let M be a connected N -dimensional C ∞ manifold and T M = x∈M Tx M be its tangent bundle. The pair (M, F ) is a Finsler manifold if the continuous function F : T M → [0, ∞) satisﬁes the conditions (a) F ∈ C ∞ (T M \ {0}); (b) F (x, ty) = |t|F (x, y) for all t ∈ R and (x, y) ∈ T M ; (c) gij (x, y) := [ 12 F 2 ]yi yj (x, y) is positive deﬁnite for all (x, y) ∈ T M \ {0}. If gij (x) = gij (x, y) is independent of y then (M, F ) is called Riemannian manifold. A Minkowski space consists of a ﬁnite dimensional vector space V and a Minkowski norm which induces a Finsler metric on V by translation (i.e., F (x, y) is independent on the base point x). While there is a unique Euclidean space (up to isometry), there are inﬁnitely many (isometrically diﬀerent) Minkowski spaces. A Finsler manifold (M, F ) is a locally Minkowski space if there exists a local coordinate system (xi ) on M with induced tangent space coordinates (y i ) such that F depends only on y = y i ∂/∂xi and not on x. ∫r Let σ : [0, r] → M be a piecewise C ∞ curve. The value LF (σ) = 0 F (σ(t), σ(t)) ˙ dt denotes the integral length of σ. For x1 , x2 ∈ M , denote by Λ(x1 , x2 ) the set of all piecewise C ∞ curves σ : [0, r] → M such that σ(0) = x1 and σ(r) = x2 . Deﬁne the distance function dF : M × M → [0, ∞) by dF (x1 , x2 ) =



inf σ∈Λ(x1 ,x2 )



LF (σ).



(2.1)



Clearly, dF veriﬁes the properties of the metric (i.e., dF (x1 , x2 ) = 0 if and only if x1 = x2 , dF is symmetric, and it veriﬁes the triangle inequality). The open metric ball with center x0 ∈ M and radius ρ > 0 is deﬁned by B(x0 , ρ) = {x ∈ M : dF (x0 , x) < ρ}. In particular, when (M, F ) = (RN , F ) is a Minkowski space, one has dF (x1 , x2 ) = F (x2 − x1 ). Let {∂/∂xi }i=1,...,N be a local basis for the tangent bundle T M, and {dxi }i=1,...,N be its dual basis for T ∗ M. Let Bx (1) = {y = (y i ) : F (x, y i ∂/∂xi ) < 1} be the unit tangent ball at Tx M and ωN be the volume of the unit ball in RN . The (normalized) volume form dv on (M, F ) is deﬁned by dv(x) =



ωN dx1 ∧ ... ∧ dxN . Vol(Bx (1))



(2.2)



Hereafter, Vol(S) denotes the Euclidean volume of the ∫set S ⊂ RN . The Finslerianvolume of a bounded open set S ⊂ M is VolF (S) = S dv(x) = HausdF (S), where 4



HausdF (S) is the Hausdorﬀ measure of S with respect to the metric dF . When (RN , F ) is a Minkowski space, then on account of (2.2), VolF (B(x, ρ)) = ωN ρN for every ρ > 0 and x ∈ RN . Let π ∗ T M be the pull-back bundle of the tangent bundle T M generated by the natural projection π : T M \ {0} → M, see Bao, Chern and Shen [1, p. 28]. The vectors of the pull-back bundle π ∗ T M are denoted by (v; w) with (x, y) = v ∈ T M \ {0} and w ∈ Tx M. For simplicity, let ∂i |v = (v; ∂/∂xi |x ) be the natural local basis for π ∗ T M , where v ∈ Tx M. One can introduce on π ∗ T M the fundamental tensor g and Cartan tensor A by F (x, y) g := g(∂i |v , ∂i |v ) = gij (x, y) and A := A(∂i |v , ∂i |v , ∂i |v ) = 2 v



v



(



F (x, y)2 2



)



, (2.3) yi yj yk



respectively, where v = y i (∂/∂xi )|x . Unlike the Levi-Civita connection in the Riemannian case, there is no unique natural connection in the Finsler geometry. Among these connections on the pull-back bundle π ∗ T M, we choose a torsion free and almost metric-compatible linear connection on π ∗ T M , the so-called Chern connection, see Bao, Chern and Shen [1, Theorem 2.4.1]. The coeﬃcients of the Chern connection are denoted by Γijk , which are instead of the well known Christoﬀel symbols from Riemannian geometry. A Finsler manifold is of Berwald type if the coeﬃcients Γkij (x, y) in natural coordinates are independent of y. It is clear that Riemannian manifolds and (locally) Minkowski spaces are Berwald spaces. The Chern connection induces in a natural manner on π ∗ T M the curvature tensor R, see Bao, Chern and Shen [1, Chapter 3]. By means of the connection, we also have the covariant derivative Dv u of a vector ﬁeld u in the direction v ∈ Tx M. Note that v 7→ Dv u is not linear. A vector ﬁeld u = u(t) along a curve σ is parallel if Dσ˙ u = 0. A C ∞ curve σ : [0, a] → M is a geodesic if Dσ˙ σ˙ = 0. Geodesics are considered to be parametrized proportionally to arc-length. The Finsler manifold is complete if every geodesic segment can be extended to R. Let v ∈ Tx M and deﬁne the map Rv : Tx M → Tx M by Rv (u) = R(U, V )V, where U = (v; u), V = (v; v) ∈ π ∗ T M. Let σv be the geodesic such that σv (0) = x and σ˙ v (0) = v. A vector ﬁeld J along σv is a Jacobi field if Dσ˙ v Dσ˙ v J + Rσ˙ v J = 0.



(2.4)



Let u, v ∈ Tx M be two non-collinear vectors and S = span{u, v} ⊂ Tx M . By means of the curvature tensor R, the flag curvature of the ﬂag {S, v} is deﬁned by K(S; v) =



g(R(U, V )V, U ) , g(V, V )(U, U ) − g(U, V )2 5



(2.5)



where U = (v; u), V = (v; v) ∈ π ∗ T M. If (M, F ) is Riemannian, the ﬂag curvature reduces to the well known sectional curvature. Let v ∈ Tx M be such that F (x, v) = 1 and let {ei }i=1,...,N with eN = v be a basis for Tx M such that {(v; ei )}i=1,...,N is an orthonormal basis for π∗ T M . Let Si = span{ei , v}, i = 1, ..., N − 1. The Ricci curvature Ric: T M → R is deﬁned by Ric(v) = ∑ N −1 2 i=1 K(Si ; v)F (v) . We say that the Ricci curvature is non-negative on (M, F ), if Ric(v) ≥ 0 for every v ∈ T M . Let {ei }i=1,...,N be a basis for Tx M and gijv = g v (ei , ej ). The mean distortion µ : √ x (1)) T M \ {0} → (0, ∞) is deﬁned by µ(v) = Vol(B det(gijv ). The mean covariation ωN H : T M \ {0} → R is deﬁned by H(v) = dtd (ln µ(σ˙ v (t)))|t=0 , where σv is the geodesic such that σv (0) = x and σ˙ v (0) = v. We say that (M, F ) is with vanishing mean covariation if H is identically zero. A Finslerian version of the Bishop-Gromov-type volume comparison result has the following form. Theorem 2.1 [7, Lemma 5.2 & Theorem 1.1] Let (M, F ) be a complete N −dimensional Finsler manifold with non-negative Ricci curvature and vanishing mean covariation. Then for every x ∈ M , lim+



r→0



VolF (B(x, r)) = 1, ωN r N



(2.6)



and for every 0 < r < R, VolF (B(x, R)) VolF (B(x, r)) ≤ . RN rN



(2.7)



In particular, for every x ∈ M and R > 0, we have VolF (B(x, R)) ≤ ωN RN .



(2.8)



Moreover, in the equality case in (2.8), any Jacobi field along a geodesic σ has the form Ju (t) = tu(t), where u = u(t) is a parallel vector field along σ. If (M, F ) is a Finsler manifold, we consider the polar transform of F , deﬁned for every (x, α) ∈ T ∗ M by α(y) . F ∗ (x, α) = sup (2.9) y∈Tx M \{0} F (x, y)
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Note that for every x ∈ M , the function F ∗ (x, ·) is a Minkowski norm on Tx∗ M. In particular, if (RN , F ) is a Minkowski space, then (RN , F ∗ ) is a Minkowski space as well. The Legendre transform J ∗ : T ∗ M → T M associates to each element α ∈ Tx∗ M the unique maximizer on Tx M of the map y 7→ α(y) − 21 F 2 (x, y). This element can be also interpreted as the unique vector y ∈ Tx M with the properties F (x, y) = F ∗ (x, α) and α(y) = F (x, y)F ∗ (x, α).



(2.10)



Let u : M → R be a diﬀerentiable function in the distributional sense. The gradient of u is deﬁned by ∇u(x) = J ∗ (x, Du(x)), where Du(x) ∈ Tx∗ M denotes the (distributional) derivative of u at x ∈ M. In general, u 7→ ∇u is not linear. If x0 ∈ M is ﬁxed, then due to Ohta and Sturm [6] and relation (2.10), one has F (x, ∇dF (x, x0 )) = F ∗ (x, DdF (x, x0 )) = DdF (x, x0 )(∇dF (x, x0 )) = 1 for a.e. x ∈ M. (2.11)



In fact, the relations from (2.11) are valid for every x ∈ M \ ({x0 } ∪ Cut(x0 )), where Cut(x0 ) denotes the cut locus of x0 , see Bao, Chern and Shen [1, Chapter 8]. 1,2 The Finsler-Laplace operator ∆u = div(∇u) acts on Wloc (M ) and for every v ∈ ∞ C0 (M ), ∫ ∫ v∆udv(x) = − M



Dv(∇u)dv(x).



(2.12)



M



If (RN , F ) is a Minkowski space, cf. Ohta and Sturm [6, Remark 2.5], we have dF (x, x0 )∆dF (x, x0 ) = N − 1 for every x ∈ RN \ {x0 }.
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(2.13)



Proof of Theorems 1.1-1.3



Proof of Theorem 1.1. Without loss of generality, we shall assume that x0 = 0, and ﬁx u ∈ C0∞ (RN ) arbitrarily. Due to (2.13) and (2.12), we have that ∫ ∫ |u(x)|p 1 |u(x)|p dv(x) = ∆F (x)dv(x) a+b+1 N − 1 RN F (x)a+b RN F (x) ( ) ∫ |u(x)|p 1 D (∇F (x))dv(x) = − N − 1 RN F (x)a+b ∫ p |u(x)|p−2 u(x) = − D (|u(x)|) (∇F (x))dv(x) N − 1 RN F (x)a+b ∫ a+b |u(x)|p DF (x)(∇F (x))dv(x). + N − 1 RN F (x)a+b+1 7



Taking into account (2.11), i.e., DF (x)(∇F (x)) = 1 for x ̸= 0, and rearranging the above relation, it yields that ∫



RN



∫



p |u(x)|p dv(x) = − a+b+1 F (x) N −a−b−1



RN



|u(x)|p−2 u(x) D (|u(x)|) (∇F (x))dv(x). (3.1) F (x)a+b



By (2.9) and (2.11), we obtain |D (|u(x)|) (∇F (x))| ≤ F ∗ (D (|u(x)|))F (∇F (x)) = F ∗ (Du(x)). Thus, by (3.1) we have ∫



RN



|u(x)|p p dv(x) ≤ a+b+1 F (x) N −a−b−1



∫



F ∗ (Du(x))



RN



|u(x)|p−1 dv(x). F (x)a+b



(3.2)



Now, applying the Schwartz inequality in (3.2), we get ∫ RN



|u(x)|p p dv(x) ≤ a+b+1 F (x) N −a−b−1



(∫ RN



) 12 (∫ ) 12 F ∗ (Du(x))2 |u(x)|2p−2 dv(x) dv(x) , F (x)2a F (x)2b RN



which is precisely (SII)xK0a,b,p . It remains to prove the optimality of the constant Ka,b,p . In order to do this, we consider the class of functions ( ) 1 (3.3) wλ (x) = λ + F (x)1+a−b 2−p , λ > 0. Since p > 2 and 1 + a > b, the function wλ can be approximated by smooth functions with compact support. Now, we introduce the functions I, J, L : (0, ∞) → R deﬁned by ∫ ∫ |wλ (x)|p F ∗ (Dwλ (x))2 I(λ) = dv(x), J(λ) = dv(x), a+b+1 F (x)2a RN F (x) RN and ∫ |wλ (x)|2p−2 L(λ) = dv(x). F (x)2b RN We ﬁrst claim that the functions I, J and L are well deﬁned. By applying the layer cake representation of functions and a change of variable, it yields that ) p ∫ ( λ + F (x)1+a−b 2−p |wλ (x)|p I(λ) = dv(x) = dv(x) a+b+1 F (x)a+b+1 RN F (x) RN { } ( ( ) p ( ) p ) ∫ ∞ λ + F (x)1+a−b 2−p λ + ρ1+a−b 2−p N = VolF x ∈ R : > t dt t= F (x)a+b+1 ρa+b+1 0 ∫ ∞ = ωN ρN g(λ, ρ)dρ, (3.4) ∫



0
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where g : (0, ∞)2 → R is deﬁned by (



λ + ρ1+a−b g(λ, ρ) = ρa+b+2



) 2p−2 ( ( ) ) 2−p p 1+a−b ρ (1 + a − b) + 1 + a + b + (1 + a + b)λ . (3.5) p−2



Due to (1.1), the improper integral in (3.4) is convergent: • at zero, since N + (−a − b − 2) + 1 = N − a − b − 1 > 0, and • at inﬁnity, since N +(1+a−b)



2p − 2 (N − 2b)(p − 2) − 2(1 + a − b)(p − 1) +(−a−b−2)+(1+a−b)+1 = < 0. 2−p p−2



Consequently, the function I is well deﬁned. Moreover, a simple calculation and (2.11) yield that ∫ ∞ (1 + a − b)2 (1 + a − b)2 L(λ) = ωN J(λ) = ρN g˜(λ, ρ)dρ, (p − 2)2 (p − 2)2 0 where ( ) p ( ) ) ( λ + ρ1+a−b 2−p 1+a−b 2p − 2 (1 + a − b) + 2b + 2bλ . g˜(λ, ρ) = ρ ρ2b+1 p−2 Again, the inequalities from (1.1) imply the convergence of the latter improper integral. With the above notations, the optimality of the constant Ka,b,p follows once we prove for every λ > 0 that I(λ) p √ = Ka,b,p . (3.6) J(λ)L(λ) Integrating by parts, we obtain for every λ > 0 that ∫∞ N ρ g(λ, ρ)dρ I(λ) p−2 ∫0∞ √ = 1 + a − b 0 ρN g˜(λ, ρ)dρ J(λ)L(λ)



∫∞ N ρ g˜(λ, ρ)dρ (p − 2)p(1 + a − b) ∫0∞ = (1 + a − b)(p − 2)(N − a − b − 1) 0 ρN g˜(λ, ρ)dρ p = N −a−b−1 p = Ka,b,p , 



which proves (3.6).



Remark 3.1 Keeping the notation (3.4), a simple computation provides the identity ( ) p p−2 1− (3.7) I(λ) = −λI ′ (λ), λ > 0, p p−2 (1 + a − b)Ka,b,p which will be useful in the proof of Theorem 1.2.
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Proof of Theorem 1.2. Fix x0 ∈ M and assume, by contradiction, that the Sobolev interpolation inequality (SII)xC0 holds on the Finsler manifold (M, F ) with C < Ka,b,p . We introduce the class of functions ( ) 1 1+a−b 2−p w ˜λ (x) = λ + dF (x, x0 ) , λ > 0, which can be approximated by functions belonging to C0∞ (M ). Therefore, w ˜λ veriﬁes inx0 equality (SII)C , i.e., 







1− 1



1



∗ 







p



p



F (x, Dw ˜λ w ˜ (x)) w ˜ 







λ λ 



. ≤ C 



b 



dF (x, x0 )a 2



d (x, x ) a+b+1 



p−1 p L (M ) d (x, x ) 0 F 0 F L2p−2 (M ) Lp (M )



(3.8)



Taking into account that F ∗ (x, DdF (x, x0 )) = 1 for a.e. x ∈ M (cf. (2.11)), for every λ > 0, we have  1 ) 2p−2 2



∗



∫ ( 1+a−b 2−p



F (x, Dw



λ + dF (x, x0 ) ˜λ (x)) 1+a−b



 . dv(x) =



dF (x, x0 )a 2 p−2 dF (x, x0 )2b M L (M ) Moreover,   1 



) 2p−2 2p−2 ∫ ( 



1+a−b 2−p λ + dF (x, x0 ) w ˜λ 



  . = dv(x)



b 



d (x, x ) p−1



dF (x, x0 )2b M 2p−2 0 F L (M ) By using the above expressions, a simple reorganization of (3.8) gives (



∫ M



λ + dF (x, x0 )1+a−b dF (x, x0 )a+b+1



)



p 2−p



dv(x) ≤ C



p1



+a−b p−2



∫ M



(



λ + dF (x, x0 )1+a−b dF (x, x0 )2b



Let us introduce the function I˜ : (0, ∞) → R by ∫ ˜ I(λ) = M



(



λ + dF (x, x0 )1+a−b dF (x, x0 )a+b+1
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)



p 2−p



dv(x).



) 2p−2 2−p



dv(x). (3.9)



It is clear that I˜ is well deﬁned and diﬀerentiable; indeed, one has for every λ > 0 that (



) p 1+a−b 2−p λ + d (x, x ) 0 F ˜ 0 < I(λ) = dv(x) dF (x, x0 )a+b+1 M { } ( ) p ∫ ∞ λ + dF (x, x0 )1+a−b 2−p = VolF x ∈ M : > t dt dF (x, x0 )a+b+1 0 ( ∫



∫



(



λ + ρ1+a−b change t = ρa+b+1



∞



= ∫0 ∞



VolF {x ∈ M : dF (x, x0 ) < ρ} g(λ, ρ)dρ



)



p 2−p



)



(see (3.5))



=



VolF (B(x0 , ρ))g(λ, ρ)dρ ∫ ∞ ≤ ωN ρN g(λ, ρ)dρ 0



(see (2.8))



0



= I(λ) < ∞. By using this function, the inequality (3.9) takes the equivalent form ( ) p p−2 ˜ 1− I(λ) ≥ −λI˜′ (λ), λ > 0. p−2 (1 + a − b)C p



(3.10)



By combining (3.7) and (3.10) and the assumption C < Ka,b,p , it yields that I˜′ (λ) I ′ (λ) > , λ > 0. ˜ I(λ) I(λ) Integrating this inequality, it turns out that the function λ 7→ particular, it follows that



˜ I(λ) I(λ)



is strictly increasing. In



˜ ˜ I(λ) I(λ) > lim inf for all λ > 0. I(λ) λ→0+ I(λ)



(3.11)



We are going to prove that lim inf λ→0+



˜ I(λ) ≥ 1. I(λ)



On account of (2.6), for every ε > 0, there exists ρε > 0 such that VolF (B(x0 , ρ)) ≥ (1 − ε)ωN ρN for all ρ ∈ [0, ρε ].
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(3.12)



1



A change of variable of the form ρ = λ 1+a−b t gives that ∫ ∞ ˜ I(λ) = VolF (B(x0 , ρ))g(λ, ρ)dρ 0 ∫ ρε ≥ (1 − ε)ωN ρN g(λ, ρ)dρ 0



= (1 − ε)ωN λ



N −2b + 2p−2 1+a−b p−2



∫



ρε λ



−



1 1+a−b



tN g(1, t)dt,



0



and I(λ) = ωN λ



N −2b + 2p−2 1+a−b p−2



∫



∞



tN g(1, t)dt.



0



Consequently, since 1 + a − b > 0, one has lim inf λ→0+



˜ I(λ) ≥ 1 − ε. I(λ)



Since ε > 0 is arbitrary, relation (3.12) holds. Now, (3.11) and (3.12) imply that ˜ I(λ) > I(λ) for all λ > 0, i.e.,



∫



∞(



) VolF (B(x0 , ρ)) − ωN ρN g(λ, ρ)dρ > 0 for all λ > 0.



0



Since g(λ, ρ) > 0 for all λ > 0 and ρ > 0, and due to (2.8), i.e., VolF (B(x0 , ρ)) ≤ ωN ρN for all ρ > 0, the LHS of the above inequality is non-positive, a contradiction. This fact concludes the proof of C ≥ Ka,b,p . Now, we assume that C = Ka,b,p . A similar argument as above shows that λ 7→ non-decreasing and due to (3.12), one has



˜ I(λ) I(λ)



is



˜ I(λ) ≥ I(λ) for all λ > 0, i.e.,



∫



∞(



) VolF (B(x0 , ρ)) − ωN ρN g(λ, ρ)dρ ≥ 0 for all λ > 0.



0



In particular, (2.8) implies that VolF (B(x0 , ρ)) = ωN ρN for almost every ρ > 0. By a continuity reason, it results that VolF (B(x0 , ρ)) = ωN ρN for all ρ ≥ 0.
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Fix x ∈ M arbitrarily. Since B(x0 , r − dF (x, x0 )) ⊂ B(x, r) ⊂ B(x0 , r + dF (x, x0 )) for every r > dF (x, x0 ), by Theorem 2.1 (cf. (2.7)) one has for every ρ > 0 that VolF (B(x, ρ)) VolF (B(x, r)) VolF (B(x0 , r)) ≥ lim = lim = 1. N N r→∞ r→∞ ωN ρ ωN r ωN rN Recalling again (2.8), we conclude that VolF (B(x, ρ)) = ωN ρN for all x ∈ M, ρ ≥ 0, i.e., the equality case occurs in Theorem 2.1. Consequently, every Jacobi ﬁeld along any geodesic σ has the form Ju (t) = tu(t), where u = u(t) is any parallel vector ﬁeld along σ, i.e., Dσ˙ (u) = 0. Therefore, Dσ˙ Dσ˙ Ju = Dσ˙ Dσ˙ (tu(t)) = Dσ˙ (u(t) + tDσ˙ u(t)) = Dσ˙ (u) = 0, and by the Jacobi equation (2.4) it follows that Rσ˙ (Ju ) = 0, i.e., R(U, V )V = 0, where U = (σ; ˙ Ju ), V = (σ; ˙ σ) ˙ ∈ π ∗ T M. By using the formula (2.5) for the ﬂag curvature, it yields that K(S; σ) ˙ = 0, where S = span{σ, ˙ u} whenever σ˙ and u are not collinear. Due to the arbitrariness of σ and u, it turns out that the ﬂag curvature on (M, F ) is identically zero.  Proof of Theorem 1.3. First, since every Berwald space has vanishing mean covariation, see Shen [7, Propositions 2.6 & 2.7], we may apply Theorem 1.2; thus, the ﬂag curvature on (M, F ) is identically zero. Second, every Berwald space with zero ﬂag curvature is necessarily a locally Minkowski space, see Bao, Chern and Shen [1, Section 10.5]. Due to the fact that VolF B((x, ρ)) = ωN ρN for every x ∈ M and ρ > 0, (M, F ) must be isometric to a Minkowski space. 



4



˜0 An example and two limiting cases of (SII)xK a,b,p



Example. On RN −1 (N ≥ 3) we introduce a complete Riemannian metric g such that (RN −1 , g) has non-negative Ricci curvature, and for every ε ≥ 0, we deﬁne on RN = RN −1 ×R the metric Fε : T RN = R2N → [0, ∞) for every (x, t) ∈ RN and (y, v) ∈ Tx RN −1 × Tt R = RN by √ √ Fε ((x, t), (y, v)) = gx (y, y) + v 2 + ε gx (y, y)2 + v 4 . Note that (RN , Fε ) is a Riemannian manifold if and only if ε = 0. If ε > 0, then (RN , Fε ) is a non-compact, complete, non-Riemannian Berwald space with non-negative Ricci curvature. Fix ε > 0. Due to Theorems 1.1 and 1.3, the following statements are equivalent:
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˜0 (a) (SII)xK holds on (RN , Fε ) for some element x ˜0 = (x0 , t0 ) ∈ RN ; a,b,p ˜0 (b) (SII)xK holds on (RN , Fε ) for every element x ˜0 = (x0 , t0 ) ∈ RN ; a,b,p



(c) (RN , Fε ) is a Minkowski space (i.e., gx is independent of x). Indeed, assume that (a) holds. Due to Theorem 1.3, the pair (RN , Fε ) is isometric to a Minkowski space. But, having a vector space structure, (RN , Fε ) becomes actually a Minkowski space, thus (c) holds. Now, by Theorem 1.1 we also have the implication (c)⇒(b). Finally, it is clear that (b)⇒(a). Limiting cases. We point out two limiting cases for the Sobolev interpolation inequality (SII)xK0a,b,p : • When p → 2, a → 0 and b = 1, then (SII)xK0a,b,p becomes the Hardy-Sobolev inequality ∫



u2 4 dv(x) ≤ 2 dF (x, x0 ) (N − 2)2



M



∫



F ∗ (x, Du(x))2 dv(x)



for all u ∈ C0∞ (M ).



M



4 If (M, F ) = (RN , F ) is a Minkowski space, the constant (N −2) 2 is optimal, but no minimizers exist, see Van Schaftingen [8]. Note further that Hardy-type inequalities on Riemannian manifolds (M, F ) = (M, g) have been studied in the papers of Carron ¨ [3], and Kombe and Ozaydin [4].



• When p → 2, a → 0 and b = −1, then (SII)xK0a,b,p reduces to the uncertainty principle ∫



4 u dv(x) ≤ 2 N M



(∫



2



) 1 (∫ 2 F (x, Du(x)) dv(x) ∗



2



)1 2 dF (x, x0 ) u dv(x) 2 2



M



M



for all u ∈ C0∞ (M ). If (M, F ) = (RN , F ) is a Minkowski space, a direct calculation 2 shows that N42 is optimal and a class of minimizers is uλ (x) = e−λF (x−x0 ) , λ > 0. By ¨ means of a parameter-depending Hardy inequality, Kombe and Ozaydin [4] established a non-sharp version of the uncertainty principle on certain Riemannian manifolds (e.g., on hyperbolic spaces). Although expected, similar rigidity results to Theorems 1.2 and 1.3 cannot be stated in the above limiting cases by the approach described in the present paper. For instance, the lack of the minimizers in the Hardy-Sobolev inequality for Minkowski/Euclidean spaces seems to be an unsurmountable problem.
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