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Abstract The problem of air pollution is a frequently recurring situation and its management has social and economic considerable effects. Given the interaction of the numerous factors involved in the raising of the atmospheric pollution rates, it should be considered that the relation between the intensity of emission produced by the polluting source and the resulting pollution is not immediate. The aim of this study was to realise and to compare two support decision system (neural networks and multivariate regression model) that, correlating the air quality data with the meteorological information, are able to predict the critical pollution events. The development of a back-propagation neural network is presented to predict the daily PM10 concentration 1, 2 and 3 days early. The measurements obtained by the territorial monitoring stations are one of the primary data sources; the forecasting of the major weather parameters available on the website and the forecasting of the Saharan dust obtained by the “Centro Nacional de Supercomputaciòn” website, satellite images and back trajectories analysis are used for the weather input data. The results obtained with the neural network were compared with those obtained by a multivariate linear regression model for 1 and 2 days forecasting. The relative root mean square error for both methods shows M. Caselli : L. Trizio (*) : G. de Gennaro : P. Ielpo Department of Chemistry, University of Bari, Via E. Orabona 4, 70126 Bari, Italy e-mail: [email protected]



that the artificial neural networks (ANN) gives more accurate results than the multivariate linear regression model mostly for 1 day forecasting; moreover, the regression model used, in spite of ANN, failed when it had to fit spiked high values of PM10 concentration. Keywords PM10 . Forecast . Neural network . Multivariate linear regression



1 Introduction The air we breathe everyday can be contaminated by polluting substances emitted by industries, vehicles, or other sources. These polluting substances can have bad effects both on human health and on the environment. One of the most dangerous pollutants is PM10, which is particulate matter having an average aerodynamic diameter smaller than 10 μm. Health effects range from minor effects, such as nose and throat irritation, to more serious effects such as aggravation of existing respiratory and cardiovascular disease, increased hospital admissions and premature death (Dockery et al. 1989, 1993; Gamble 1998; IARC 1987; Oberdorster 2001; Slaughter et al. 2005). Air pollution control is necessary to prevent the situation from worsening in the long run. On the other hand, short-term forecasting of air quality is needed in
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order to take preventive and evasive action during episodes of airborne pollution. A classical forecasting method is based on multivariate statistical analysis, but now, the artificial neural network (ANN) is becoming an effective and popular means alternatively to conventional methods. In fact, during the last decade, the increase of computer power has permitted the implementation of many artificial intelligence networks (Hertz et al. 1991; Hecht-Nielsen 1989, 1990; Kohonen 1988; Korn 1991). The comparison between the computer and the human brain capability provides results dependent on the considered problem. The human brain has some features that would be important to reproduce in the artificial systems. For example, it sustains daily the death of nervous cells without damaging its performance, resulting not sensitive to the mutations. Moreover, it is flexible and adaptable to new situations. It is able to elaborate some information even if they are incomplete or probabilistic. The artificial neural networks are models that try to develop the brain capability and features. In literature, there are many publications concerning the use of neural networks for the forecasts of some atmospheric pollutants concentration. Rege and Tock (1996) describe the development and validation of a neural network for the evaluation of polluting emissions deriving from a single gaseous source. The approach through the neural network is developed and tested using experimental data for some interesting pollutants in West Texas, ammonia (NH 3 ) and hydrogen sulphide (H 2 S). Different variables such as temperature, wind speed, atmospheric factors, relative humidity, etc. have been used in order to evaluate the emissions. The algorithm of back-propagation has been used for the development of the network. Boznar (1997) argues the strategies that allowed to choose a data set pattern suitable for the training of a neural network for pollution forecasting relative to the SO2 derived from power plants that use fossil fuels. Arena et al. (1996) develop a neural network for the forecasting of SO2 concentration derived from industrial areas. The neural network forecasts warning
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situations and evaluates the average SO2 concentration. In order to accomplish these two tasks, two different neural networks working on the same data set have been used. A control of the error is performed on the true value for each forecasting. The networks used are formed by 15 input and ten neurons in the hidden layer. About the particulate matter, Corani (2005) develops and compares two different kinds of networks (pruning and feedforward neural networks) to predict the exceeding of PM10 and ozone alarm threshold. In Zickus et al. (2002), four different approaches have been used to forecast if the daily mean concentration of PM10 exceeds the threshold of 50 μg/m3. In this case, the output of the model is a binary code rather than a concentration. Kukkonen et al. (2003) tried to forecast the daily mean concentration of PM10, although it does not provide any performance relative to the excess of the threshold. Grivas and Chaloulakou (2006) evaluate the potential of various developed neural network models to provide reliable predictions of PM10 hourly concentrations and compare the neural network performance with a multiple linear regression model. Ibarra-Berastegi et al. (2008) focus on the prediction of hourly levels up to 8 h ahead for five pollutants (SO2, CO, NO2, NO and O3) and six locations in the area of Bilbao (Spain). The performance of these models at the different sensors in the area range from a maximum value of R2 =0.88 for the prediction of NO2 1 h ahead to a minimum value of R2 =0.15 for the prediction of ozone 8 h ahead. Papanastasiou et al. (2007) develop models using multiple regression and neural network (NN) methods that might produce accurate 24-h predictions of daily average value of PM10 concentration and at comparatively assess the aforementioned techniques. Hooyberghs et al. (2005) describe the development of a neural network tool to forecast the daily average PM10 concentrations in Belgium 1 day ahead. Pérez and Reyes (2006) present a study about the capability of three types of methods for PM2.5 forecasting 1 day in advance: a multilayer neural network, a linear algorithm and a clustering algorithm. Although the three methods may be used as operational tools, the clustering algorithm seems more accurate in detecting high concentration situations.
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2 Application of Feedforward Neural Networks on Automatic PM10 Data 2.1 Feedforward Neural Networks The network type used in this paper is the feedforward back-propagation. In this case, the connections belonging to the first hidden layer are oriented from the input neurons towards the intermediate ones from which the connections towards the output neurons originate. In this kind of network, all the connections between neurons of the same level and the signal backward propagation are not allowed; the connections are fundamentally of the forward kind from which the name feedforward networks comes. The structure of a feedforward neural network is represented in Fig. 1. Each neuron in the hidden layer computes a weighted sum of the inputs; for instance, in the case of neuron j, we have: zj ¼



n X



wij ui  bj



i¼1



where wij is the weight of input ui at neuron j; bi is the bias of neuron j, which can be thought as the weight of an input having constant value 1. The quantity zj computed at each neuron becomes then argument of a specific function (activation function) which resides in the neuron itself. There are different kinds of function available in literature: linear, sigmoid, hyperbolic, etc. (Norgaard et al. 2000).
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Hence, the value returned by the activation function of neuron j of the hidden layer is:   aj ¼ f zj The m values are sent to the output layer, which contains a unique output neuron whose output is: yð t Þ ¼



m X



W j aj  B



j¼1



where Wj and B denote the weights and the bias of the output neuron, respectively. 2.2 Input Data The monitoring network of the Municipality of Bari, shown in Fig. 2, is composed of six fixed stations, by a mobile laboratory and by a data elaboration centre. Two stations are located in hot spot sites (S04 and S05) and four stations in background sites. The measurements obtained by San Nicola monitoring station (S01) constitute the primary data source of PM10 input data; they have been obtained by OPSIS sampler model SM 200-series. PM10 sampling, analysis and validation have been checked by a quality assurance and quality control protocol according to the “PM10 Field Studies” report (Febo et al. 2000). The forecasting of the major weather parameters (temperature, wind speed, pressure, relative humidity, rain), available from the website http://www.wunder ground.com, and the forecasting of the Saharan dust, obtained by the “Centro Nacional de Supercomputaciòn” website, satellite images and back trajectories analysis are used for the weather input data. 2.3 Training and Optimisation of the Network The training is the process in which the parameters of a neural network are modified after each input received by the surroundings in which the system is. A learning process implies a sequence of events: 1. The network goes through a specific stimulus; 2. As a result of this stimulus, the network brings about changes on its parameters.



Fig. 1 Feedforward neural network scheme



At the end of the training period, the final configuration of the weights is crystallised and the network can be used in a simulation stage in order to forecast.
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Fig. 2 Air quality monitoring network of the Municipality of Bari



The training is accomplished by iterative algorithms, which have to be initialised with a random parameter weight vector guess θ0. Then, they evolve updating the parameter estimate θ and decreasing, by a steepest descent procedure, the value of the error defined as follows: min EðwÞ ¼ w



m X 1 min ð yi  yð xi Þ Þ 2 N i¼1 w



The network was trained with validated data of PM10 coming from San Nicola monitoring station (S01) from January 2005 to March 2006 and with meteorological data. Before being processed, all the data were scaled from 0 to 1. The software Matlab, in particular the tool box Neural Networks, developed by the Mathwork was used to constitute the network. The training data were divided into: – –



–



Training set used to optimise the parameters of the network; Validation set whose data are not included in the training phase directly, but only indirectly to control constantly the forecasting ability of the network during this phase; Test set used only to control the forecasting ability of the model when the training phase finishes.



The early stopping technique was used in order to avoid overtraining situations (Amari et al. 1997; Bishop 1995; Cataltepe et al. 1999). Often in fact, it occurs that the model performance continues to improve on training data due to the progressive adoption of the weights imposed from the training algorithm, whilst the performance on the validation set presents opposite behaviour; this happens because the network starts to model the intrinsic noise in the training dataset. Thanks to the early stopping technique, the network finishes to train itself when the validation error starts to increase in comparison with the training error. It was necessary to optimise the different parameters of the network on different data test sets in order to obtain the best forecasting ability. The optimisation was performed by means of a Simplex method (Nelder and Mead 1965) using the learning rate, the maximum weight increasing, the number of neurons and epochs as parameters, leaving unchanged the learning and the training functions because they showed a much smaller influence on the relative root mean square error (RRMSE) compared with the other parameters. vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ !ﬃ u u 1 X  Ycalc  Ymeas 2 RRMSE ¼ t n Ymeas
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where Ycalc is the PM10 forecasted concentration, Ymeas is the PM10 measured, n is the number of samples considered. The resilient back-propagation was used as training function; only the sign of the derivative is used to determine the direction of the weight update, whilst the magnitude of the derivative has no effect on the weight update. It was useful to eliminate the harmful effects of the magnitudes of the partial derivatives. The trend of the RRMSE on the test set (data from 180 to 200) changing both the hidden neurons and the epoch number is shown in Fig. 3. After a rapid decrease (not shown in figure), the error presents a behaviour depending on the hidden neuron number. For a given number of epochs, the error decreases passing from one to two neurons (a and b curves, respectively), and it begins to increase for 3, 4 and 10 hidden neurons (c, d and e curves, respectively). As a consequence of the optimisation process, the final network architecture used is constituted by: – – – –



two neurons in the hidden layer; 300 training epochs; 1.4 maximum increasing weight; 0.05 learning rate. The activation function used is the “logsig”, that is:



f ð zÞ ¼



1 1 þ ez



because the mean error on the output was increased using other transfer functions. 3 Results and Discussion After the training, the network was ready to predict the PM10 concentrations in the considered area.



Fig. 3 Trend of the error on the test set changing both the hidden neurons and the epoch number
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In Fig. 4a, b, the results obtained on a test set in the period from March 2006 to January 2007 are shown. The output is the daily mean PM10 concentration for S. Nicola monitoring station. The PM10 data of the 2 days before the forecasting on a time period beginning from 12 A.M. up to 12 A.M. were used as input together with the aforementioned atmospheric parameters. In Fig. 4a, the forecasted concentrations obtained using as meteorological input the data of atmospheric pressure, temperature, wind speed are compared with the measured data; in Fig. 4b, the presence of Saharan dust and the millimetres of rain have been added to input parameters. In Fig. 4c, the foreseen values obtained using as input only the forecasting meteorological without any information about the previous day PM10 concentrations are shown. In this case, the output is compared with the daily PM10 concentration averaged on all the five monitoring stations of the Bari Municipality network. In Table 1, the RRMSE on the test set are shown. It is important to highlight that errors are higher than 100% only for levels of PM10 concentration lower than 15 μg/m3. If these values are removed, the error will decrease as it is shown in Table 2. The performance of a forecasting system should be evaluated considering its ability to predict the overcoming of the threshold fixed by the law as mandatory in order to make a particular decision; in Italy, this threshold is fixed to be 50 μg/m3. At this level of PM10 concentration, the network presents an error not higher than 20%, as shown in Table 3. In any case, no positive or negative false threshold warning was found by the network on all the considered period of time. It is of interest to underline the relevance of the meteorological inputs for the prediction; in fact, the percentage mean error on the test set, using only the meteorological forecasting data, was only slightly higher than the error found when the PM10 concentration of the previous 2 days was added to the input parameters. All the approaches provide a quite satisfactory accuracy, showing a correlation of 0.75 between the foreseen and the target values. In a second phase, the neural network was used in order to forecast the PM10 concentrations 2 and 3 days before. In this case, the network was used in
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Fig. 4 a 1 Day forecasting using as input the PM10 data, the atmospheric pressure, the temperature and the wind speed. b 1 Day forecasting using as input the PM10 data, the atmospheric pressure, the temperature, the wind speed, the Saharan dust and the rain data. c 1 Day forecasting using as input the atmospheric pressure, the temperature, the wind speed, the Saharan dust and the rain data



iterative mode using as input parameters the meteorological forecasting of the considered day and the PM10 data of the two previous iteration, starting with the real daily concentrations of the two previous days.



The results obtained are shown in Fig. 5a, b for 2 and 3 days forecasting, respectively. Also in this case, the correlation coefficient between the foreseen and the target values is 0.7, showing so a good accuracy in the prediction.



Table 1 RRMSE on the test set using different input data



Table 2 RRMSE on the test set removing PM10 data with concentrations lower than 15 μg/m3



Input data



Input data



PM10 concentration, wind speed, temperature and pressure PM10 concentration, wind speed, temperature, pressure, rain and Saharan dust presence Wind speed, temperature, pressure, rain and Saharan dust presence



RRMSE (%)



Maximum positive error (%)



Maximum negative error (%)



33



140



39



31



145



45



37



120



38



PM10 concentration, wind speed, temperature and pressure PM10 concentration, wind speed, temperature, pressure, rain and Saharan dust presence Wind speed, temperature, pressure, rain and Saharan dust presence



RRMSE (%)



Maximum positive error (%)



Maximum negative error (%)



26



75



39



23



55



45



22



52



38
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Table 3 Comparison between real and predicted data for the threshold exceedings Data 21-giu 23-giu 25-giu 05-dic



Real



Foreseen



RRMSE (%)



84 76 61 54



64 72 54 70



20



In Table 4, the RRMSE on the test set are shown. As one can see, the error increases going from 1 to 2 and 3 days forecasting because the forecasts of the meteorological parameters are less accurate if related to more days before. 3.1 Comparison Between the ANN and a Radial Basis Function Network for 1 Day Forecasting The radial basis function (RBF; Broomhead and Lowe 1988; Rumelhart and McClelland 1986) was developed from an exact multivariate function interpolation (Powell 1987) and has attracted a lot of interest since its conception. Cigizoglu et al. (2006) model the time series of air pollution parameters using two ANN methods: a radial basis function algorithm and feedforward



Fig. 5 a 2 Days forecasting. b 3 Days forecasting



back-propagation method. The ANN methods were employed to estimate the PM10 values using the NO and CO values. Lu et al. (2006) develop an improved neural network model that combines both the principal component analysis technique and the radial basis function network and forecast pollutant tendencies based on a recorded database. Compared with general neural network models, the proposed model features a simpler network architecture, a faster training speed and a more satisfactory prediction performance. RBF networks typically have three layers: an input layer, a hidden layer with a nonlinear RBF activation function and a linear output layer. The most popular of the basis functions is the Gaussian kernel. In RBF network, there are three types of parameters that need to be chosen to adapt the network for a particular task: the center vectors ci, the output weights wi, and the RBF width parameters βi. The widths of the radial basis function can either be chosen the same for all the units or can be chosen different for each unit. In this paper, considerations were limited to the Gaussian functions with a constant width, which was the same for all units. Different spreads were used to find the best value for this problem.
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Table 4 RRMSE on the test set in the forecasting of PM10 concentration 1, 2 and 3 days before Min Real RRMSE Maximum Real negative value (%) positive value error (%) (μg/m3) error (%) (μg/m3) 1 Day forecasting 2 Days forecasting 3 Days forecasting



31



145



11



45



23



36



107



14



31



34



40



175



8



45



39



Moreover, the orthogonal least squares learning algorithm (Chen et al. 1989) was used to choose Gaussian kernel function centres and the weights of the network. The input processed data were the same used for the MLP network development. In Figs. 6 and 7, the results showing the comparison between the MLP and the RBF models are shown for 1 day and 2 days forecasting on a test set in the period of time from July 2006 to February 2007. Also in this case, it is important to highlight that errors are higher than 100% only for levels of PM10 concentration lower than 15 μg/m3. RBF method is able to forecast the PM10 trend, but the mean relative error is higher than a MLP network both for 1 day and 2 days forecasting. The RRMSE is, respectively, 26% versus 22% for 1 day forecasting, whilst it is 31% versus 37% for 2 days forecasting.



Fig. 6 Comparison between the PM10 real values, the MLP and the RBF values



3.2 Comparison Between the ANN and a Multivariate Linear Regression Model Multivariate linear regression (MLR) analysis has been used to investigate several aspects of the air pollution; Chan et al. (1999) used the MLR techniques to derive the relationship between the light extinction coefficients and aerosol mass/composition in visibility degradation problems. Chaloulakou et al. (2003) used the regression models to investigate the complex relationships between the meteorological and time period parameters as factors controlling the PM levels. Mean “today, yesterday and day before yesterday” wind speed, maximum wind speed and maximum temperature were found the most important concentration impact factors. Using this model, Chaloulakou et al. were able to explain the 63% of the PM10 concentration variance between observed and predicted values. The multivariate linear regression model used in our paper is based on the following equation: y ¼ cost þ



4  X  ai vi þbi v2i þci v3i þ dT þgPþiI i¼1



where a, b, c, d, g and i are the regression parameters, v is the wind speed (km/h) weighted by the frequency, grouped in four classes, P is the barometric pressure (h Pa), T is the temperature (°C) and I is the PM10 concentration of the day before. The values of wind speed, collected every half an hour during the day, have been averaged every 2 h (because the daily PM10 concentration is the mean of 2 h samplings) and grouped considering the following speed ranges: from 0 to 4, 4 to 8, 8 to 12 and >12 km/h. The number of
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Fig. 7 Comparison between the PM10 real values the MLP and the RBF values for 2 days forecasting



times in which the wind speed falls in each range, weighted by the frequency, has been used in the independent variable matrix. The regression model has been applied on a measurement vector composed by 110 samples of PM10 concentration collected during 4 months, form January to April 2006, in the monitoring station of San Nicola sport stadium in Bari. In order to assess the weight of each independent variable, the data matrix has been scaled from 0 to 1. In Fig. 8, the values of parameters (of independent variables) and error as function of the number of the matrix data are shown; the number of data shown ranges from 95 to 110. As one can see, the values of



parameters do not vary in the range, and also the error (RRMSE) is constant at the value of 40%. In Fig. 9, the RRMSE as function of the number of parameters, according to their weights in a decreasing order, is shown. As one can see, the important parameters to determine the PM10 concentration are 11: barometric pressure and temperature are the parameters with lowest weight. Therefore, in the forecasting application, pressure and temperature have been deleted from parameter set. In Fig. 10, the comparison between the experimental PM10 data and the best fitting of the model, obtained using all model parameters except barometric pressure and temperature, is shown.



Fig. 8 Values of RRMSE and parameters versus the number of the matrix data (from 95 to 110). Beginning from the top of the figure: RRMSE, V3(0–4), Cost, V2(4–8), PM10 of the day before, V(0–4), V2(8–12), V3(8–12), P, V2(>12), T, V3(>12), V(>12), V3(4–8), V(8–12). V(x–y) indicates wind speed falling in the range from x to y (km/h); V2(x–y) indicates weighted



wind speed square falling in the range from x to y (km/h); V3 (x–y) indicated weighted wind speed cubic falling in the range from x to y (km/h) etc; T indicates the temperature, P the barometric pressure, PM10 day before is the concentration of the day before
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Fig. 9 RRMSE as function of the number of parameters, according to their weights in a decreasing order



As one can see, the regression model fails to fit unexpected spikes, whilst it is quite able to fit spikes that are part of a trend. The parameters obtained by learning set have been used to forecast 1 day and 2 days before PM10 concentrations. The forecasting values of wind speed and frequency for several hours of day have been obtained by the site http://www.eurometeo.com; moreover, in the 2 days forecasting, the value of PM10 1 day forecasted has been used. The results obtained by the regression model were compared with those obtained by the neural network from 28 February to 12 April 2007 for S. Nicola monitoring station for 1 day forecasting,



Fig. 10 Comparison between the experimental PM10 data and the best fitting of the model



whilst from 8 March to 12 April 2007 for 2 days forecasting. In Fig. 11a, b, the results for 1 day and 2 days forecasting, respectively, are shown. In Table 5, the RRMSE of the regression model and of the neural network are shown. Forecasting by using the neural networks gives more satisfactory results than that by the regression model in terms of errors (RRMSE). For both models, the higher errors verify for low PM10 concentrations. Moreover, particularly for 2 days forecasting, the neural network is able to fit better the measured PM10 trend, as it is shown in Fig. 11b.
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Fig. 11 a Comparison between the neural network and the regression model in 1 day PM10 forecasting. b Comparison between the neural network and the regression model in 2 days PM10 forecasting



4 Conclusions The results showed that the neural network constitute a good alternative in comparison with the traditional methods generally used, as the linear multivariate regression methods. Table 5 Comparison of RRMSE between the regression model and the neural network in the forecasting of PM10 concentration 1 and 2 days before Min Real RRMSE Max Real negative value (%) positive value error (%) (μg/m3) error (%) (μg/m3) Regression model 1-day Neural network 1-day Regression model 2-day Neural network 2-day



47



125



16



33



37



24



55



18



27



37



38



86



23



7



22



28



81



22



30



26



The feedforward neural networks give more accurate results compared to the radial basis function networks, even though the RRMSE difference is lower than 10% both in the 1 day and 2 days forecasting. Artificial neural networks provide a useful and effective tool for modelling the complex and poorly understood processes that occur in nature, as they are able to extract functional relationships between model inputs and outputs from data without requiring explicit consideration of the actual data generating process. ANN can accurately model the relationships between PM10 concentrations and meteorological parameters and, increasing the number of input variables, improves the prediction performance of the model in terms of RRMSE. The regression model fails to fit unexpected spikes whilst it is quite able to fit spikes that are part of a trend, whilst the neural network proves more accurate in the forecasting of the overcoming of the alarm threshold. On the contrary, the neural network, as well as the linear regression model, is not able to forecast low values of PM10 concentrations, i.e. episodes when concentrations are at their lowest value. This is due to
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the inability of empirical models in general to capture extreme values; this failure is caused by underrepresentation of these cases in the training data.
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