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A singularly perturbed nonlinear Robin problem in a periodically perforated domain. A functional analytic approach Massimo Lanza de Cristoforis & Paolo Musolino



Abstract: Let n ∈ N \ {0, 1}. Let q be the n × n diagonal matrix with entries q11 , . . . , qnn in ]0, +∞[. Then qZn is a q-periodic lattice in Rn with fundamental cell Q ≡ Πnj=1 ]0, qjj [. Let p ∈ Q. Let Ω be a bounded open subset of Rn containing 0. Let G be a (nonlinear) map from ∂Ω × R to R. Let γ be a positive valued function defined on a right neighborhood of 0 in the real line. Then we consider the problem S  in Rn \ z∈Zn (qz + p + clΩ) ,  ∆u = 0 u is q−periodic ,  − ∂u (x) = 1 G((x − p)/, u(x)) ∀x ∈ p + ∂Ω , ∂νp+Ω γ() for  > 0 small, where νp+Ω denotes the outward unit normal to p + ∂Ω. Under suitable assumptions and under condition lim→0+ γ()−1  ∈ R, we prove that the above problem has a family of solutions {u(, ·)}∈]0,0 [ for 0 sufficiently small, and we analyze the behaviour of such a family as  approaches 0 by an approach which is alternative to those of asymptotic analysis. Keywords: Periodic nonlinear Robin boundary value problem, singularly perturbed domain, singularly perturbed data, Laplace operator, real analytic continuation in Banach space. 2000 Mathematics Subject Classification: 31B10, 47H30.
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Introduction.



In this paper we consider a nonlinear Robin boundary value problem in the periodically perforated euclidean space Rn . We introduce a singular perturbation parameter effecting both the boundary data and the size of the perforation, and we analyze the behaviour of the solutions when the singular perturbation parameter degenerates. We fix once for all a natural number n ∈ N \ {0, 1} and (q11 , . . . , qnn ) ∈]0, +∞[n 1



and a periodicity cell Q ≡ Πnj=1 ]0, qjj [ . Then we denote by q the diagonal matrix  q11 0  0 q22 q≡  ... ... 0 0



... ... ... ...



(1.1)



 0 0   ...  qnn



and by meas(Q) the n-dimensional measure of the fundamental cell Q. Clearly, qZn ≡ {qz : z ∈ Zn } is the set of vertices of a periodic subdivision of Rn corresponding to the fundamental cell Q. Then we consider m ∈ N \ {0} and α ∈]0, 1[ and a subset Ω of Rn satisfying the following assumption. Let Ω be a bounded open connected subset of Rn of class C m,α . Let Rn \ clΩ be connected. Let 0 ∈ Ω .



(1.2)



Next we fix p ∈ Q. Then there exists 0 ∈]0, +∞[ such that p + clΩ ⊆ Q



∀ ∈] − 0 , 0 [ ,



(1.3)



where cl denotes the closure. To shorten our notation, we set Ωp, ≡ p + Ω



∀ ∈ R .



Then we introduce the periodic domains [



S[Ωp, ] ≡ S[Ωp, ]−



(qz + Ωp, ) ,



(1.4)



z∈Zn n



≡ R \ clS[Ωp, ] ,



for all  ∈] − 0 , 0 [. Then a function u from clS[Ωp, ]− to R is q-periodic if u(x + qhh eh ) = u(x)



∀x ∈ clS[Ωp, ]− ,



for all h ∈ {1, . . . , n}. Here e1 ,. . . , en denotes the canonical basis of Rn . Next we introduce a function G ∈ C 0 (∂Ω × R) , and a function γ from ]0, 0 [ to ]0, +∞[, and we consider the following nonlinear problem  in S[Ωp, ]− ,  ∆u = 0 − u is q−periodic in S[Ωp, ] , (1.5)  − ∂u (x) = 1 G((x − p)/, u(x)) ∀x ∈ ∂Ω , p, ∂νΩ γ() p,



for  ∈]0, 0 [, where νΩp, denotes the outward unit normal to ∂Ωp, . Due to the presence 1 , the boundary condition may display a singularity in  if  tends to 0. In of the factor γ() this paper, we consider the case in which γm ≡ lim γ()−1  ∈ R . →0+
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(1.6)



In case γm = 0 ,



(1.7)



we have what we call the weakly singular case, and in case γm ∈ R \ {0} ,



(1.8)



we have what we call the singular case. Also, we note that we make no regularity assumption on the function γ. As we shall see, our analysis yields to consider a possibly nonlinear auxiliary limiting boundary value problem (see (4.13).) Then we show that if such a limiting problem admits a solution which satisfies a certain nondegeneracy condition, then possibly shrinking 0 , problem (1.5) has a solution u(, ·) ∈ C m,α (clS[Ωp, ]− ) for all  ∈]0, 0 [, which converges to a certain constant as  tends to 0. Next we pose the following two questions (j) Let x be a fixed point in Rn \ (p + qZn ). What can be said on the map  7→ u(, x) when  is close to 0 and positive? (jj) Let x be a fixed point in Rn \ Ω. What can be said on the map  7→ u(, p + x) when  is close to 0 and positive? In a sense, question (j) concerns the ‘macroscopic’ behaviour, whereas question (jj) concerns the ‘microscopic’ behaviour of u(, ·). Questions of this type have long been investigated for linear problems with the methods of Asymptotic Analysis and of the Calculus of the Variations. Thus for example, one could resort to Asymptotic Analysis and may succeed to write out an asymptotic expansion for u(, x) and u(, p + x). In this sense, we mention the work of Ammari and Kang [1, Ch. 5], Ammari, Kang, and Lee [2, Ch. 3], Ball [4], Kozlov, Maz’ya, and Movchan [20], Maz’ya and Movchan [27], Maz’ya, Nazarov, and Plamenewskij [29], Maz’ya, Movchan, and Nieves [28], Ozawa [33], Ward and Keller [38]. Concerning the variational methods, we mention the extensive literature on homogenization theory and in particular the contributions of Bakhvalov and Panasenko [3], Cioranescu and Murat [10, 11], Jikov, Kozlov, and Ole˘ınik [19], Marˇcenko and Khruslov [26]. S´ anchez-Palencia [36]. Here the interest is focused on the limiting behaviour as the singular perturbation parameters degenerate. Furthermore, boundary value problems in domains with periodic inclusions have been analyzed, at least for the two dimensional case, with the method of functional and integral equations. Here we mention Castro and Pesetskaya [7], Castro, Pesetskaya, and Rogosin [8], Chibrikova [9], Drygas and Mityushev [14], Mityushev and Adler [31]. In connection with doubly periodic problems for composite materials, we mention the monograph of Grigolyuk and Fil’shtinskij [17]. Here we answer the questions of (j), (jj) by representing the maps of (j), (jj) in terms of real analytic maps and in terms of possibly singular at 0, but known functions of  (such as −1 , log , 1/γ(), etc..) We observe that our approach does have its advantages. Indeed, if for example we know that the map in (j) equals for  > 0 a real analytic function defined in a whole neighborhood of  = 0, then we know that such a map can be expanded in power series for  small. As we shall see, this is the case if for example γ() = . Such an approach has been carried out in the case of a single hole in [21] and has later been extended to problems related to the system of equations of the linearized elasticity in [13], and in the case of a linear problem in a periodically perforated domain in [32]. Here we consider the case of a nonlinear problem in a periodically perforated domain. 3



The paper is organized as follows. In section 2, we introduce some notation. In section 3, we introduce some preliminary result on linear problems. In section 4, we formulate our nonlinear problem in terms of integral equations, and we introduce our family of solutions u(, ·). In section 5, we introduce our main result, which answers our questions (j), (jj) above. In section 6, we show that our family of solutions is locally essentially unique. At the end of the paper, we have enclosed an Appendix, which concerns some technical statements on the regularity of the solutions of integral equations and on periodic functions, and for which we claim no credit.
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Notation



We denote the norm on a normed space X by k · kX . Let X and Y be normed spaces. We endow the space X × Y with the norm defined by k(x, y)kX ×Y ≡ kxkX + kykY for all (x, y) ∈ X ×Y, while we use the Euclidean norm for Rn . For standard definitions of Calculus in normed spaces, we refer to Prodi and Ambrosetti [35]. The symbol N denotes the set of natural numbers including 0. The inverse function of an invertible function f is denoted f (−1) , as opposed to the reciprocal of a real-valued function g, or the inverse of a matrix A, which are denoted g −1 and A−1 , respectively. Let A be a matrix. Then At denotes the transpose matrix of A and Aij denotes the (i, j)-entry of A. Let D ⊆ Rn . Then clD denotes the closure of D and ∂D denotes the boundary of D. We also set D− ≡ Rn \ clD .



(2.1)



For all R > 0, x ∈ Rn , xj denotes the j-th coordinate of x, |x| denotes the Euclidean modulus of x in Rn , and Bn (x, R) denotes the ball {y ∈ Rn : |x − y| < R}. Let Ω be an open subset of Rn . The space of m times continuously differentiable real-valued functions on Ω is denoted by C m (Ω, R), or more simply by C m (Ω). D(Ω) denotes the space of functions of C ∞ (Ω) with compact support. The dual D0 (Ω) denotes the space r of distributions in Ω. Let r ∈ N \ {0}. Let f ∈(C m(Ω)) . The s-th component of f is denoted fs , and Df denotes the jacobian matrix



|η|



∂fs ∂xl



s=1,...,r, . l=1,...,n



Let η ≡ (η1 , . . . , ηn ) ∈ Nn ,



f The subspace of C m (Ω) of those |η| ≡ η1 + · · · + ηn . Then Dη f denotes ∂xη∂1 ...∂x ηn . n 1 functions f whose derivatives Dη f of order |η| ≤ m can be extended with continuity to clΩ is denoted C m (clΩ). The subspace of C m (clΩ) whose functions have m-th order derivatives that are H¨ older continuous with exponent α ∈]0, 1] is denoted C m,α (clΩ) (cf. e.g., Gilbarg and Trudinger [16].) The subspace of C m (clΩ) of those functions f such that f|cl(Ω∩Bn (0,R)) ∈ m,α C m,α (cl(Ω ∩ Bn (0, R))) for all R ∈]0, +∞[ is denoted Cloc (clΩ). Let D ⊆ Rr . Then r m,α m,α C (clΩ, D) denotes {f ∈ (C (clΩ)) : f (clΩ) ⊆ D}. Now let Ω be a bounded open subset of Rn . Then C m (clΩ) and C m,α (clΩ) are endowed with their usual norm and are well known to be Banach spaces (cf. e.g., Troianiello [37, §1.2.1].) We say that a bounded open subset Ω of Rn is of class C m or of class C m,α , if clΩ is a manifold with boundary imbedded in Rn of class C m or C m,α , respectively (cf. e.g., Gilbarg and Trudinger [16, §6.2].) We denote by νΩ the outward unit normal to ∂Ω. For standard properties of functions in Schauder spaces, we refer the reader to Gilbarg and Trudinger [16] and to Troianiello [37] (see also [22, §2, Lem. 3.1, 4.26, Thm. 4.28], [25, §2].) If M is a manifold imbedded in Rn of class C m,α , with m ≥ 1, α ∈]0, 1[, one can define the Schauder spaces also on M by exploiting the local parametrizations. In particular, one can consider the spaces C k,α (∂Ω) on ∂Ω for 0 ≤ k ≤ m with Ω a bounded open set of
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class C m,α , and the trace operator from C k,α (clΩ) to C k,α (∂Ω) is linear and continuous. We denote by dσ the area element of a manifold imbedded in Rn . We retain the standard notation for the Lebesgue space Lp (M ) of p-summable functions. Also, if X is a vector subspace of L1 (∂Ω), we find convenient to set   Z X0 ≡ f ∈ X : f dσ = 0 . (2.2) ∂Ω



We note that throughout the paper “analytic” function or operator means always “real analytic” function or operator, respectively. For the definition and properties of analytic operators, we refer to Prodi and Ambrosetti [35, p. 89]. In particular, we mention that the pointwise product in Schauder spaces is bilinear and continuous, and thus analytic, and that the map which takes a nonvanishing function to its reciprocal, or an invertible matrix of functions to its inverse matrix is real analytic in Schauder spaces (cf. e.g., [25, pp. 141, 142].) We set δi,j = 1 if i = j, δi,j = 0 if i 6= j for all i, j = 1, . . . , n. If Ω is an arbitrary open subset of Rn , k ∈ N, β ∈]0, 1], we set Cbk (clΩ) ≡ {u ∈ C k (clΩ) : Dγ u is bounded ∀γ ∈ Nn such that |γ| ≤ k} , and we endow Cbk (clΩ) with its usual norm X kukCbk (clΩ) ≡ sup |Dγ u(x)| |γ|≤k



x∈clΩ



∀u ∈ Cbk (clΩ) .



Then we set Cbk,β (clΩ) ≡ {u ∈ C k,β (clΩ) : Dγ u is bounded ∀γ ∈ Nn such that |γ| ≤ k} , and we endow Cbk,β (clΩ) with its usual norm kukC k,β (clΩ) ≡



X



b



|γ|≤k



sup |Dγ u(x)| + x∈clΩ



X



|Dγ u : clΩ|β



∀u ∈ Cbk,β (clΩ) ,



|γ|=k



where |Dγ u : clΩ|β denotes the β-H¨older constant of Dγ u. Next we turn to periodic domains. If Ω is an arbitrary subset of Rn such that clΩ ⊆ Q, then we set [ S[Ω] ≡ (qz + Ω) = qZn + Ω , −



S[Ω]



z∈Zn n



≡ R \ clS[Ω] .



If Ω is an open subset of Rn such that clΩ ⊆ Q and if k ∈ N, β ∈]0, 1], then we set  Cqk (clS[Ω]) ≡ u ∈ Cbk (clS[Ω]) : u is q − periodic , which we regard as a Banach subspace of Cbk (clS[Ω]), and n o Cqk,β (clS[Ω]) ≡ u ∈ Cbk,β (clS[Ω]) : u is q − periodic ,
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which we regard as a Banach subspace of Cbk,β (clS[Ω]), and  Cqk (clS[Ω]− ) ≡ u ∈ Cbk (clS[Ω]− ) : u is q − periodic , which we regard as a Banach subspace of Cbk (clS[Ω]− ), and n o Cqk,β (clS[Ω]− ) ≡ u ∈ Cbk,β (clS[Ω]− ) : u is q − periodic , which we regard as a Banach subspace of Cbk,β (clS[Ω]− ). Since



n X



−1 (2πiqjj zj )2 = −



j=1



n X



−1 4π 2 (qjj zj )2 6= 0



∀z ∈ Zn \ {0} ,



j=1



the Laplace operator is well known to have a {0}-analog of a q-periodic fundamental solution, i.e., a q-periodic tempered distribution Sq,n such that X 1 , ∆Sq,n = δqz − meas(Q) n z∈Z



where δqz denotes the Dirac measure with mass in qz. As is well known, Sq,n is determined up to an additive constant, and we can take X −1 1 e2πi(q z)·x in D0 (Rn ) , Sq,n (x) = − 2 −1 2 meas(Q)4π |q z| n z∈Z \{0}



(cf. e.g., Ammari and Kang [1, p. 53], Berdichevski˘ı [5], Poulton, Botten, McPhedran, and Movchan [34], Weil [39], [23, §3].) Since −(Zn \ {0}) = Zn \ {0}, the function Sq,n is even. Moreover, Sq,n is real analytic in Rn \ qZn and is locally integrable in Rn (cf. e.g., [23, §3].) Let Sn be the function from Rn \ {0} to R defined by  1 ∀ξ ∈ Rn \ {0}, if n = 2 , sn log |ξ| Sn (ξ) ≡ 1 2−n n |ξ| ∀ξ ∈ R \ {0}, if n > 2 , (2−n)sn where sn denotes the (n − 1) dimensional measure of ∂Bn . Sn is well-known to be the fundamental solution of the Laplace operator. Then the function Sq,n − Sn is analytic in (Rn \ qZn ) ∪ {0} (cf. e.g., Ammari and Kang [1, Lemma 2.39, p. 54].) Then we find convenient to set Rn ≡ Sq,n − Sn



in (Rn \ qZn ) ∪ {0} ,



(2.3)



(see also Berlyand and Mityushev [6].) Clearly, Rn (x − y) is real analytic when (x, y) is in a neighborhood of the diagonal of Rn × Rn . Let I be a bounded open connected subset of Rn of class C 1,α for some α ∈]0, 1[. If H is any of the functions Sq,n , Rn and clI ⊆ Q or if H equals Sn , we set Z v[∂I, H, µ](x) ≡ H(x − y)µ(y) dσy ∀x ∈ Rn , ∂I Z ∂ w[∂I, H, µ](x) ≡ H(x − y)µ(y) dσy ∀x ∈ Rn , ∂ν I (y) ∂I Z ∂ w∗ [∂I, H, µ](x) ≡ H(x − y)µ(y) dσy ∀x ∈ ∂I , ∂ν (x) I ∂I 6



for all µ ∈ L2 (∂I). As is well known, if µ ∈ C 0 (∂I), then v[∂I, Sq,n , µ] and v[∂I, Sn , µ] are continuous in Rn , and we set v − [∂I, Sq,n , µ] ≡ v[∂I, Sq,n , µ]|clS[I]−



v + [∂I, Sq,n , µ] ≡ v[∂I, Sq,n , µ]|clS[I]



v − [∂I, Sn , µ] ≡ v[∂I, Sn , µ]|clI− .



v + [∂I, Sn , µ] ≡ v[∂I, Sn , µ]|clI



Also, if µ is continuous, then w[∂I, Sq,n , µ]|S[I] admits a continuous extension to clS[I], which we denote by w+ [∂I, Sq,n , µ] and w[∂I, Sq,n , µ]|S[I]− admits a continuous extension to clS[I]− , which we denote by w− [∂I, Sq,n , µ] (cf. e.g., [23, §3].) Similarly, w[∂I, Sn , µ]|I admits a continuous extension to clI, which we denote by w+ [∂I, Sn , µ] and w[∂I, Sn , µ]|I− admits a continuous extension to clI− , which we denote by w− [∂I, Sn , µ] (cf. e.g., Miranda [30], [25, Thm. 3.1].)
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Preliminaries on linear problems



Before we turn to the analysis of the nonlinear problem, we briefly analyze a linear problem which will turn to be important later. For the sake of completeness we include a proof (see also [12, Thm. 2.2].) Proposition R3.1 Let m ∈ N \ {0}, α ∈]0, 1[. Let Ω be as in (1.2). Let b ∈ C m−1,α (∂Ω), b ≤ 0 on ∂Ω, ∂Ω b dσ < 0. Then for each g ∈ C m−1,α (∂Ω), the integral equation 1 µ + w∗ [∂Ω, Sn , µ] + bv[∂Ω, Sn , µ] + bc = g 2



on ∂Ω ,



(3.2)



has a unique solution (µ, c) ∈ C m−1,α (∂Ω)0 × R (cf. (2.2).) Proof. Let Jb be the operator from L2 (∂Ω) to itself defined by Jb [µ] ≡



1 µ + w∗ [∂Ω, Sn , µ] + bv[∂Ω, Sn , µ] 2



∀µ ∈ L2 (∂Ω) .



Since the singularity of the kernels of the integral operators associated to w∗ [∂Ω, Sn , ·], v[∂Ω, Sn , ·] are weak, the operator Jb is a compact perturbation of the identity and thus a Fredholm operator of index zero. Next we note that the map J from L2 (∂Ω)0 × R to L2 (∂Ω) defined by J[µ, c] ≡ Jb [µ] + bc ∀(µ, c) ∈ L2 (∂Ω)0 × R , can be written in the form J = J1 ◦ J2 ◦ J3 , where J1 is the operator from L2 (∂Ω) × R to L2 (∂Ω) which takes a pair (f, c) to the function f + bc, and J2 is the operator from L2 (∂Ω) × R to itself which takes a pair (µ, c) to the pair (Jb [µ], c), and J3 is the imbedding of L2 (∂Ω)0 × R into L2 (∂Ω) × R. Then we can easily verify that J1 , J2 , J3 are Fredholm operators of index 1, 0, −1, respectively. Then the composite operator J is of index zero. We want to show that J is an isomorphism. Then it suffices to show that J is injective. Thus we now assume that (µ, c) ∈ L2 (∂Ω)0 × R satisfies equality Jb [µ] + bc = 0 ,



(3.3)



and we show that (µ, c) = (0, 0). By classical regularity theory, we know that µ ∈ C m−1,α (∂Ω) (cf. e.g., [21, Thm. 5.1].) By integrating equality (3.3) and by exploiting the known equality Z 1 ∂ Sn (t − s) dσs = ∀t ∈ ∂Ω , ∂ν (s) 2 Ω ∂Ω 7



we easily deduce that



R ∂Ω



R bv[∂Ω, Sn , µ] dσ + ∂Ω bc dσ = 0, and thus that R bv[∂Ω, Sn , µ] dσ c = − ∂Ω R . b dσ ∂Ω



(3.4)



Now to shorten our notation, we set v ≡ v[∂Ω, Sn , µ], v ± ≡ v ± [∂Ω, Sn , µ]. By (3.3), we have ∂v − + bv − + bc = 0 ∂νΩ



on ∂Ω .



By multiplying both hand sides of such an equality by v − and by integrating on ∂Ω, we obtain Z Z Z ∂v − v− dσ + b(v − )2 dσ + c bv − dσ = 0 . (3.5) ∂νΩ ∂Ω ∂Ω ∂Ω Next we choose R > 0 such that clΩ ⊆ Bn (0, R), and we note that Z Z Z − ∂v − − − ∂v dσ = |Dv − (x)|2 dx . dσ + v − v ∂νΩ ∂νBn (0,R) Bn (0,R)\clΩ ∂Bn (0,R) ∂Ω R Since ∂Ω µ dσ = 0, standard decay properties of the single layer potential at infinity imply that Z ∂v − lim v− dσ = 0 , R→∞ ∂B (0,R) ∂νBn (0,R) n (cf. e.g., Folland [15, pp. 114, 129, Lem. 3.31].) Then we obtain Z Z − − ∂v − v dσ = |Dv − (x)|2 dx . ∂νΩ ∂Ω Ω− Hence, (3.5) implies that Z Z |Dv − (x)|2 dx = Ω−



b(v − )2 dσ + c



∂Ω



Z



bv − dσ .



(3.6)



∂Ω



Next we show that the right hand side of (3.6) is less or equal to zero. Since b ≤ 0 on ∂Ω, the H¨ older inequality implies that Z 2 Z 2 − 1/2 1/2 − −bv dσ = (−b) (−b) v dσ ∂Ω ∂Ω Z  Z  − 2 ≤ −b dσ −b(v ) dσ . ∂Ω



Since −



R ∂Ω



∂Ω



b dσ > 0, we have R



−bv − dσ −b dσ ∂Ω



∂Ω R



2



Z ≤



−b(v − )2 dσ ,



∂Ω



and thus (3.4) implies that Z



b(v − )2 dσ + c



∂Ω



Z ∂Ω
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bv − dσ ≤ 0 .



Then equality (3.6) implies that Dv − = 0 in Ω− . Since Ω− is connected, v − isR constant in Ω− and thus standard decay properties of single layer potentials and condition ∂Ω µ dσ = 0 + − imply that v − = 0 (cf. e.g., Folland [15, pp. 114, 129, Lem. 3.31].) Then v|∂Ω = v|∂Ω =0 + on ∂Ω and accordingly v = 0 in clΩ by the Maximum Principle. Then standard jump properties of the normal derivative of a single layer potential imply that µ=



∂v − ∂v + − =0 ∂νΩ ∂νΩ



on ∂Ω ,



and accordingly c = 0. Since J is injective and Fredholm of index zero, J is an isomorphism from L2 (∂Ω)0 × R onto L2 (∂Ω). Then classical Schauder Regularity Theory implies that if g ∈ C m−1,α (∂Ω), and (µ, c) ∈ L2 (∂Ω)0 × R, and Jb [µ] + bc = g , then µ ∈ C m−1,α (∂Ω) (cf. e.g., [21, Thm. 5.1].) Hence, J is a continuous bijection from C m−1,α (∂Ω)0 × R onto C m−1,α (∂Ω) and the proof is complete. 2 Next we introduce the following probably known Lemma. Lemma 3.7 Let m ∈ N \ {0}, α ∈]0, 1[. Let Ω be a bounded open connected subset of Rn of class C m,α with Rn \ clΩ connected and such that clΩ ⊆ Q. Then the map from C m−1,α (∂Ω)0 × R to the Banach subspace of Cqm,α (clS[Ω]− ) of those functions which are harmonic in S[Ω]− , which takes a pair (µ, c) to v − [∂Ω, Sq,n , µ]+c is a linear homeomorphism. Proof. By the Open Mapping Theorem, it suffices to show that the map in question is a bijection. If (µ, c) ∈ C m−1,α (∂Ω)0 × R, then v − [∂Ω, Sq,n , µ] + c belongs to Cqm,α (clS[Ω]− ) and is harmonic in S[Ω]− (cf. e.g., [23, §3].) If v − [∂Ω, Sq,n , µ] + c = 0 in clS[Ω]− , then 1 2 µ + w∗ [∂Ω, Sq,n , µ] = 0 on ∂Ω and thus Proposition 7.9 (i) of the Appendix implies that µ = 0. Hence, c = −v − [∂Ω, Sq,n , µ] = 0. Finally, if u ∈ Cqm,α (clS[Ω]− ) is harmonic in S[Ω]− , ∂u then ∂ν ∈ C m−1,α (∂Ω). By the Fredholm Theory and by Proposition 7.9 of the Appendix, Ω equation ∂u 1 = µ + w∗ [∂Ω, Sq,n , µ] on ∂Ω , ∂νΩ 2 has exactly one solution µ ∈ L2 (∂Ω). By Theorem 7.5 (i) of theR Appendix, we µ∈ R have ∂u ∂u C m−1,α (∂Ω). Since u is harmonic in Q\clΩ ⊆ S[Ω]− , we must have ∂Ω ∂ν dσ = dσ. ∂Q ∂νQ Ω R R ∂u ∂u Since u is periodic, we have ∂Q ∂νQ dσ = 0 and thus ∂Ω ∂νΩ dσ = 0. Accordingly, Lemma   meas(Ω) R 7.1 of the Appendix and the parity of Sq,n imply that 0 = 1 − meas(Q) µ dσ. Next we ∂Ω note that Z 1 ∆(u − v − [∂Ω, Sq,n , µ]) = µ dσ = 0 in S[Ω]− , meas(Q) ∂Ω and that ∂ν∂Ω (u − v − [∂Ω, Sq,n , µ]) = 0. Then Theorem 7.8 (ii) of the Appendix implies that there exists c ∈ R such that u − v − [∂Ω, Sq,n , µ] = c. 2
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Formulation of the problem in terms of integral equations



Now let G ∈ C 0 (∂Ω × R). We denote by TG the (nonlinear) composition operator from C 0 (∂Ω) to itself which maps v ∈ C 0 (∂Ω) to the function TG [v] defined by TG [v](t) ≡ G(t, v(t))



∀t ∈ ∂Ω .



Then we transform our nonlinear boundary value problem into a problem for integral equations by means of the following statement, which shows the existence of a one to one correspondence between the solutions of problem (1.5) and the pairs (µ, c) which solve the integral equation (4.2) below. We also note that in general both problem (1.5) and equation (4.2) may have one or more solutions, or even no solution at all. Theorem 4.1 Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.2). Let 0 ∈]0, +∞[ be as in (1.3). Let G ∈ C 0 (∂Ω × R) be such that TG maps C m−1,α (∂Ω) to itself. Let γ be a map from ]0, 0 [ to ]0, +∞[. Then the map from the set of (µ, c) ∈ C m−1,α (∂Ωp, )0 × R which satisfy equation 1 − µ(x) − w∗ [∂Ωp, , Sq,n , µ](x) 2 1 = G((x − p)/, v[∂Ωp, , Sq,n , µ](x) + c) γ()



(4.2) ∀x ∈ ∂Ωp, ,



to the set of solutions u ∈ Cqm,α (clS[Ωp, ]− ) of problem (1.5), which takes a pair (µ, c) to v − [∂Ωp, , Sq,n , µ] + c is a bijection. Proof. By Lemma 3.7, it suffices to show that a pair (µ, c) ∈ C m−1,α (∂Ωp, )0 × R satisfies (4.2) if and only if v − [∂Ωp, , Sq,n , µ] + c satisfies the boundary condition of problem (1.5). Such an equivalence follows by classical jump formulas for periodic single layer potentials (cf. e.g., [23, §3].) 2 We note that we have not formulated any regularity assumption on the function γ in the statement of Theorem 4.1. Indeed, Theorem 4.1 is a statement which holds for any fixed  ∈]0, 0 [, and accordingly γ() plays the role of a fixed constant in the proof. The integral equation in (4.2) is defined on the -dependent domain ∂Ωp, . In order to get rid of such a dependence, we introduce the following theorem, in which we properly rescale the restriction of the unknown function to ∂Ωp, . Theorem 4.3 Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.2). Let 0 ∈]0, +∞[ be as in (1.3). Let G ∈ C 0 (∂Ω × R) be such that TG maps C m−1,α (∂Ω) to itself. Let γ be a map from ]0, 0 [ to ]0, +∞[. Let  ∈]0, 0 [. Then the map u [·, ·] from the set of (θ, c) ∈ C m−1,α (∂Ω)0 × R which satisfy the equation Z 1 DSn (t − s)νΩ (t)θ(s) dσs (4.4) − θ(t) − 2 ∂Ω Z − DRn ((t − s))νΩ (t)θ(s) dσs n−1  ∂Ω  Z  n−1 = G t, v[∂Ω, Sn , θ](t) + Rn ((t − s))θ(s) dσs +c , γ() γ() ∂Ω 10



for all t ∈ ∂Ω, to the set of solutions u ∈ Cqm,α (clS[Ωp, ]− ) of problem (1.5), which takes a pair (θ, c) to the function u [θ, c](x) ≡ v − [∂Ωp, , Sq,n , µ](x) + c Z n−1 Sq,n (x − p − s)θ(s) dσs + c = γ() ∂Ω with µ(x) ≡



1 θ((x − p)/) γ()



(4.5) ∀x ∈ clS[Ωp, ]− ,



∀x ∈ ∂Ωp, ,



(4.6)



is a bijection. Proof. The statement follows by (4.6), and by the rule of change of variables Rin integrals, and by Theorem 4.1. In particular, we note that if θ ∈ C m−1,α (∂Ω)0 , we have ∂Ω θ dσ = 0 and v[∂Ωp, , Sn , µ](p + t) Z δ2,n  log    v[∂Ω, Sn , θ](t) + θ dσ = v[∂Ω, Sn , θ](t) , = γ() 2π γ() ∂Ω γ() for all t ∈ ∂Ω. Here we note that if t ∈ ∂Ω, then p + t ∈ p + ∂Ω = ∂Ωp, .



2



By Theorem 4.3, we are reduced to analyze equation (4.4). We emphasize that under the assumptions of Theorem 4.3, equation (4.4) may have either one or more solutions or even 1 no solution at all. We also note that equation (4.4) contains the singular term γ() . We note  however that under assumption (1.6), the term γ() has a limit in R. Then we find convenient  to recast equation (4.4) into a form where the term γ() appears as an independent variable. To do so, we introduce the operator Λ from ] − 0 , 0 [×R × C m−1,α (∂Ω)0 × R to C m−1,α (∂Ω) defined by Λ[, 1 , θ, c](t) (4.7) Z 1 DSn (t − s)νΩ (t)θ(s) dσs ≡ θ(t) + 2 ∂Ω Z + DRn ((t − s))νΩ (t)θ(s) dσs n−1 ∂Ω   Z n−2 +G t, v[∂Ω, Sn , θ](t)1 + Rn ((t − s))θ(s) dσs  1 + c ∀t ∈ ∂Ω, ∂Ω



for all (, 1 , θ, c) ∈] − 0 , 0 [×R × C m−1,α (∂Ω)0 × R, and we note that equation (4.4) can be rewritten as  Λ[, , θ, c] = 0 . (4.8) γ() Now equation (4.8) does not make sense for  = 0, but we can consider the equation Λ[, 1 , θ, c] = 0 .



(4.9)



around (, 1 ) = (0, γm ), and equation (4.9) makes perfectly sense if  = 0,



1 = γm . 11



(4.10)



 Then we turn to analyze equation (4.9). By Theorem 4.3, we already know that if 1 = γ() and  ∈]0, 0 [, then equation (4.9) is equivalent to problem (1.5). Now we consider equation (4.9) under condition (4.10). We do so by means of the following.



Theorem 4.11 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.2). Let 0 ∈]0, +∞[ be as in (1.3). Let G ∈ C 0 (∂Ω × R) be such that TG maps C m−1,α (∂Ω) to itself. Let γ be a map from ]0, 0 [ to ]0, +∞[ such that (1.6) holds. Let Λ be as in (4.7). The map from the set of (θ, c) ∈ C m−1,α (∂Ω)0 × R which satisfy the equation Λ[0, γm , θ, c] = 0



(4.12)



m,α to the set of solutions (u, c) ∈ Cloc (Rn \ Ω) × R of the ‘limiting boundary value problem’



 ∆u = 0 in Rn \ clΩ ,    − ∂u (t) = G(t, γ u(t) + c) ∀t ∈ ∂Ω , m R ∂νΩ∂u dσ = 0 ,    ∂Ω ∂νΩ limx→∞ u(x) = 0 ,



(4.13)



which takes (θ, c) to (v − [∂Ω, Sn , θ], c) is a bijection. Proof. If (θ, c) ∈ C m−1,α (∂Ω)0 × R, then standard regularity properties of the single layer potential (cf. e.g., Miranda [30], [25, Thm. 3.1]) and the well known equality Z 1 ∂ Sn (t − s) dσs = ∀t ∈ ∂Ω , 2 ∂Ω ∂νΩ (s) m,α imply that v − [∂Ω, Sn , θ] ∈ Cloc (Rn \ Ω) is harmonic in Rn \ clΩ, and that Z Z ∂ − v [∂Ω, Sn , θ] dσ = θ dσ = 0 , ∂Ω ∂νΩ ∂Ω



and that limx→∞ v − [∂Ω, Sn , θ](x) = 0. Then equality (4.12) implies that the boundary condition in (4.13) holds. m,α Conversely, if (u, c) ∈ Cloc (Rn \Ω)×R satisfies (4.13), then our assumption on G implies that the function g(t) ≡ G(t, γm u(t) + c) ∀t ∈ ∂Ω , defines an element of C m−1,α (∂Ω). Moreover, the second and third conditions in (4.13) imply that Z Z ∂u dσ = 0 . g dσ = − ∂ν Ω ∂Ω ∂Ω Finally, the equation 1 − θ − w∗ [∂Ω, Sn , θ] = g 2



on ∂Ω ,



(4.14)



has a unique solution θ ∈ L2 (∂Ω) (cf. e.g., Folland [15, p. 138].) Then classical Schauder regularity theory implies that θ ∈ C m−1,α (∂Ω) (cf. e.g., [21, Thm. 5.1].) By integrating both hand sides of (4.14) and by exploiting the well known equality w[∂Ω, Sn , 1] = 1/2 on ∂Ω, one obtains Z Z −



θ dσ = ∂Ω



g dσ = 0 . ∂Ω
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Hence, both u and v − [∂Ω, Sn , θ] satisfy the exterior Neumann boundary value problem  in Rn \ clΩ ,  ∆u = 0 ∂u − (t) = g(t) ∀t ∈ ∂Ω , (4.15)  ∂νΩ limx→∞ u(x) = 0 , and accordingly, u = v − [∂Ω, Sn , θ]. Thus equation (4.14) implies that (θ, c) satisfies (4.12). Finally, if (θ1 , c1 ), (θ2 , c2 ) ∈ C m−1,α (∂Ω)0 ×R satisfy equation (4.12) and if (v − [∂Ω, Sn , θ1 ], c1 ) = (v − [∂Ω, Sn , θ2 ], c2 ), then obviously c1 = c2 and 1 ∂ − θ1 + w∗ [∂Ω, Sn , θ1 ] = v [∂Ω, Sn , θ1 ] 2 ∂νΩ ∂ − 1 = v [∂Ω, Sn , θ2 ] = θ2 + w∗ [∂Ω, Sn , θ2 ] , ∂νΩ 2 2



and thus θ1 = θ2 (cf. e.g., Folland [15, Prop. 3.37].)



We note that if n = 2 and u satisfies the first and fourth conditions of (4.13), then standard decay properties of the gradient of a harmonic function at infinity imply that Z Z ∂u ∂u dσ = 0 , dσ = lim − R→∞ ∂ν ∂ν Ω Bn (0,R) ∂Bn (0,R) ∂Ω and that accordingly the third condition of (4.13) holds (cf. e.g., Folland [15, p. 114].) We now turn to analyze equation (4.9) by means of the following. Theorem 4.16 Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.2). Let G ∈ C 0 (∂Ω × R) be such that TG is real analytic in C m−1,α (∂Ω) .



(4.17)



Let 0 ∈]0, +∞[ be as in (1.3). Let γ be a map from ]0, 0 [ to ]0, +∞[ such that (1.6) holds. m,α Let (˜ u, c˜) ∈ Cloc (Rn \Ω)×R be a solution of the limiting boundary value problem (4.13). ˜ c˜) is the unique solution of equation (4.12) in C m−1,α (∂Ω)0 × R such Let θ˜ be such that (θ, − ˜ (see Theorem 4.11.) Let G be the map from ∂Ω to R defined by that u ˜ = v [∂Ω, Sn , θ] ˜ G(t) ≡ Dξ G(t, v[∂Ω, Sn , θ](t)γ ˜) m+c



∀t ∈ ∂Ω ,



(4.18)



where Dξ G denotes the partial derivative of G with respect to its last variable. If γm = 0, we assume that Z G dσ 6= 0 . (4.19) ∂Ω



If γm 6= 0, we assume that Z G≤0



G dσ < 0 .



on ∂Ω ,



(4.20)



∂Ω



Then there exist 0 ∈]0, 0 [ and an open neighborhood Uγm of γm in R, and an open neighbor˜ c˜) in C m−1,α (∂Ω)0 × R, and a real analytic operator (Θ, C) from ] − 0 , 0 [×Uγ hood V of (θ, m to V such that  ∈ Uγm ∀ ∈]0, 0 [ (4.21) γ() 13



holds, and such that the set of zeros of Λ in ] − 0 , 0 [×Uγm × V coincides with the graph of (Θ, C). In particular, ˜ c˜) . (Θ[0, γm ], C[0, γm ]) = (θ, (4.22) Here Θ[0, γm ] denotes the function Θ computed at the pair (0, γm ) and C[0, γm ] denotes the function C computed at the pair (0, γm ). Proof. We plan to apply the Implicit Function Theorem to equation (4.9) around the point ˜ c˜). By assumption (4.17) and by standard properties of integral operators with (0, γm , θ, real analytic kernels and with no singularity, and by classical mapping properties of layer potentials (cf. [24, §4], Miranda [30], [25, Thm. 3.1]), we conclude that Λ is real analytic. ˜ c˜), we have Λ[0, γm , θ, ˜ c˜] = 0. By standard calculus in Banach space By definition of (θ, ˜ c˜) with respect to the (see also [21, Prop. 6.3]), the differential of Λ at the point (0, γm , θ, variables (θ, c) is delivered by the formula ˜ c˜](θ, c) ∂(θ,c) Λ[0, γm , θ, 1 = θ + w∗ [∂Ω, Sn , θ] + G · (γm v[∂Ω, Sn , θ] + c) 2



(4.23)



˜ c˜] is a linear homeomorfor all (θ, c) ∈ C m−1,α (∂Ω)0 ×R. We now prove that ∂(θ,c) Λ[0, γm , θ, m−1,α m−1,α phism from C (∂Ω)0 × R onto C (∂Ω). By the Open Mapping Theorem, it suffices ˜ c˜] is a bijection from C m−1,α (∂Ω)0 × R onto C m−1,α (∂Ω). Let to show that ∂(θ,c) Λ[0, γm , θ, f ∈ C m−1,α (∂Ω). We must show that there exists a unique (θ, c) ∈ C m−1,α (∂Ω)0 × R such that ˜ c˜](θ, c) = f . ∂(θ,c) Λ[0, γm , θ, (4.24) We consider separately cases γm = 0 and γm 6= 0. If γm 6= 0, we have γm > 0 and assumption (4.20) and Proposition 3.1 imply the existence and uniqueness of (θ, c). We now consider case γm = 0. We note that if (θ, c) in C m−1,α (∂Ω)0 × R satisfies equation (4.24), then we can integrate both hand sides of (4.24) and exploit equalities Z Z ∂ 1 Sn (t − s) dσt = ∀s ∈ ∂Ω , θ dσ = 0 , 2 ∂Ω ∂νΩ (t) ∂Ω and obtain



Z



Z Dξ G(t, c˜) dσt c = ∂Ω



f dσ . ∂Ω



Hence, c must be delivered by the formula R



c= R



f dσ ∂Ω , D G(t, c˜) dσt ∂Ω ξ



and accordingly θ is the only solution of class C m−1,α (∂Ω) of the equation R f dσ 1 ∂Ω θ(·) + w∗ [∂Ω, Sn , θ](·) = f (·) − Dξ G(·, c˜) R 2 D G(t, c˜) dσt ξ ∂Ω



(4.25)



(4.26)



(cf. e.g., Folland [15, p. 138], [21, Thm. 5.1].) In particular, there exists at most one solution (θ, c) ∈ C m−1,α (∂Ω)0 × R of equation (4.24). 14



On the other hand, if c is as in (4.25) and if θ ∈ C m−1,α (∂Ω) is the only solution of (4.26), then by integrating R both hand sides of (4.26), and by exploiting equality w[∂Ω, Sn , 1] = 1/2 on ∂Ω, we obtain ∂Ω θ dσ = 0, and (θ, c) satisfies equation (4.24). Then the existence of 0 , Uγm , V, Θ, C as in the statement follows by the Implicit Function Theorem for real analytic maps in Banach spaces (cf. e.g., Prodi and Ambrosetti [35, Thm. 11.6].) 2 Then we are ready to introduce our family of solutions of problem (1.5). Definition 4.27 Let the assumptions of Theorem 4.16 hold. Let u [·, ·] be as in Theorem 4.3. Then we set u(, t) ≡ u [Θ[,



  ], C[, ]](t) γ() γ()



∀t ∈ clS[Ωp, ]− ,



for all  ∈]0, 0 [. By Theorems 4.3, 4.16, the function u(, ·) solves problem (1.5) for each  ∈]0, 0 [. In the next section, we analyze the behaviour of the family {u(, ·)}∈]0,0 [ .
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A functional analytic representation theorem for the family {u(, ·)}∈]0,0 [ and for its energy integral



The following statement answers questions (j), (jj) addressed in the introduction. Theorem 5.1 Let the assumptions of Theorem 4.16 hold. Then there exists a real analytic operator U from ] − 0 , 0 [×Uγm to R such that U [0, γm ] = c˜ ,



(5.2)



and such that the following statements hold. ˜ be an open subset of Rn with positive distance from p + qZn . Then there exist (i) Let Ω ∗Ω˜ ∈]0, 0 [ such that ˜ ⊆ S[Ωp, ]− Ω ∀ ∈ [−∗Ω˜ , ∗Ω˜ ] , and Ω˜ ∈]0, ∗Ω˜ [ such that clS[Ωp,∗˜ ]− ⊆ S[Ωp, ]− for all  ∈ [−Ω˜ , Ω˜ ], and a real Ω 1 from ] − Ω˜ , Ω˜ [×Uγm to the space Cqm,α (clS[Ωp,∗˜ ]− ) such analytic operator US[Ω − p,∗ ] Ω



˜ Ω



that u(, t) = n−1



   1 US[Ω [, ](t) + U [, ] ∗ ]− p, γ() γ() γ() ˜ Ω



∀t ∈ clS[Ωp,∗˜ ]− , Ω



(5.3)



for all  ∈]0, Ω˜ [. Moreover, Z



˜ dσs = −DSq,n (t − p) sθ(s) ∂Ω Z = DSq,n (t − p) sG(s, γm u ˜(s) + c˜) dσs ∂Ω Z +DSq,n (t − p) νΩ (s)˜ u(s) dσs ,



1 US[Ω − [0, γm ](t) p,∗ ] ˜ Ω



∂Ω



for all t ∈ clS[Ωp,∗˜ ]− . Ω
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(5.4)



˜ be an open subset of Rn \ clΩ. Then there exist  ˜ ∈]0, 0 [ and a real analytic (ii) Let Ω Ω,r m,α ˜ such that map UΩ˜1,r from ] − Ω,r (clΩ) ˜ , Ω,r ˜ [×Uγm to C ˜ ⊆ clS[Ωp, ]− p + clΩ ∀ ∈] − Ω,r ˜ , Ω,r ˜ [\{0} ,    1,r ˜, u(, p + t) = U [, ](t) + U [, ] ∀t ∈ clΩ γ() Ω˜ γ() γ()



(5.5)



for all  ∈]0, Ω,r ˜ [. Moreover, UΩ˜1,r [0, γm ](t) = u ˜(t)



˜. ∀t ∈ clΩ



(5.6)



Proof. We first prove statement (i). Let ∗Ω˜ , Ω˜ be as in Lemma 7.10 (i) of the Appendix. By Definition 4.27 of u(, ·), we have Z n−1   u(, t) = Sq,n (t − p − s)Θ[, ](s) dσs + C[, ] ∀t ∈ clS[Ωp,∗˜ ]− , Ω γ() ∂Ω γ() γ() for all  ∈]0, Ω˜ [ (see also (4.5).) Then we note that if  ∈ [−Ω˜ , Ω˜ ], then ∂S[Ωp, ] ∩ clS[Ωp,∗˜ ]− = ∅. Next we observe that if t ∈ clS[Ωp,∗˜ ]− , then t − p − βs does not belong to Ω Ω qZn for any s ∈ ∂Ω,  ∈] − Ω˜ , Ω˜ [, β ∈ [0, 1]. Accordingly, we can invoke the Taylor formula with integral residue and write Z 1 Sq,n (t − p − s) − Sq,n (t − p) = − DSq,n (t − p − βs)s dβ , 0



R  for all (t, s) ∈ clS[Ωp,∗˜ ]− × ∂Ω and  ∈]0, Ω˜ [. Since ∂Ω Θ[, γ() ] dσ = 0 for all  ∈]0, Ω˜ [, Ω we conclude that Z Z 1 n  u(, t) = − ](s) dσs DSq,n (t − p − βs)s dβΘ[, γ() ∂Ω 0 γ()  +C[, ] ∀t ∈ clS[Ωp,∗˜ ]− , Ω γ() for all  ∈]0, Ω˜ [. Thus it is natural to define 1 US[Ω − [, 1 ](t) p,∗ ] ˜ Ω Z Z ≡− ∂Ω



(5.7) 1



DSq,n (t − p − βs)s dβΘ[, 1 ](s) dσs



0



∀t ∈ clS[Ωp,∗˜ ]− , Ω



for all (, 1 ) ∈] − Ω˜ , Ω˜ [×Uγm , and U [, 1 ] ≡ C[, 1 ]



∀(, 1 ) ∈] − 0 , 0 [×Uγm .



(5.8)



Thus it suffices to show that the right hand side of (5.7) defines a real analytic map from R1 ] − Ω˜ , Ω˜ [×Uγm to Cqm,α (clS[Ωp,∗˜ ]− ). By the analyticity of the function 0 DSq,n (t − p − Ω βs)s dβ in the variable (t, s, ) and by standard properties of integral operators with real analytic kernels and with no singularity, the map from ]−Ω˜ , Ω˜ [×L1 (∂Ω) to Cqm,α (clS[Ωp,∗˜ ]− ) Ω R R1 which takes (, f ) to the function ∂Ω 0 DSq,n (t − p − βs)s dβf (s) dσs of the variable 16



t ∈ clS[Ωp,∗˜ ]− is real analytic (cf. e.g., [23, Lem. 7.1 (i), 7.3 (i)], [24, §3].) Since Θ is real Ω analytic from ]−Ω˜ , Ω˜ [×Uγm to C m−1,α (∂Ω)0 and since C m−1,α (∂Ω)0 is continuously imbedded into L1 (∂Ω), we conclude that the function from ] − Ω˜ , Ω˜ [×Uγm to Cqm,α (clS[Ωp,∗˜ ]− ) Ω R R1 which takes a pair (, 1 ) to the function ∂Ω 0 DSq,n (t − p − βs)s dβΘ[, 1 ](s) dσs of the variable t ∈ clS[Ωp,∗˜ ]− is real analytic. Next we turn to prove formula (5.4). Theorem 4.16 Ω ˜ Then we fix j ∈ {1, . . . , n}. By well known jump formulas for implies that Θ[0, γm ] = θ. ˜ we have the normal derivative of v[∂Ω, Sn , θ], Z ˜ dσs sj θ(s) ∂Ω Z Z ∂ − ∂ + ˜ ˜ = sj v [∂Ω, Sn , θ](s) dσs − v [∂Ω, Sn , θ](s) dσs . sj ∂νΩ ∂νΩ ∂Ω ∂Ω Then by the Green Identity, we have Z Z ∂ + ˜ ˜ v [∂Ω, Sn , θ](s) dσs = (νΩ (s))j v + [∂Ω, Sn , θ](s) dσs . sj ∂νΩ ∂Ω ∂Ω As a consequence, Z



˜ dσs = sj θ(s)



Z



∂Ω



and



Z ∂Ω



˜ dσs = − sj θ(s)



∂ sj u ˜(s) dσs − ∂ν Ω ∂Ω



Z (νΩ (s))j u ˜(s) dσs , ∂Ω



Z



Z sj G(s, γm u ˜(s) + c˜) dσs −



∂Ω



(νΩ (s))j u ˜(s) dσs . ∂Ω



Accordingly (5.4) holds. ˜ ⊆ We now consider statement (ii). By assumption, there exists R > 0 such that clΩ ∗ Bn (0, R). Then we set Ω ≡ Bn (0, R) \ clΩ. Let Ω∗ ,r be as in Lemma 7.10 (ii) of the Appendix with 1 = 0 . Then we take Ω,r ≡ Ω∗ ,r . It clearly suffices to show that UΩ1,r ∗ ˜ 1,r m,α ∗ exists and then to set UΩ˜ equal to the composition of the restriction of C (clΩ ) to ∗ ∗ ˜ with U 1,r ˜ C m,α (clΩ) . The advantage of Ω with respect to Ω is that Ω is of class C 1 and Ω∗ that accordingly C m+1 (clΩ∗ ) is continuously imbedded into C m,α (clΩ∗ ), a fact which we exploit below. R  ](s) dσs = 0, and by equality By Definition 4.27 of u(, ·) and by equality ∂Ω Θ[, γ() Sn (ξ) = 2−n Sn (ξ) + δ2,n



1 log  2π
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∀(, ξ) ∈]0, +∞[×(Rn \ {0}) ,



(5.9)



we have u(, p + t) Z n−1   = Sq,n ((t − s))Θ[, ](s) dσs + C[, ] γ() ∂Ω γ() γ() Z n−1  = Sn ((t − s))Θ[, ](s) dσs γ() ∂Ω γ() Z n−1   + Rn ((t − s))Θ[, ](s) dσs + C[, ] γ() ∂Ω γ() γ() Z   Sn (t − s)Θ[, ](s) dσs = γ() ∂Ω γ() Z n−1   + Rn ((t − s))Θ[, ](s) dσs + C[, ] γ() ∂Ω γ() γ() Z   = Sn (t − s)Θ[, ](s) dσs γ() γ() ∂Ω  Z   n−2 + Rn ((t − s))Θ[, ](s) dσs + C[, ] γ() γ() ∂Ω



∀t ∈ clΩ∗ ,



for all  ∈]0, Ω,r ˜ [ (see also (2.3), (4.5).) Thus it is natural to set UΩ1,r ∗ [, 1 ](t)



Z ≡



Sn (t − s)Θ[, 1 ](s) dσs Z +n−2 Rn ((t − s))Θ[, 1 ](s) dσs



(5.10)



∂Ω



∀t ∈ clΩ∗ ,



∂Ω − for all (, 1 ) ∈] − Ω,r ˜ , Ω,r ˜ [×Uγm . Since v [∂Ω, Sn , ·]|clΩ∗ is linear and continuous from C m−1,α (∂Ω) to C m,α (clΩ∗ ) and Θ is real analytic,R we conclude that the map from ] − m,α Ω,r (clΩ∗ ) which takes (, 1 ) to ∂Ω Sn (t − s)Θ[, 1 ](s) dσs is real ana˜ , Ω,r ˜ [×Uγm to C lytic (cf. e.g., Miranda [30], [25, Thm. 3.1].) By (7.13) of the Appendix, we have (p+clΩ∗ )∩ (∂S[Ωp, ]\Q) = ∅ for all  ∈]−Ω,r ˜ [. Then standard properties of integral operators with ˜ , Ω,r 1 real analytic kernels and with no singularity, imply that the map from ] − Ω,r ˜ , Ω,r ˜ [×L (∂Ω) R to C m+1 (clΩ∗ ) which takes (, f ) to the function ∂Ω Rn ((t − s))f (s) dσs of the variable t ∈ clΩ∗ is real analytic (cf. [24, §4].) Then by the analyticity of Θ and by the continuity of the imbedding of C m−1,α (∂Ω)0 into L1 (∂Ω), we conclude that the map from m,α ] − Ω,r (clΩ∗ ) which takes (, 1 ) to the second term in the right hand ˜ , Ω,r ˜ [×Uγm to C side of (5.10) is real analytic. Hence, UΩ1,r ∗ is real analytic. By Theorem 4.16, equality (5.6) holds. 2



6



Local uniqueness of the family {u(, ·)}∈]0,0 [



We now show by means of the following theorem that the family {u(, ·)}∈]0,0 [ is locally essentially unique.
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Theorem 6.1 Let the assumptions of Theorem 4.16 hold. If {εj }j∈N is a sequence of ]0, 0 [ converging to 0 and if {uj }j∈N is a sequence of functions such that uj ∈ Cqm,α (clS[Ωp,εj ]− ) , uj solves (1.5) for  = εj , limj→∞ uj (p + εj id∂Ω ) = γm u ˜ + c˜



(6.2) in C m−1,α (∂Ω) ,



where id∂Ω denotes the identity map in ∂Ω, then there exists j0 ∈ N such that uj (·) = u(εj , ·) for all j ≥ j0 . Proof. Since uj solves problem (1.5) and (˜ u, c˜) solves problem (4.13), Theorems 4.3 and 4.11 ensure that there exist (θj , cj ) ∈ C m−1,α (∂Ω)0 × R and θ˜ ∈ C m−1,α (∂Ω)0 such that = u[εj , θj , cj ] = v − [∂Ωεj , Sq,n , µj ] + cj ˜ u ˜ = v − [∂Ω, Sn , θ] in Rn \ Ω ,



uj



where µj (x) ≡



1 θj ((x − p)/εj ) γ(εj )



in clS[Ωp,εj ]− ,



(6.3)



∀x ∈ ∂Ωp,εj .



We now rewrite equation Λ[, 1 , θ, c] = 0 in the following form Z 1 θ(t) + DSn (t − s)νΩ (t)θ(s) dσs 2 Z∂Ω + DRn ((t − s))νΩ (t)θ(s) dσs n−1 ∂Ω   Z +G(t) v[∂Ω, Sn , θ](t)1 + 1 n−2 Rn ((t − s))θ(s) dσs + c ∂Ω   Z = −G t, v[∂Ω, Sn , θ](t)1 + Rn ((t − s))θ(s) dσs n−2 1 + c ∂Ω   Z +G(t) v[∂Ω, Sn , θ](t)1 + 1 n−2 Rn ((t − s))θ(s) dσs + c ,



(6.4)



∂Ω



for all t ∈ ∂Ω. Next we denote by N [, 1 , θ, c] and by B[, 1 , θ, c] the left and right hand side of such an equality, respectively. By our assumption of analyticity of TG , we can easily verify that the Fr´echet differential of TG at a point u ∈ C m−1,α (∂Ω) is necessarily delivered by the formula dTG [u](v) = TDξ G [u]v ∀v ∈ C m−1,α (∂Ω) , and that TDξ G [u] ∈ C m−1,α (∂Ω) (see [21, Prop. 6.3].) Then by standard properties of integral operators with real analytic kernels and with no singularity, and by standard properties of single layer potentials associated to Sn , we conclude that N is real analytic (cf. Miranda [30], [25, Thm. 3.1], [24, §4].) Next we note that N [, 1 , ·, ·] is linear for all fixed (, 1 ) ∈] − 0 , 0 [×R. Accordingly, the map from ]−0 , 0 [×R to L(C m−1,α (∂Ω)0 ×R, C m−1,α (∂Ω)) which takes (, 1 ) to N [, 1 , ·, ·] is real analytic. Here L(C m−1,α (∂Ω)0 × R, C m−1,α (∂Ω)) denotes the Banach space of linear and continuous operators from C m−1,α (∂Ω)0 × R to C m−1,α (∂Ω). We also note that ˜ c˜](·, ·) , N [0, γm , ·, ·] = ∂(θ,c) Λ[0, γm , θ,
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and that accordingly, N [0, γm , ·, ·] is a linear homeomorphism (see the proof of Theorem 4.16.) Since the set of linear homeomorphisms is open in the set of linear and continuous operators, and since the map which takes a linear invertible operator to its inverse is real analytic (cf. e.g., Hille and Phillips [18, Thms. 4.3.2 and 4.3.4]), there exists an open neighborhood W of (0, γm ) in ] − 0 , 0 [×Uγm such that the map which takes (, 1 ) to N [, 1 , ·, ·](−1) is real analytic from W to L(C m−1,α (∂Ω), C m−1,α (∂Ω)0 × R). Clearly, there exists j1 ∈ N such that εj )∈W ∀j ≥ j1 . (εj , γ(εj ) ε



Since Λ[εj , γ(εjj ) , θj , cj ] = 0, the invertibility of N [, 1 , ·, ·] and equality (6.4) guarantee that εj εj , ·, ·](−1) [B[εj , , θj , cj ]] ∀j ≥ j1 . γ(εj ) γ(εj ) R By (6.3) and by equalities (5.9) and ∂Ω θj dσ = 0, we have Z εn−1 εj j − uj (p + εj t) = v [∂Ω, Sn , θj ](t) + Rn (εj (t − s))θj (s) dσs + cj , γ(εj ) γ(εj ) ∂Ω (θj , cj ) = N [εj ,



for all t ∈ ∂Ω and j ≥ j1 . Accordingly, the previous equation can be rewritten as follows εj (θj , cj ) = N [εj , , ·, ·](−1) [−TG [uj (p + εj id∂Ω )] + uj (p + εj id∂Ω )G] ∀j ≥ j1 . γ(εj ) By the analyticity of TG , the map TG is continuous in C m−1,α (∂Ω). Then by assumption (6.2), we have lim −TG [uj (p + εj id∂Ω )] + uj (p + εj id∂Ω )G = −TG [γm u ˜ + c˜] + (γm u ˜ + c˜)G ,



j→∞



(6.5)



in C m−1,α (∂Ω). The analyticity of the map which takes (, 1 ) to N [, 1 , ·, ·](−1) implies that εj lim N [εj , , ·, ·](−1) = N [0, γm , ·, ·](−1) (6.6) j→∞ γ(εj ) in L(C m−1,α (∂Ω), C m−1,α (∂Ω)0 × R) . Since the evaluation map from L(C m−1,α (∂Ω), C m−1,α (∂Ω)0 ×R)×C m−1,α (∂Ω) to C m−1,α (∂Ω)0 × R, which takes a pair (A, v) to A[v] is bilinear and continuous, the limiting relations (6.5) and (6.6) imply that lim (θj , cj ) = N [0, γm , ·, ·](−1) [−TG [γm u ˜ + c˜] + (γm u ˜ + c˜)G]



j→∞



(6.7)



˜ c˜] = 0, the right hand side of (6.7) equals (θ, ˜ c˜). in C m−1,α (∂Ω)0 × R. Since Λ[0, γm , θ, Hence, εj ˜ c˜) lim (εj , , θj , cj ) = (0, γm , θ, in R2 × C m−1,α (∂Ω)0 × R . j→∞ γ(εj ) Then Theorem 4.16 implies that there exists j0 ∈ N such that εj εj cj = C[εj , ], θj = Θ[εj , ] ∀j ≥ j0 . γ(εj ) γ(εj ) Accordingly, uj = u(εj , ·) for j ≥ j0 (see Definition 4.27.)
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Appendix



We collect in this appendix some technical statements, which we have exploited in the paper, and for which we claim no credit. Lemma 7.1 Let m ∈ N \ {0}, α ∈]0, 1[. Let Ω be a bounded open subset of Rn of class C m,α such that clΩ ⊆ Q. Then Z 1 meas(Ω) ∂ Sq,n (x − y) dσy = − ∀x ∈ ∂S[Ω] , (7.2) ∂ν (y) 2 meas(Q) Ω ∂Ω Z meas(Ω) ∂ Sq,n (x − y) dσy = 1 − ∀x ∈ S[Ω] , (7.3) ∂ν (y) meas(Q) Ω ∂Ω Z meas(Ω) ∂ Sq,n (x − y) dσy = − ∀x ∈ S[Ω]− . (7.4) ∂ν (y) meas(Q) Ω ∂Ω Proof. By standard jump formulas of periodic double layer potentials, equality (7.4) implies equalities (7.2) and (7.3). Since the left hand side of (7.4) is periodic, it suffices to prove (7.4) when x ∈ clQ \ clΩ. If x ∈ clQ \ clΩ is fixed, then we note that the map from clΩ to R which takes y to Sq,n (x − y) is in C 2 (clΩ). As a consequence, if x ∈ clQ \ clΩ, then the Divergence Theorem implies that Z Z meas(Ω) ∂ Sq,n (x − y) dσy = ∆y (Sq,n (x − y)) dy = − . meas(Q) Ω ∂Ω ∂νΩ (y) 2 Next we introduce the following probably known slight variant of a classical result in Potential Theory, which we prove by a standard argument. Theorem 7.5 Let m ∈ N \ {0}, α ∈]0, 1[. Let Ω be a bounded open subset of Rn of class C m,α such that clΩ ⊆ Q. Let b ∈ C m−1,α (∂Ω). Then the following statements hold. (i) Let k ∈ {1, . . . , m} and Γ ∈ C k−1,α (∂Ω) and µ ∈ L2 (∂Ω) and Z 1 ∂ Γ(t) = µ(t) + µ(s) (Sq,n (t − s)) dσs 2 ∂ν (t) Ω ∂Ω Z +b(t) µ(s)Sq,n (t − s) dσs for a.a. t ∈ ∂Ω ,



(7.6)



∂Ω



then µ ∈ C k−1,α (∂Ω). (ii) Let k ∈ {0, 1, . . . , m} and Γ ∈ C k,α (∂Ω) and µ ∈ L2 (∂Ω) and Z 1 ∂ Γ(t) = µ(t) + µ(s) (Sq,n (t − s)) dσs 2 ∂νΩ (s) ∂Ω Z + b(s)µ(s)Sq,n (t − s) dσs for a.a. t ∈ ∂Ω ,



(7.7)



∂Ω



then µ ∈ C k,α (∂Ω). Moreover, statements (i), (ii) hold also if the sign + in front of 21 µ(t) is changed to −. 21



Proof. By standard theorems of differentiability of integrals depending on a parameter, the function Z Z ∂ (Rn (t − s)) dσs − b(t) µ(s)Rn (t − s) dσs ∀t ∈ ∂Ω , Γ(t) − µ(s) ∂νΩ (t) ∂Ω ∂Ω belongs to C k−1,α (∂Ω) if Γ ∈ C k−1,α (∂Ω) for some k ∈ {1, . . . , m}, and the function Z Z ∂ Γ(t) − (Rn (t − s)) dσs − µ(s) b(s)µ(s)Rn (t − s) dσs ∀t ∈ ∂Ω , ∂νΩ (s) ∂Ω ∂Ω belongs to C k,α (∂Ω) if Γ ∈ C k,α (∂Ω) for some k ∈ {0, 1, . . . , m}. Then statements (i), (ii) follow by equality Sq,n = Rn + Sn and by the corresponding classical result for the fundamental solution of the Laplace operator (cf. e.g., [21, Thm. 5.1].) 2 As is well known, if Ω is an open subset of Rn such that clΩ ⊆ Q and if u ∈ C 0 (clS[Ω]) ∩ C (S[Ω]) is q-periodic and harmonic in S[Ω] and vanishes on ∂Ω, then the Maximum Principle implies that u = 0 on S[Ω]. Also, if Ω is of class C 1 and if u ∈ C 1 (clS[Ω]) ∩ C 2 (S[Ω]) ∂u = 0 on ∂Ω, then a standard energy argument is q-periodic and harmonic in S[Ω] and ∂ν Ω based on the Divergence Theorem implies that u is constant in Ω and thus in S[Ω]. For the exterior periodic domain S[Ω]− , we have the following. 2



Theorem 7.8 Let Ω be a bounded open subset of Rn of class C 1 such that clΩ ⊆ Q. Then the following statements hold. (i) If u ∈ C 0 (clS[Ω]− ) ∩ C 2 (S[Ω]− ) is q-periodic and harmonic in S[Ω]− and vanishes on ∂Ω, then u vanishes identically. (ii) If u ∈ C 1 (clS[Ω]− ) ∩ C 2 (S[Ω]− ) is q-periodic and harmonic in S[Ω]− and ∂Ω, then u is constant on the connected components of S[Ω]− .



∂u ∂νΩ



= 0 on



Proof. We first consider statement (i). Since u is q-periodic, we have supx∈clS[Ω]− u(x) = supx∈clQ\Ω u(x) = maxx∈clQ\Ω u(x), then u has a maximum in clS[Ω]− and such a maximum point belongs either to ∂Q or to ∂Ω. Since a harmonic function in S[Ω]− can have its maximum in S[Ω]− only if it is constant, we can assume that such a maximum point belongs to ∂Ω. Clearly the same argument can be applied to −u and thus we conclude that statement (i) holds. Statement (ii) follows by applying the Divergence Theorem to div (uDu) in clQ \ Ω and R ∂u dσ = 0. 2 by noting that the periodicity of u implies that ∂Q u ∂ν Q Then we have the following Proposition 7.9 Let α ∈]0, 1[. Let Ω be a bounded open subset of Rn of class C 1,α with Rn \ clΩ connected and such that clΩ ⊆ Q. Then the following statements hold. (i) If µ ∈ L2 (∂Ω) and if Z 1 ∂ µ(t) + µ(s) (Sq,n (t − s)) dσs = 0 2 ∂νΩ (t) ∂Ω then µ = 0. 22



for a.a. t ∈ ∂Ω ,



(ii) If µ ∈ L2 (∂Ω) and if Z ∂ 1 µ(t) + µ(s) (Sq,n (t − s)) dσs = 0 2 ∂ν Ω (s) ∂Ω



for a.a. t ∈ ∂Ω ,



then µ = 0. Moreover, statements (i), (ii) hold also if the sign + in front of 21 µ(t) is changed to −. Proof. We first prove statement (i). By Theorem 7.5 (i), we have µR ∈ C 0,α (∂Ω). By integrating the equality in (i) on ∂Ω and by equality (7.2), we have ∂Ω µ dσ = 0 and thus v[∂Ω, Sq,n , µ] is harmonic in Rn \ ∂S[Ω]. Then ∂ν∂Ω v − [∂Ω, Sq,n , µ] = 0 on ∂S[Ω]− and Theorem 7.8 (ii) implies that v − [∂Ω, Sq,n , µ] is constant on clS[Ω]− . Hence, v + [∂Ω, Sq,n , µ] is constant on ∂S[Ω] = ∂S[Ω]− , and we conclude that v + [∂Ω, Sq,n , µ] is constant on S[Ω]. Since v[∂Ω, Sq,n , µ] is constant in the whole of Rn , well known jump formulas for the normal derivative of v[∂Ω, Sq,n , µ] on ∂Ω imply that µ = 0 and thus statement (i) holds. Since ∂ ∂ ∂ Sq,n (t − s) = Sn (t − s) + Rn (t − s) ∂νΩ (t) ∂νΩ (t) ∂νΩ (t)



∀t, s ∈ ∂Ω, t 6= s ,



the kernel ∂νΩ∂ (t) Sq,n (t − s) has the same weak singularity of ∂νΩ∂ (t) Sn (t − s), and thus the corresponding integral operator is compact in L2 (∂Ω). Then by statement (i) and by the Fredholm Alternative, the left hand side of the equality in (i) defines an isomorphism in L2 (∂Ω). Accordingly, the adjoint operator is also an isomorphism in L2 (∂Ω) and thus the parity of Sq,n implies that statement (ii) holds. 2 Next we note that the following elementary technical lemma holds. Lemma 7.10 Let m ∈ N \ {0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.2). Let 0 ∈]0, +∞[ be as in (1.3). Let 1 ∈]0, 0 [. ˜ be an open subset of Rn with a positive distance from p + qZn . Then there exist (i) Let Ω ∗ Ω˜ ∈]0, 1 [ such that ˜ ⊆ S[Ωp, ]− Ω ∀ ∈ [−∗Ω˜ , ∗Ω˜ ] , (7.11) and Ω˜ ∈]0, ∗Ω˜ [ such that clS[Ωp,∗˜ ]− ⊆ S[Ωp, ]− Ω



∀ ∈ [−Ω˜ , Ω˜ ] .



(7.12)



˜ be a bounded open subset of Rn such that Ω ˜ ⊆ Rn \ clΩ. Then there exists (ii) Let Ω Ω,r ˜ ∈]0, 1 [ such that ˜ ⊆ Q, p + clΩ



˜ ⊆ S[Ωp, ]− p + Ω



∀ ∈ [−Ω,r ˜ , Ω,r ˜ ] \ {0} .



(7.13)



˜ has a positive distance d ˜ from p + qZn , Proof. We first consider statement (i). Since clΩ Ω ∗ it suffices to take Ω˜ ∈]0, 1 [ such that clΩ ⊆ Bn (0, 2−1 dΩ˜ )
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∀ ∈ [−∗Ω˜ , ∗Ω˜ ] .



Since Ω is an open neighborhood of 0, there exists Ω˜ ∈]0, ∗Ω˜ [ such that clΩ ⊆ ∗Ω˜ Ω



∀ ∈ [−Ω˜ , Ω˜ ] ,



or equivalently such that p + qz + clΩ ⊆ p + qz + ∗Ω˜ Ω



∀ ∈ [−Ω˜ , Ω˜ ] ,



for all z ∈ Zn . Then statement (i) follows. small enough, we can clearly assume We now consider statement (ii). By taking Ω,r ˜ that ˜ ⊆Q p + clΩ ∀ ∈ [−Ω,r ˜ , Ω,r ˜ ]. Then if  ∈ [−Ω,r ˜ , Ω,r ˜ ] \ {0}, we have  ˜ =p+ Ω ˜ ∩ (Rn \ clΩ) = (p + Ω) ˜ \ (p + clΩ) p + Ω and ˜ \ (p + clΩ) ⊆ Q \ (p + clΩ) ⊆ S[Ωp, ]− . (p + Ω) As a consequence, ˜ ⊆ S[Ωp, ]− p + Ω for all  ∈ [−Ω,r ˜ , Ω,r ˜ ] \ {0} and thus (7.13) holds.
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