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A Stochastic Optimization Approach for Joint Relay Assignment and Power Allocation in Orthogonal Amplify-and-Forward Cooperative Wireless Networks Gan Zheng, Member, IEEE, Yangyang Zhang, Chunlin Ji, and Kai-Kit Wong, Senior Member, IEEE



Abstract—This paper addresses the joint relay assignment and power allocation problem for orthogonal multiuser systems using amplify-and-forward (AF) relaying nodes in the downlink. Our aim is to maximize the sum-rate subject to individual and total power constraints on the relays and a relay assignment constraint. In the case of fixed relay selection, the power allocation optimization is convex and an efficient recursive algorithm is proposed to achieve the optimum. The joint optimization of relay selection and power allocation, however, appears to be non-convex and is not known to be tractable. To tackle this, we propose a novel algorithm using Markov chain MonteCarlo with Kullback-Leibler divergence minimization (MCMCKLDM), which is proved to converge to the global optimum almost surely. Results show that the proposed scheme significantly outperforms a greedy approach and achieves near-optimal performance at very low complexity. Index Terms—Amplify-and-forward relay, convex optimization, Kullback-Leibler divergence minimization, Markov chain Monte-Carlo, metropolized independent sampling.



I. I NTRODUCTION ULTIPLE-input multiple-output (MIMO) antenna systems have recently emerged as an effective technique to enhance the performance of wireless communications, e.g., [1–4]. However, its use is tightly constrained by the ability of a mobile device to accommodate multiple antennas. On the other hand, the use of relays is an attracting scheme to extend the range of communications, reduce the transmit power and combat the fading effects. In [5], it was illustrated that singleantenna relays can be used cooperatively to form a distributed virtual MIMO channel. Many relay-based cooperative protocols have been proposed, e.g., amplify-and-forward (AF) [8– 11], decode-and-forward (DF) [12] and many others. Thus far, the use of half-duplex AF relays seems most attractive due to its implementation simplicity without the need of decoding. Though multiple relays can clearly enhance the performance of a point-to-point communication link or a single sourcedestination pair [13, 14], it is revealed that full diversity can be
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achieved by selecting only the best relaying terminal [15]. This has motivated the subsequent works on relay selection [16]. However, relay selection for multiuser, point- or multipointto-multipoint, systems is much less known. In particular, to select the best relays jointly for all users is a large-scale integer programming problem and extremely complex to solve. In [17], a utility maximization problem was addressed for the joint optimization of relay selection, cooperative communications, and resource allocation in a cellular network under the ideal assumption of an infinite number of channels. Recently in [18], relay selection and power allocation for AF-operated wireless relay networks were addressed and a semi-distributed algorithm was proposed for multiple source-destination pairs. The method is however heuristic and optimality is not ensured. Most recently, [19] found the optimal solution for relay assignment for multiple source-destination pairs where each pair is assisted by no more than one relay and each relay can only be assigned once. In [20], cooperative orthogonal frequencydivision multiplexing (OFDM) systems were studied where each user can use some subcarriers to relay other users’ data. A suboptimal heuristic algorithm was proposed to optimize the power allocation, subcarrier assignment and relay selection in order to minimize the overall power consumption, under the sum rate constraint over all subcarriers for each user. In this paper and in contrast to prior works, we consider a multiuser downlink system in which the central base station transmitter communicates to many mobile terminals with the aid of AF relays over orthogonal channels. In particular, our focus is on the case where the number of relays is less than the number of users so that each mobile user is assisted by at most one relay while each relay can help many users. This scenario is greatly motivated by, for instance, IEEE 802.16 networks using OFDM access (OFDMA) technologies, which are intended to accommodate a large number of users. Our goal is to maximize the sum-rate of all user terminals by jointly optimizing the power allocation among the relaying terminals and the relay assignment for the users. The power allocation problem for fixed relay selection is convex and can therefore be optimally solved. However, the relay assignment problem is combinatorial and prohibitively complex to solve. To design a near-optimal algorithm with low-complexity, the stochastic optimization method is adopted. The main contributions of this paper are summarized as follows:
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1) For a given relay assignment, we show that the power allocation problem over the relaying terminals is convex and devise an efficient algorithm to find the optimum. 2) Moreover, we propose to use Markov chain Monte-Carlo (MCMC) with Kullback-Leibler divergence minimization (KLDM) for jointly optimizing the relay selection and power allocation at the relays. The proposed scheme is guaranteed to converge to the global optimum almost surely and simulation results indicate that our method achieves near-optimal performance at low complexity. The rest of this paper is organized as follows. Section II describes the system model and presents the problem statement. In Section III, the power allocation for fixed relay assignment is first studied and an efficient algorithm is proposed to find the optimum. Section IV then presents MCMC-KLDM for joint relay selection and power allocation. Simulation results are provided in Section V and Section VI concludes the paper. II. S YSTEM M ODEL AND P ROBLEM F ORMULATION Consider a communication link from a central base station, S, to 𝑀 mobile users, labeled as {U𝑚 }, with the help of 𝐾(< 𝑀 ) relays, {R𝑘 }, over 𝑀 orthogonal channels, as depicted in Fig. 1. Each relay operates in the AF manner such that the base station first transmits 𝑀 signals {𝑥𝑚 }𝑀 𝑚=1 , one for each user, via orthogonal channels and then at the second stage, each relay normalizes and forwards the received signals to the corresponding users. As the direct link will not change the problem structure, it is not considered for simplicity. The received signal at user 𝑚 via the 𝑘th relay is written as √



𝑣𝑘,𝑚 ℎ𝑘,𝑚 𝑙𝑘,𝑚 (𝑔𝑘,𝑚 𝑥𝑚 + 𝑛𝑘,𝑚 ) + 𝑢𝑘,𝑚 ,



(1)



with the received signal-to-noise ratio (SNR) given by Γ𝑘,𝑚 =



[√ ] E𝑥,𝑛𝑘,𝑚 ∣ 𝑣𝑘,𝑚 𝑙𝑘,𝑚 (𝑔𝑘,𝑚 𝑥 + 𝑛𝑘,𝑚 )∣2 2 (∣𝑔𝑘,𝑚 ∣2 𝑃𝑚 + 𝑁𝑘,𝑚 ) = 𝑣𝑘,𝑚 . (4) = 𝑣𝑘,𝑚 𝑙𝑘,𝑚
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A relay system communicating to 𝑘𝑁 users via the 𝑘-th relay.



𝑦𝑘,𝑚 =



is the coefficient chosen to limit the average output power of R𝑘 to 𝑣𝑘,𝑚 on channel 𝑚, i.e.,



∣ℎ𝑘,𝑚 𝑙𝑘,𝑚 𝑔𝑘,𝑚 ∣2 𝑣𝑘,𝑚 𝑃𝑚 , ∣ℎ𝑘,𝑚 𝑙𝑘,𝑚 ∣2 𝑁𝑘,𝑚 𝑣𝑘,𝑚 + 𝑈𝑘,𝑚



(2)



where 𝑥𝑚 is the transmitted signal for U𝑚 , with the power of E[∣𝑥𝑚 ∣2 ] = 𝑃𝑚 , 𝑔𝑘,𝑚 denotes the channel from S to R𝑘 on channel 𝑚, 𝑣𝑘,𝑚 denotes the power budget of R𝑘 for U𝑚 with v𝑘 ≜ [𝑣𝑘,1 𝑣𝑘,2 ⋅ ⋅ ⋅ 𝑣𝑘,𝑀 ], ℎ𝑘,𝑚 denotes the channel from R𝑘 to U𝑚 , 𝑢𝑘,𝑚 ∼ 𝒞𝒩 (0, 𝑈𝑘,𝑚 ) (i.e., 𝑢𝑘,𝑚 is complex Gaussian distributed with zero mean and variance of 𝑈𝑘,𝑚 ) denotes the noise at U𝑚 which is assisted by R𝑘 , 𝑛𝑘,𝑚 ∼ 𝒞𝒩 (0, 𝑁𝑘,𝑚 ) is the noise received at R𝑘 on channel 𝑚, 𝑦𝑘,𝑚 is the received signal at U𝑚 contributed by R𝑘 , and 1 𝑙𝑘,𝑚 = √ 2 ∣𝑔𝑘,𝑚 ∣ 𝑃𝑚 + 𝑁𝑘,𝑚



(3)



In our setting, we are interested in the case where 𝐾(< 𝑀 ) relaying terminals are intelligently assigned to 𝑀 users and it is assumed that each user can only get assistance from one relay while each relay should be assigned to help many user terminals for enhancing the overall system capacity. Our aim is to maximize the network sum-rate subject to individual and total power constraints on the relays by jointly optimizing the power allocation and relay assignment, i.e., ⎧ 𝑀 ∑    𝑣𝑘,𝑚 ≤ 𝑄𝑘 ∀𝑘,     𝑚=1    𝑀 𝐾 ∑ ⎨∑ 𝑣𝑘,𝑚 ≤ 𝑄, ℐ s.t. max (5)  {𝑣𝑘,𝑚 ≥0∀𝑘,𝑚}  𝑚=1 𝑘=1    {𝐴𝑘,𝑚 ∈{0,1}∀𝑘,𝑚}  𝐾  ∑    𝐴𝑘,𝑚 = 1 ∀𝑚, ⎩ 𝑘=1



where ℐ≜



𝑀 ∑ 𝑚=1



( log2 1 +



𝐾 ∑



) 𝐴𝑘,𝑚 Γ𝑘,𝑚



(6)



𝑘=1



gives the sum-rate, the first constraint puts the power constraint 𝑄𝑘 on the 𝑘th relay while the second constraint ensures the total relay power to be below 𝑄. The former is due to the distributed nature of the relays while latter limits the overall interference to other co-existed systems. The parameter, 𝐴𝑘,𝑚 , is used to specify if a particular relay is assigned to a user. Specifically, if 𝐴𝑘,𝑚 = 1, this indicates that U𝑚 is served by R𝑘 ; otherwise, 𝐴𝑘,𝑚 = 0. Therefore, the matrix A = [𝐴𝑘,𝑚 ] is referred to as the relay assignment matrix. To find the global optimum, we are required to jointly optimize {v𝑘 }∀𝑘 and A. III. O PTIMAL P OWER A LLOCATION G IVEN A Solving (5) is a challenging task because it is combinatorial and becomes prohibitively complex if either 𝐾 or 𝑀 is large. To proceed, we first study the optimization of power allocation, {v𝑘 }∀𝑘 , if the relay assignment matrix, A, is given. Under this consideration, we define the power vector, which specifies the transmit power at the relays for all the users, as ˜ ≜ [˜ v 𝑣1 , 𝑣˜2 , . . . , 𝑣˜𝑀 ]𝑇 .



(7)



It is noted that originally we have the power allocation values {𝑣𝑘,𝑚 } for 𝑘 = 1, . . . , 𝐾 and 𝑚 = 1, . . . , 𝑀 . Nonetheless, as we have restricted that each user is only served by one relay, there are only 𝑀 non-zero values for {𝑣𝑘,𝑚 }. As such, once ˜ can be introduced to simplify the optimization. A is known, v For a given 𝑚 and 𝑘𝑚 such that [A]𝑘𝑚 ,𝑚 = 1, define ⎧ 2  ⎨ 𝑐𝑚 ≜ ∣ℎ𝑘𝑚 ,𝑚 𝑙𝑘𝑚 ,𝑚 𝑔𝑘𝑚 𝑚 ∣ 𝑃𝑚 , (8) 𝑎𝑚 ≜ ∣ℎ𝑘𝑚 𝑚 𝑙𝑘𝑚 𝑚 ∣2 𝑁𝑘𝑚 𝑚 ,  ⎩ 𝑏𝑚 ≜ 𝑈𝑘𝑚 𝑚 .
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As a result, (2) can be re-expressed as Γ𝑚 =



B. Both Total and Individual Power Constraints



𝑐𝑚 𝑣˜𝑚 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚



(9)



and (5) is reduced to max



{˜ 𝑣𝑚 ≥0}



𝑀 ∑



( log2 1 +



𝑚=1



𝑐𝑚 𝑣˜𝑚 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚



)



s.t. A˜ v ≤ [𝑄1 , 𝑄2 , . . . , 𝑄𝐾 ]𝑇 , 𝑀 ∑



𝑣˜𝑚 ≤ 𝑄.



(10a) (10b) (10c)



𝑚=1



We see that (10) is convex since all the constraints are linear and the objective function to be maximized is concave. Hence, standard interior-point algorithms can be used to obtain the optimal solution. Next, we will tailor-make an efficient recursive algorithm to solve this particular problem. To facilitate such development, we first study (10) with the total power constraint only in Section III-A and then address the general case with both individual and total power constraints in Section III-B.



Now, we show how (10) can be solved. Algorithm 2: 1) Define the set for remaining relays, 𝒮, and initialize it as 𝒮 = {1, 2, . . . , 𝐾}. 2) For a given 𝒮, solve (10) with the total power constraint 𝑄 and no individual power constraints using Algorithm ˜ 1 and let the optimal solution to this problem be 𝒑. 3) Find the set for those relays whose power exceeds their individual power limit to give ˜ > 𝑄𝑘 ∀𝑘}, 𝒮𝑒 = {𝑘∣[A]𝑘,− v



(16)



where [A]𝑘,− denotes the 𝑘th row of A. 4) Update the set for remaining relays as ˜ ≤ 𝑄𝑘 ∀𝑘}. 𝒮 = {𝑘∣[A]𝑘,− v



(17)



5) Solve the following problem for all relays 𝑘 ∈ 𝒮𝑒 : ( ) ∑ 𝑐𝑚 𝑣˜𝑚 max log2 1 + {˜ 𝑣𝑚 ≥0∀𝑚} 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚 𝑚∈{𝑚∣𝐴 ˜ ˜ 𝑘,𝑚 𝑘,𝑚 ˜ =1} 𝑚∈{𝑚∣𝐴 ˜ =1} ∑ 𝑣˜𝑚 ≤ 𝑄𝑘 . (18) s.t. 𝑚∈{𝑚∣𝐴 ˜ 𝑘,𝑚 ˜ =1}



A. Total Power Constraint Only With the total power constraint only, (10) is reduced to max



{˜ 𝑣𝑚 ≥0}



𝑀 ∑



( log2 1 +



𝑚=1



𝑐𝑚 𝑣˜𝑚 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚



) s.t.



𝑀 ∑ 𝑚=1



𝑣˜𝑚 ≤ 𝑄. (11)



In this case, the Lagrangian is given by [21] ℒ=−



𝑀 ∑ 𝑚=1



( log2 1 +



) 𝑐𝑚 𝑣˜𝑚 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚 ) ( 𝑀 𝑀 ∑ ∑ 𝑣˜𝑚 − 𝑄 − 𝜇𝑚 𝑣˜𝑚 , (12) +𝜈 𝑚=1



𝑚=1



in which 𝜈 ≥ 0 and 𝜇𝑚 ≥ 0, ∀𝑚 are Lagrange multipliers. Then, the Karush-Kuhn-Tucker (KKT) conditions are given by ∂ℒ −𝑐𝑚 𝑏𝑚 + 𝜈 − 𝜇𝑚 = 2 ∂˜ 𝑣𝑚 (𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚 ) + 𝑐𝑚 𝑣˜𝑚 (𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚 ) = 0, ∀𝑚, (13a) (13b) 𝑣˜𝑚 𝜇𝑚 = 0, ∀𝑚, 𝑀 ∑



𝑣˜𝑚 = 𝑄.



(13c)



𝑚=1



Combining (13a) and (13b) and solving the equation, we get (14) (see top of next page). Substituting it into (13c) gives (15) on next page and 𝜈 ≥ 0 can be easily solved by root-finding algorithms, such as bi-section search, etc. The algorithm to solve (11) is summarized as follows. Algorithm 1: 1) Solving the root 𝜈 of (15) using a root-find algorithm. 2) The optimal power allocation is given by (14).



Algorithm 1 can be used to solve (18) optimally. 6) Update the total power constraint accordingly as ∑ 𝑄 := 𝑄 − 𝑄𝑘 . (19) 𝑘∈𝒮𝑒



7) Go back to Step 2 until all power allocations are found. Algorithm 2 is very efficient because it is recursive and only Algorithm 1 is used to solve the problems with total power constraints. Now, we prove that Algorithm 2 indeed finds the global optimal solution to (10) as stated below. Theorem 1: Algorithm 2 solves (10) optimally. Proof: See Appendix A. IV. J OINT-O PTIMAL S OLUTION BY MCMC-KLDM Getting the global-optimal solution requires joint optimiza˜ , and the relay assignment tion of the power allocation vector, v matrix, A, under the constraint that each relay can serve more than one users but a user can only obtain∑assistance from only 𝐾 one relay, or 𝐴𝑘,𝑚 ∈ {0, 1}, ∀𝑘, 𝑚, and 𝑘=1 𝐴𝑘,𝑚 = 1, ∀𝑚. As described in Section III previously, we can always find the corresponding optimal power allocation if A is known. As a result, the overall problem reduces to finding the optimal relay assignment matrix, Aopt . In what follows, the most straightforward approach for maximizing (5) is by an exhaustive search (ES), which is prohibitively complex even for not so large 𝐾 or 𝑀 because the complexity grows in the order of 𝒪(𝐾 𝑀 ). To tackle this, we regard (5) as the combinatorial optimization problem: (20) Aopt = arg max ℐ(A), A∈Ω



in which Ω denotes the set of relay assignment matrices that satisfy the assignment constraints. In particular, we propose to solve (20) by a stochastic optimization approach, which we refer to it as MCMC-KLDM. The main idea here is to connect the optimization with a rare event simulation based
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⎛ 𝑣˜𝑚 = max ⎝0,



𝑀 ∑



⎛ max ⎝0,



−(2𝑎𝑚 + 𝑐𝑚 )𝑏𝑚 +



4𝑐𝑚 𝑎2𝑚 𝑏𝑚 𝜈



+



4𝑐2𝑚 𝑎𝑚 𝑏𝑚 𝜈



2(𝑎2𝑚 + 𝑎𝑚 𝑐𝑚 )



−(2𝑎𝑚 + 𝑐𝑚 )𝑏𝑚 +



√ 𝑐2𝑚 + 𝑏2𝑚 +



4𝑐𝑚 𝑎2𝑚 𝑏𝑚 𝜈



+



4𝑐2𝑚 𝑎𝑚 𝑏𝑚 𝜈



2(𝑎2𝑚 + 𝑎𝑚 𝑐𝑚 )



𝑚=1



Fig. 2.



√ 𝑐2𝑚 + 𝑏2𝑚 +



⎞ ⎠



(14)



⎞ ⎠=𝑄



(15)



The conversion from A into a.



on a carefully chosen probability density function (pdf). To appropriately represent the feasible solution space by a pdf, the Boltzmann distribution of the objective function ℐ(A) with a properly chosen temperature 𝜏 is used such that [22] { } ℐ(A) 1 𝜋(A) = exp , (21) Γ 𝜏 where Γ=



∑



{ exp



A∈Ω



ℐ(A) 𝜏



} (22)



is a normalization constant and can thus be ignored in the presentation of the method. As a consequence, the maximization of ℐ(A) is equivalent to maximizing 𝜋(A), i.e., Aopt = arg max ℐ(A) = arg max 𝜋(A). A∈Ω



A∈Ω



(23)



Here, the global optimum is regarded as a rare event and finding the optimum can thus be realized by obtaining the pdf for generating the optimal “event” with high probability. In the following, we present the proposed MCMC-KLDM method and discuss how it performs the joint optimization of power allocation and relay assignment in an iterative fashion. A. The MCMC-KLDM Algorithm While MCMC-KLDM is a known technique for stochastic optimization, specific constructions are needed so that it can be applied in our problem. First, in order to facilitate the solution representation, we introduce the vector a from A such that if 𝐴𝑘,𝑚 = 1 for some 𝑘, then 𝑎𝑚 = 𝑘. The transformation process is illustrated in Fig. 2. As a consequence, the probability mass function (pmf) for the 𝑀 -variate random vector, a, with 𝐾 candidate solutions can be defined as 𝜋(a) =



𝑀 ∑ 𝐾 ∏ 𝑚=1 𝑘=1



𝜋𝑘,𝑚 1𝑘 (𝑎𝑚 ), for some {𝜋𝑘,𝑚 }∀𝑘,𝑚 , (24)



such that 𝐾 ∑



𝜋𝑘,𝑚 = 1, ∀𝑚,



(25)



𝑘=1



and the number of candidate solutions, 𝐾, is assumed to be finite. In (24), we have { 1, if 𝑎𝑚 = 𝑘, (26) 1𝑘 (𝑎𝑚 ) ≜ 0, otherwise. The idea is that if we know the pdf, 𝜋(a), which has a proper important sampling focusing more on the increasing value of 𝜋, then this pdf can be used to find a near-optimal solution of a for maximizing 𝜋 (hence giving Aopt ). Note, however, that although for a given vector a, 𝜋(a) can be evaluated by (21), the function 𝜋(⋅) (or 𝝅 ≜ {𝜋𝑘,𝑚 }) is too complicated. In the following, we detail an iterative scheme to learn 𝝅, given an initial proposal pdf 𝑞(a; 𝒑) =



𝑀 ∑ 𝐾 ∏



𝑝𝑘,𝑚 1𝑘 (𝑎𝑚 ),



(27)



𝑚=1 𝑘=1



in which 𝒑 ≜ {𝑝𝑘,𝑚 } is an 𝑀 × 𝐾 matrix whose entry 𝑝𝑘,𝑚 denotes the probability of the 𝑘th relay being selected to help the 𝑚th user. In this process, our aim is to obtain a 𝒑opt that minimizes the Kullback-Leibler divergence 𝒟 [𝜋(a), 𝑞(a; 𝒑)] which is given by (28) (see top of next page) [23]. To solve the minimization of 𝒟 [𝜋(a), 𝑞(a; 𝒑)], which is = 0 ∀𝑘, 𝑚 and thus give rise to convex [24], we set ∂𝑝∂𝒟 𝑘,𝑚 ∫ ℒ(a; 𝑝𝑘,𝑚 ) ≜



𝜋(a) ×



∂ log (𝑞(a; 𝒑)) 𝑑a = 0. ∂𝑝𝑘,𝑚



(29)



The probability mass of each 𝑝𝑘,𝑚 is constrained to sum to 1 ∑𝐾 because 𝑘=1 𝜋𝑘,𝑚 = 1. This can be taken into account by introducing the Lagrange multiplier 𝜆 so that we have (30)



ZHENG et al.: A STOCHASTIC OPTIMIZATION APPROACH FOR JOINT RELAY ASSIGNMENT AND POWER ALLOCATION IN ORTHOGONAL AMPLIFY . . . 4095



(



∫ 𝒟[𝜋(a), 𝑞(a; 𝒑)] =



𝜋(a) × log



𝜋(a) 𝑞(a; 𝒑)



)



∫ 𝑑a =



∫ 𝜋(a) × log (𝜋(a)) 𝑑a −



𝜋(a) × log (𝑞(a; 𝒑)) 𝑑a



)] [ (𝐾 ∑ ∂ ℒ(a; 𝑝𝑘,𝑚 ) = 𝜋(a) × 𝑝𝑙,𝑚 − 1 𝑑a log (𝑞(a; 𝒑)) + 𝜆 ∂𝑝𝑘,𝑚 𝑙=1 [ ( 𝑀 𝐾 ) (𝐾 )] ∫ ∏∑ ∑ ∂ = 𝜋(a) × log 𝑝𝑙,𝑚 1𝑙 (𝑎𝑚 ) + 𝜆 𝑝𝑙,𝑚 − 1 𝑑a ∂𝑝𝑘,�� 𝑚=1 𝑙=1 𝑙=1 [ ] ∫ 1𝑘 (𝑎𝑚 ) = 𝜋(a) × ∑𝐾 + 𝜆 𝑑a 𝑙=1 𝑝𝑙,𝑚 1𝑙 (𝑎𝑚 )



(28)



∫



(see top of next page). Since ℒ(a; 𝑝𝑘,𝑚 ) = 0 in (29), we have [ ] ∫ 𝑝𝑘,𝑚 1𝑘 (𝑎𝑚 ) 𝜋(a) × ∑𝐾 (31) + 𝜆𝑝𝑘,𝑚 𝑑a = 0. 𝑙=1 𝑝𝑙,𝑚 1𝑙 (𝑎𝑚 ) Adding all (31) for 𝑘 = 1, 2, . . . , 𝐾 together yields ] [𝐾 ∫ 𝐾 ∑ 𝑝𝑘,𝑚 1𝑘 (𝑎𝑚 ) ∑ 𝑝𝑘,𝑚 𝑑a = 0, 𝜋(a) × +𝜆 ∑𝐾 𝑙=1 𝑝𝑙,𝑚 1𝑙 (𝑎𝑚 ) 𝑘=1 𝑘=1 (32) and 𝜆 = −1 is obtained from (32). Thus (31) becomes ] [ ∫ 𝑝𝑘,𝑚 1𝑘 (𝑎𝑚 ) 𝜋(a) × ∑𝐾 − 𝑝𝑘,𝑚 𝑑a = 0 ∀𝑘, 𝑚. (33) 𝑙=1 𝑝𝑙,𝑚 1𝑙 (𝑎𝑚 ) Although it is intractable to obtain a closed-form solution for (33), it can be estimated by an MCMC technique, such as the metropolized independent sampling (MIS) [25] which can be briefly described as follows. First, an initial value a[0] is randomly and arbitrarily chosen. Given the current sample a[0], a candidate sample b is drawn from the proposal distribution 𝑞(a; 𝒑). According to the acceptance probability1 { } 𝜋(b) 𝑞(a[𝑛]) 𝜅 = min 1, , (34) 𝜋(a[𝑛]) 𝑞(b) the new sample will be a[𝑛 + 1] = b if b is accepted, and a[𝑛 + 1] = a[𝑛] otherwise. After 𝑁 iterations, we have a set of samples {a[0], . . . , a[𝑁 ]}, following the distribution 𝜋(a). After sampling from 𝜋(a), we can estimate (33) via Monte Carlo integration [25] [ ] 𝑁 1 ∑ 𝑝𝑘,𝑚 1𝑘 (a𝑚 [𝑛]) − 𝑝𝑘,𝑚 ℋ({a[𝑛]}; 𝑝𝑘,𝑚 ) ≡ ∑𝐾 𝑁 𝑛=1 𝑙=1 𝑝𝑙,𝑚 1𝑙 (a𝑚 [𝑛]) = 0 ∀𝑘, 𝑚,



(35) are the 𝑁 random samples drawn from 𝜋(a) where {a[𝑛]}𝑁 𝑛=1 using MIS with the proposal distribution 𝑞(a; 𝒑). To find the root(s) of (35), we employ the Robbins-Monro algorithm [27] which is a generalized root-finding method when only noisy 1 The



acceptance probability plays a key role in the efficiency for finding the optimal solution that maximizes 𝜋(⋅). In fact, a good estimate on 𝜋(⋅) will be sufficient to obtain the optimal solution for maximizing 𝜋(⋅) if a large number of samples are drawn from the estimate pdf of 𝜋(⋅). However, if the estimate pdf has a stronger tendency in generating samples of greater values of 𝜋(⋅), a much smaller number of samples will be enough to identify the optimal solution. This acceptance probability is designed to serve this purpose.



(30)



measurements of the underlying function are available.2 In our case, we find a root of ℒ(⋅) = 0 based on ℋ(⋅), the noisy measurement of ℒ(⋅). The recursive procedure is written as (𝑡+1)



(𝑡)



(𝑡)



𝑝𝑘,𝑚 = 𝑝𝑘,𝑚 + 𝛼(𝑡+1) ℋ({a[𝑛]}; 𝑝𝑘,𝑚 ) ∀𝑘, 𝑚,



(36)



where 𝑡 indicates the 𝑡th iterate, and {𝛼(𝑡) } denotes a sequence of nonnegative step-sizes, satisfying the conditions: ∑ (𝑡) ∑decreasing (𝑡) 𝛼 = ∞ and (𝛼 )2 < ∞. Under such conditions 𝑡 𝑡 on the step-sizes and some mild condition on the “noise” sequence, the iteration in (36) converges to the optimal solution 𝑝opt almost surely [29, 30], leading to the recursive update: (𝑡+1)



(𝑡)



𝑝𝑘,𝑚 = 𝑝𝑘,𝑚 [ ] (𝑡) 𝑁 1 ∑ 𝑝𝑘,𝑚 1𝑘 (a𝑚 [𝑛]) (𝑡) (𝑡+1) − 𝑝𝑘,𝑚 ∀𝑘, 𝑚. +𝛼 ∑ 𝑁 𝑛=1 𝐾 𝑝(𝑡) 1𝑙 (a𝑚 [𝑛]) 𝑙=1



𝑙,𝑚



(37)



To conclude, we have an updating formula (37) to improve the estimation of the pdf with the hope that this will converge to the optimal pdf 𝒑∗ that reveals the optimal A. The proposed MCMC-KLDM algorithm is given on top of next page. B. Convergence Analysis Different from conventional Markov chain methods, the proposal density used in our proposed algorithm is adaptively updated based on previous samples and the convergence for algorithm of this kind has been a major research issue in recent years [29, 30]. Given the theorem in [30], we have the conditions for convergence of the proposed algorithm. Let {a[𝑛] : 𝑛 ≥ 0} denote a stochastic process on a finite state space evolving according to a collection of transition probabilities: 𝒦𝑛 (a[𝑛], a[𝑛 + 1]) = Prob (a[𝑛 + 1]∣a[𝑛], a[𝑛 − 1], . . . , a[0]) . (38) Note that 𝒦𝑛 (a[𝑛], a[𝑛 + 1]) depends on a[𝑛 − 1], . . . , a[0] although for notational simplicity this is not shown. Writing 𝑝(a[𝑛]) as the proposal pdf of a[𝑛], the following theorem addresses the convergence of our proposed algorithm. 2 To use the Robbins-Monro algorithm, the noise involved has to be Gaussian distributed. In our case, it can be easily seen by the central limit theorem that ℋ (⋅) − ℒ (⋅) is zero-mean Gaussian distributed [28].
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Relay Assignment Algorithm Based on the MCMC–KLDM Method (𝑡)



1 Step 1: Set the iteration counter 𝑡 = 1 and initialize 𝑝𝑘,𝑚 [0] = 𝐾 ∀𝑚, 𝑘; 𝑁 Step 2: Using MIS, generate 𝑁 samples, {a[𝑛]}𝑛=1 , using the proposal 𝑞(a; 𝒑(𝑡) ); (𝑡+1) Step 3: Update the parameter 𝑝𝑘,𝑚 via (37) where 𝛼(𝑡) is the sequence with a decreasing step size and can be chosen to be 1𝑡 to meet the convergence conditions; Step 4: The iteration ends if a convergence criterion is met (e.g., 𝑡 ≥ 𝑇 ). Otherwise, set 𝑡 := 𝑡 + 1 and then go back to Step 2.



35



Theorem 2: In the proposed MCMC-KLDM algorithm, we have sup ∣𝑝(a[𝑛]) − 𝜋(a[𝑛])∣ → 0, as 𝑛 → ∞, (39) which states that if there are enough number of samples then the proposal density will converge to 𝜋(⋅). Proof: It is well known in [29, 30] that (39) holds if the following conditions are satisfied: 1) For every 𝑛, 𝜋(⋅) is the invariant distribution for 𝒦𝑛 (a[𝑛], a[𝑛 + 1]) and ∫ 𝜋(a[𝑛])𝒦𝑛 (a[𝑛], a[𝑛 + 1]) 𝑑a[𝑛] = 𝜋(a[𝑛 + 1]). (40) 2) There exists an 𝜖 > 0 (independent of 𝑛), and a[𝑛 − 1], . . . , a[0], such that 𝒦𝑛 (a[𝑛], a[𝑛 + 1]) ≥ 𝜖𝜋(a[𝑛 + 1]).



(41)



3) ∣𝒦𝑛 (a[𝑛], a[𝑛 + 1]) − 𝒦𝑛+𝑘 (a[𝑛], a[𝑛 + 1]) ∣ ≤ 𝒪(𝑛−𝑟1 ) × 𝒪(𝑘 𝑟2 ) for some 𝑟1 , 𝑟2 > 0. The task remains to show that the proposed MCMC-KLDM algorithm meets all of the above conditions. To proceed, it is easily seen that the first condition is met because MIS is used to generate the candidate solutions [25]. In addition, as the smoothing parameter is set to 𝛼(𝑡) = 1𝑡 , the transition probabilities 𝒦𝑛 (a[𝑛], a[𝑛 + 1]) is always positive and so the second condition is met. To satisfy the third condition, we need to have 𝛼(𝑡) → 0 as 𝑡 → ∞ [30] and because we have chosen 𝛼(𝑡) = 1𝑡 , this condition is also satisfied. V. S IMULATION R ESULTS Computer simulations are conducted to assess the performance of the proposed MCMC-KLDM in Rayleigh flat-fading channels. We have assumed that 𝑔𝑘𝑚 , ℎ𝑘𝑚 ∼ 𝒞𝒩 (0, 1), ∀𝑘, 𝑚, unless otherwise specified, and relays are at about the same distance from the source and the destination. For simplicity, we assume 𝑁𝑘,𝑚 = 𝑈𝑘,𝑚 = 𝑁0 . Results for the performance upper bound given by (42) below and a greedy approach are also provided for comparison. For the performance upper bound, we remove the dependence of the relay assignment matrix A on the objective function, which enlarges the optimization space and relaxes the constraint sets: ( ) 𝑀 𝐾 ∑ ∑ log2 1 + Γ𝑘,𝑚 max ℐ¯ ≜ {𝑣𝑘𝑚 ≥0}



s.t.



⎧      ⎨      ⎩



𝑚=1 𝑀 ∑ 𝑚=1 𝑀 ∑ 𝐾 ∑ 𝑚=1 𝑘=1



𝑘=1



𝑣𝑘𝑚 ≤ 𝑄𝑘 , 𝑣𝑘𝑚 ≤ 𝑄.



(42)
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For the greedy method, user 𝑚 simply selects relay 𝑘𝑚 that results in the strongest composite channel, i.e., 𝑘𝑚 = arg max ∣ℎ𝑘,𝑚 𝑔𝑘,𝑚 ∣2 . 𝑘



(43)



After the greedy relay assignment, the proposed Algorithm 2 is applied in order to find the optimal power allocation. In Fig. 3, the average capacity results versus the source SNR 𝑃𝑚 𝑁0 are plotted for a 30-user system with 4, 6 and 8 relays. The total transmit SNR from the relays is set to be 𝑁𝑄0 = 10 1.5𝑄 dB while the individual relay power constraint is 𝑄𝑘 = 𝐾𝑁 . 0 Results show that the performance of the proposed algorithm is very close to the upper bound, indicating the near-optimality, and the capacity gain is about 3 − 5 bps/Hz as compared with the greedy method at high SNRs. Moreover, we can see that the promising performance of the proposed algorithm is independent of the source SNR 𝑃𝑁𝑚0 and the number of relays. In Fig. 4, the average capacity results versus the number of users are plotted for systems with 4, 6 and 8 relays, and with source SNR and total relay SNR 𝑃𝑁𝑚0 = 𝑁𝑄0 = 10 dB. Again, as we can see, the proposed MCMC-KLDM achieves almost the same capacity as that of the upper bound and has about 1 − 2 bps/Hz gain when compared with the greedy method. Results illustrate that the near-optimality of MCMC-KLDM comes irrespective of the numbers of users and relays. To evaluate the impact of asymmetric relay locations on the average capacity, we assume a 2-D geometry model and the distance between the source and destination is normalized to 2. Half relays are fixed in the middle (i.e., distance from the source is 1) and therefore their channel statistics remains the same. The other half relays’ locations 𝑑 vary from 0.2 to 1.8
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TABLE I C OMPLEXITY COMPARISONS
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This paper investigated the joint relay assignment and power allocation for multiuser downlink systems employing AF relays over orthogonal channels. We have been able to develop an efficient iterative algorithm based on MCMCKLDM to achieve the joint optimization, and the convergence conditions of the algorithm have also been discussed. Simulation results have confirmed its ability to achieve nearly optimal performance at much reduced complexity and its considerable performance gain over benchmark methods. A PPENDIX A. P ROOF OF T HEOREM 1 Proof: It suffices to prove that the relays in 𝒮𝑒 of Step 3 are indeed those who should be assigned the maximum individual power. To proceed, we define ( ) ∑ 𝑐𝑚 𝑣˜𝑚 𝑓 (𝑘) = − log2 1 + . (44) 𝑎𝑚 𝑣˜𝑚 + 𝑏𝑚
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Then, we can rewrite (11) with total power constraint only as
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Fig. 5. Average capacity versus the distance of relays from the source with 𝑄 = 10 dB and 𝑃𝑁𝑚 = 20 dB. 𝑁 0



Total no. of functional calculations MCMC-KLDM ES



0



1 and for those relays, 𝑔𝑘𝑚 ∼ 𝒞𝒩 (0, 𝑑1 ), ℎ𝑘𝑚 ∼ 𝒞𝒩 (0, 2−𝑑 ). The average capacity results versus relays’ locations are shown in Fig. 5 for a 30-user system with 6 relays, and with source SNR, total and individual relay SNRs 𝑃𝑁𝑚0 = 20 dB, 𝑁𝑄0 = 10 1.5𝑄 . It can be seen that the proposed MCMCdB and 𝑄𝑘 = 𝐾𝑁 0 KLDM again achieves nearly optimal capacity and its capacity gain is confirmed when compared with the greedy method.



Table I provides the results for the total number of functional calculations for the proposed MCMC-KLDM and ES.3 It can be observed that the required complexity for MCMCKLDM is significantly lower than that for ES. In particular, it has been demonstrated that using the MCMC-KLDM algorithm, the near-optimal performance can be achieved with less than 1.7 × 10−33 of the computational complexity of the ES method when 𝐾 = 8 and 𝑀 = 40. 3 The complexity is almost negligible since each user simply compares the strength of the composite channel among 𝐾 relays and chooses the best one.



𝐾 ∑ 𝑘=1



𝑓 (𝑘) s.t.



𝐾 ∑



˜ ≤ 𝑄, A𝑘 v



(45)



𝑘=1



where A𝑘 denotes the 𝑘th row of matrix A. Suppose that the ˜ 𝐺 . Without loss of generality, we optimal solution of (45) is v ˜ 𝐺 > 𝑄1 . assume that relay 1 ∈ 𝒮𝑒 , i.e., A1 v The basic idea is to prove that the optimal value of the cost ˜ in the interval function in (10) is non-increasing about A1 v [0, 𝑄1 ]. To do so, we consider the following problem: ⎧ 𝐾 ∑  𝐾 ⎨ ∑ ˜ ≤ 𝑄, A𝑘 v min (46) 𝑓 (𝑘) s.t. 𝑘=1  𝑣 ˜≥0 ⎩ 𝑘=1 ˜ ≤ 𝑄𝑘 for 𝑘 = 2, . . . , 𝐾. A𝑘 v ˜ and Obviously, the optimal cost value is a function about A1 v ˜ is denoted by A1 v ˜𝐹 . suppose that the optimal solution of A1 v ˜ Now, comparing (46) with (45), it can be observed that A𝑘 v ∑𝐾 competes with each other in order to maximize − 𝑘=1 𝑓 (𝑘). ˜ . While (46) has 𝑓 (𝑘) is a non-increasing function about A𝑘 v more power constraints on the other relays than (45), i.e., ˜ can get more resource to A𝑘 ��˜ ≤ 𝑄𝑘 ∀𝑘 ∑𝐾= 2, . . . , 𝐾, A1 v contribute to 𝑘=1 𝑓 (𝑘) by resulting in a smaller 𝑓 (1). As a ˜ 𝐹 ≥ A1 v ˜ 𝐺 > 𝑄1 . result, we conclude that A1 v Next, we prove that the objective function (46) is convex ˜ . We study (46) for fixed A1 v ˜ as follows: about A1 v ⎧ 𝐾 ∑  𝐾 ⎨ ∑ ˜, A𝑘 ≤ 𝑄 − 𝐴1 v min 𝑓 (𝑘) s.t. 𝑘=2  𝑣 ˜𝑘 ≥0,𝑘=2,...,𝐾 ⎩ 𝑘=1 A𝑘 𝑣˜ ≤ 𝑄𝑘 for 𝑘 = 2, . . . , 𝐾. (47)
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˜ is not a variable but a parameter here. The Note that A1 v optimal objective value of (46) equals the minimum of that of ˜. (47) with regard to A1 v The Lagrangian of (47) is given by 𝐿=



𝐾 ∑ 𝑘=1



𝑓 (𝑘) +



𝐾 ∑



˜ − 𝑄𝑘 ) 𝛼𝑘 (A𝑘 v



𝑘=2



( +𝜇



𝐾 ∑



) ˜ + A1 v ˜ − 𝑄 , (48) A𝑘 v



𝑘=2
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