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A Tale of Two Tails: Preferences of neutral third-parties in three-player ultimatum games∗ Ciril Bosch-Rosa†
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Abstract We present a new three-player game in which a proposer makes a suggestion on how to split $10 with a passive responder. The offer is accepted or rejected depending on the strategy profile of a neutral third-party whose payoffs are independent from her decisions. If the offer is accepted the split takes place as suggested, if rejected, then both proposer and responder get $0. This design allows us to study the social preferences of decision-makers free of any strategic or monetary concerns. The results show that neutral decision-makers are mainly concerned with inequality, and not so much with the (selfish) intentions of the proposer. This result is robust to the introduction of two variations to the original game, which include a monetary cost for the decision-maker in case the offer ends up in a rejection, or letting a computer replace the proposer to randomly make the splitting suggestion between proposer and responder. Keywords Ultimatum game · Experiment · Fairness · Third-party JEL Classification C91 · D71 · D63 · D31



∗



I am greatly indebted to Johannes M¨ uller-Trede for running some of the Barcelona experiments and for endless discussion over Skype. I would like to thank Robin Hogarth and Eldar Shafir for guidance in the initial stage of this research, and Daniel Friedman, Nagore Iriberri, Rosemarie Nagel and Ryan Oprea for guidance at different stages. I would also like to thank Pablo Bra˜ nas and Teresa Garcia for their invaluable comments and help. Thank you also to Gabriela Rubio for all the help and support. Finally I would like to acknowledge that discussants at ESA meetings in Copenhagen and Tucson as well as at Universidad de Granada and Max Planck Institute in Bonn were of great help. This project was partially funded by the Deutsche Forschungsgemeinschaft (DFG) through the SFB 649 ”Economic Risk”. † Berlin University of Technology and Colegio Universitario de Estudios Financieros, [email protected]



1



1



Introduction “How selfish soever man may be supposed, there are evidently some principles in his nature, which interest him in the fortune of others, and render their happiness necessary to him, though he derives nothing from it except the pleasure of seeing it.” The Theory of Moral Sentiments, Adam Smith (1759) It has been well established that both fairness and intentions are central to social preferences



(Falk et al. (2008)), yet there is wide discussion on whether or not one principle dominates the other. While Fehr and Fischbacher (2004), Falk et al. (2008), and Stanca et al. (2009) claim that intentions are the main driver behind the behavior of third (and second) party decision-makers, Offerman (2002) defends that intentions only matter in the negative domain of reciprocity, and Charness (2004), Bolton et al. (1998) or Leibbrandt and Lopez-Perez (2008) show that subjects respond more to outcomes than to intentions. In an effort to contribute to this discussion we introduce a three-player ultimatum game in which a proposer makes an offer on how to split $10 with a responder (who plays no active role in the game), while a decision-maker fills in a strategy profile accepting or rejecting every potential offer the proposer can make. If the offer is accepted, then the split takes place as suggested; if rejected, then both proposer and responder get $0. The decision-maker is paid a “flat fee” independent of her choices. This setup has two advantages. First, it allows us to tackle the concern raised by Croson and Konow (2009) that self-interest of subjects can obscure the measures of social preferences by looking at the social preferences of a subject with no strategic or monetary concerns. Second, because any rejection leaves both proposer and responder with a $0 payoff, we believe this design solves the worries of Falk et al. (2008) that some of the treatments in the literature are not “strong enough”. Our main result is that decision-makers show a strong preference for equality over intentions, as they reject systematically both selfish and generous offers.1 Two modifications of the original game confirm this result. 1



From now on we will consider any offer of more than $5 to be a “generous offer”.
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Literature Review



Three-player games are not new to the bargaining literature; in Knez and Camerer (1995), a proposer makes a simultaneous offer to two independent responders who can accept or reject proposals conditional on the offer made to the other receiver. The results show that responders are not willing to get offered less than their counterpart. In G¨ uth and van Damme (1998), a proposer splits the pie with a decision-maker and a passive “dummy” player who plays no role in the game; if the offer is accepted, the split goes as suggested, if rejected, everyone receives zero. The result is that both proposer and responder end up ignoring the presence of the dummy player and split the pie between themselves. Kagel and Wolfe (2001) consider a setup identical to G¨ uth and van Damme (1998) except that now, if the offer is rejected, the dummy player gets a consolation prize. The result is again that decision-makers ignore dummy players when making decisions. In McDonald et al. (2013), most responders ignore the dummy player when it receives a low payment, but not when it is high. Closer to our three player design, Croson and Konow (2009) show that neutral third parties are more (less) willing to reward (punish) generosity (selfishness), than players that are directly involved in the game. In Aguiar et al. (2013) impartial spectators pick fairer distributions than “veiled” stakeholders or involved spectators. Cappelen et al. (2013) show that neutral spectators distinguish the source of inequality when allocating final payoffs. Chavez and Bicchieri (2013) study how third parties prefer to punish norm violators in a three-player game, showing that positive actions (compensating, rewarding) are preferred to negative ones. More interesting for us, they also show that third parties avoid creating any inequality between players when rewarding proposers. Finally, Fehr and Fischbacher (2004) design a variation of the dictator game where a proposer offers an amount to a receiver, while a neutral third party can impose a costly punishment on the dictator. The results show that third-party punishment is aimed to punish norm violators (i.e. selfish dictators) and not necessarily based on payoff differences among players. On the other hand Leibbrandt and Lopez-Perez (2008) use a within-subject analysis which shows that second and third-party punishment is driven by payoff differences rather than by the intentions of the proposer. Additionally, they also report that second and third-party punishment is not significantly different in intensity, a results which contrasts with Fehr and Fischbacher (2004) who report second-parties spending much more than third-parties to punish unfair dictators. Falk et al. (2008) suggest that while inequality has some effect on punishment by third parties, 3



intentions of the proposer are the main reason behind most punitive actions. Our results are closer to Leibbrandt and Lopez-Perez (2008) as we observe a significant number of generous offers being rejected, something which to our knowledge is the first time to be reported in a laboratory setup.2
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Experimental Design



The experiment was run with a total of 282 undergraduates from both Universitat Pompeu Fabra (UPF) in Barcelona, and the University of California Santa Cruz (UCSC) in Santa Cruz. Each session had 3 rounds and lasted on average 30 minutes. The mean earnings at UCSC were of $4.5 and at UPF of e 4.35 plus a show-up fee ($5 and e 3)3 that was announced only at the end of the experiment.4 Subjects were recruited through the ORSEE systems of each university (Greiner (2004)), and were required not to have any previous experience in bargaining games. In total 17 sessions were run, UCSC sessions had 12 subjects and UPF sessions 18 subjects.5 As subjects arrived to the lab, they were seated randomly in front of a terminal and the initial instructions were read aloud. In these instructions we announced that: 1. The experiment had three rounds and instructions for each round would be read immediately before each round started.6 2. Each subject would be assigned a player type (A, B or C) which they would keep through the experiment. 3. Each round, subjects would be randomly assigned to a different group of three players (one of each type). 2



All previous reports of it were in field experiments with subjects either from rural old Soviet Union regions (Bahry and Wilson (2006)) or in small-scale societies in New Guinea (Henrich et al. (2001)). Furthermore, these previous results had always been two-player games, and considered anomalies. For example, Bahry and Wilson (2006) dismiss rejections of generous offers as a result of Soviet education, while Henrich et al. (2001) hypothesize that these rejections could be the result of a gift-giving culture, in which accepting large gifts establishes the receiver as a subordinate. G¨ uth and van Damme (1998) also mention a small number of generous offers being rejected. 3



From now on, we will use the dollar sign to include both euros and dollars.
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While most subjects are aware of the rule of a “show-up fee” not announcing it until the end of the experiment adds pressure to the decision-makers would their decisions result in a rejection. 5



Except 3 sessions that had 9 subjects at UCSC and 2 sessions that had 12 subjects at UPF



6



In this way we ensure the first round is completely independent, and reduces spillover across rounds.
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4. Only one of the rounds, randomly chosen by the computer, would be chosen for the final payoffs. 5. No feedback on other subject’s choices or payoffs would be given before the end of the session.7 Details on ordering and number of observations for each session can be found in Appendix A. A time-line of the experiment is shown in Table 1.8 Table 1: Steps of the experiment. Step 1 Read general instructions Assign player type



Step 2 Read instructions for Round 1 Assign players to group



Step 3 Round 1 No feedback



Step 4 Read instructions for Round 2 Assign players to new group



Step 5 Round 2 No feedback



Step 6 Read instructions for Round 3 Assign players to group



Step 7 Round 3 No feedback



Step 8 Info on results for all games Final payoff info



3.1



Baseline



In the baseline design A players are assigned the role of proposer and have to make a suggestion on how to split $10 with player C who is a “bystanders” and has no active role in the game. In the meantime (and without knowing the proposal made by A) B players are assigned the role of decision-makers and have to fill in a strategy profile accepting or rejecting all potential offers from A to C (screen-shot in Figure 1). If the offer is accepted, the split goes as suggested by A; if rejected, then both A and C get $0 for the round. B player payoffs will be treatment variables and are: • Low Payoff (L): B gets paid $3 for her decisions, whatever the outcome of the game. • Normal Payoff (N): B gets paid $5 for her decisions, whatever the outcome of the game. • High Payoff (H): B gets paid $12 for her decisions, whatever the outcome of the game. 7



This was done to minimize learning across rounds and to be able to use each data point as an independent observation. 8



We are aware that a between subject design was more appropriate to easily study our data, but a tight budgetary constraint forced us to design a within subject design (keep in mind that we only use data from 1 out of 3 subjects). Our experimental design was thus designed to minimize dependence across rounds so that we could treat each round as a “one-shot game”.
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Figure 1: Decision-Maker Screen-shot.



Treatments L, H, and N allow us to test whether or not decision-makers take into account their relative payoff when making their decision. If no differences can be observed across treatments, then it will mean that we are observing the revealed preferences of a subject who has truly no strategic or monetary concerns in the game; what Fehr and Fischbacher (2004) call “truly normative standards of behavior”. 3.2



Robustness tests



Robustness tests are introduced to see how strong our initial results are. To do so we modify the Baseline design for treatments H and L, while keeping N as our benchmark. Costly Rejection The game is identical to the Baseline treatment, except that if the game ends in a rejection, then the decision-maker is penalized with the subtraction of $1 from her payoff for this round. The treatments for the Costly Rejection sessions are therefore: • Low Payoff (L-1) : B gets paid $3 if A’s offer is accepted and $2 if rejected. • High Payoff (H-1) : B gets paid $12 if A’s offer is accepted and $11 if rejected. The goal of this robustness test is twofold. On the one hand it is designed to put downward pressure on decision-makers and see how committed they are to rejecting offers. On the other, 6



it is helpful to see what type of concerns are more “fragile” to the introduction of this cost; if selfish intentions play a stronger(weaker) role than concerns for equality, then we should observe how the acceptance rate of selfish offers decreases(increases) with respect to those of generous offers. Computer In this case we follow a setup similar to that of Blount (1995) with the splitting suggestion being made (randomly) by a computer.9 If the offer is accepted, then the split takes place as suggested by the machine, if rejected, then both A and C get $0.10 The treatments in this case are: • Low Payoff (LowC): B gets paid $3 whatever the outcome of the game. • High Payoff (HighC): B gets paid $12 whatever the outcome of the game. Because there are no intentions ingrained in the offers, this is a good benchmark to which compare the Baseline results. If we see (no) significant differences, then it means that intentions are (un)important for decision-makers. 3.3



2UG



Finally, in all sessions, one of the rounds will be a 2UG game. This is a regular ultimatum game but keeping the 3-player group structure. In it, A makes two independent suggestions on how to split $10; one to B, the other to C. As in the baseline, we use the strategy method to elicit B and C’s preferences over the offers made to them. If B (C) rejects the offer that A made to him, then B (C) gets $0 for the round. If, instead B (C) accepts the offer, then the split goes as suggested. A’s payoff is randomly chosen from one of the two different outcomes. If the selected game turns out to be a rejection, then A gets $0 for the round, if accepted, then A gets her part of the proposal. The purpose of randomizing A’s payoffs is to prevent portfolio effects and to make payoffs fair across all subject types. The 2UG game is introduced in our sessions for three reasons. The first one is to create a “break” between our treatments of interest and so be able to recreate a “first-shot” scenario in the third round of the session. Secondly we use the 2UG as a control, to verify whether or 9



The computer follows a uniform distribution that spans the whole offer space.
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Note that A and C are still (human) subjects getting a payoff that depends on the decisions made by B and the random split suggested by the computer.
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not our subjects understand the strategy method interface. Finally, and very important for our results, the 2UG game shows that decision-makers take seriously the possibility of generous offers when filling out their strategy profile. 3.4



Theoretical Predictions



We will use Fehr and Schmidt (1999) (FS, henceforth) and Ockenfels and Bolton (2000) (BO, henceforth) to make some theoretical predictions for our games. We pick these two models as they are perhaps the simplest and most known in the literature. Recall that both models build a utility function around the pecuniary payment of the decision-maker, and then compare its relative standing with respect to all other participant’s payoffs. Perhaps the most important difference across both models is that in BO the decisionmaker compares her pecuniary payoff to the average payoff across all group members, while in FS this payment is compared individually to every other payoff. Additionally, in FS the decision-maker distinguishes between advantageous and disadvantageous inequality, while in BO the decision-maker does not distinguish if inequality is in her favor or not. From these models we get the following 3 hypotheses (see Appendix B for a formal definition of both models and proofs)11 Hypothesis 1: In the High treatment, under both BO and FS decision-makers should always accept all offers. This also applies to the Computer (HighC) and Costly Rejection (H-1) treatments. Hypothesis 2: In the Normal treatment, under BO, decision-makers should never reject any offers. Under FS decision-makers should always accept the even split, but is ambiguous for the rest of cases. Hypothesis 3: In the Low treatment, the predictions of BO are ambiguous. FS predicts rejections of offers ((10, 0), (0, 10)) and ((9, 1), (1, 9)), in the LowC and Low treatment, but is ambiguous for L-1 case. For all other offers FS is ambiguous for for Low, L-1, and LowC. 11



For the FS case all hypothesis are assuming that the decision-maker cares about something else than only her payoff, in other words, that all parameters are greater than zero.
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Results



We begin the analysis of our data by looking at the baseline treatments in section 4.1, and the robustness tests in section 4.2. The 2UG outcomes can be found in Appendix C. In it we show that our sample is not different from that of the usual ultimatum-game experiment, and that subjects understand the instructions and interface. 4.1



Baseline



Figure 2 presents the percentage of acceptances for each potential offer. From top to bottom we see the acceptances rates for treatment N, the comparison between H and N, the comparison between L and N, and finally that between H and L. As it is evident from the plots, none of the predictions made in section 3.4 are fulfilled. This could be because neither BO nor FS include intentions in their models, or because in our game setup decision-makers do not take their pecuniary payoff as a reference point invalidating these models. In fact, when looking at Figure 2 two things immediately stand out. The first one is that there is a significant number of generous offers being rejected. The second one is that all treatments look very much alike, despite the big payoff differences. Indeed, a two-sided Fisher test comparing the number of accepted offers for each potential offer finds no statistical differences across treatments (Table 2).12 This is confirmed by a within subject Wilcoxon matched-pairs signed-rank test comparing acceptances for treatments N and L, and N and H (p-value = 0.375 and p-value = 0.161 respectively).13 Comparing the shape of the whole distribution using a pairwise Epps-Singleton test we see no statistical differences between High and Low (p-value=0.600), High and Normal (p-value=0.579), or Low and Normal (p-value=0.999). Doing the same analysis only for first round choices, to avoid any concerns over dependency of 12



Notice that even if Fisher’s exact test is one of the most powerful tests for 2x2 contingency tables, in our case the power is very low due to the very small differences across treatments. So for example, using the package Exact we get a power of 28% when comparing L to N for the even split case, and of 38% when comparing H to L for the case in which the proposer offers $2 (and keeps $8). Getting enough power (say, around 85%) for the first (second) case would mean having 150 (85) observations of each treatment, which means 450 (255) subjects per treatment, an unattainable number. To overcome this problem, we complement our analysis with other statistical tests and analysis, in order to confirm the results we get from Fisher tests. 13



It is worth mentioning that the result of the Wilcoxon test becomes somewhat significant when comparing L and H (p-value = 0.0825). This is probably due to the fact that the number of subjects participating in both treatments at the same time is extremely low (n = 4). See Appendix D for a lengthier discussion on this question.
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the data, we get the same results results.14 So not only are the rejection patterns similar, but subject preferences are robust to large changes in payoffs. 1.00
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Figure 2: Acceptance Rates for Baseline Treatments. For each graph, in the vertical axis we plot the percentage of acceptances, in the horizontal axis, the offer. 14



The p-values are respectively 0.408, 0.099, and 0.948. Of course, there is a drawback to this “meta-analysis”, and it is that we have a very unbalanced sample with only 5 subjects playing H in the first round, 9 playing L, and 26 playing N.
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Table 2: Two-Sided Fisher P-values



L=H H=N L=H ∗



$0 1.000 0.355 0.329



p < 0.10,



∗∗



$1 0.775 0.280 0.227



p < 0.05,



∗∗∗



$2 0.596 0.202 0.089*



$3 1.000 0.808 0.789



$4 1.000 0.604 0.768



$5 0.141 0.250 1.000



$6 0.550 0.759 1.000



$7 1.000 0.792 0.768



$8 1.000 0.226 0.269



$9 0.810 0.469 0.412



$10 1.000 0.636 0.787



p < 0.01



• Result 1: In the Baseline setup we observe no statistical differences in rejection patterns across treatments. This indicates that decision-makers ignore their payoffs and relative standing in the game when making choices. To to check whether or not intentions play a role in the decisions of B subjects we define “absolute inequality” as the absolute value of the difference between A and C’s payoff, and categorize all offers to the left of $5 (the “selfish” offers) as belonging to the Left-Hand-Tail (LHT), and all offers to the right of $5 (the “generous” offers) as belonging to the Right-HandTail (RHT). We then run a probit model with the binary accept/reject outcome as dependent variable, and dummies for order (First), treatment (High, Low), location (Where), and distance to the fair split. The coding for the distance dummies includes the distance to the even split and the tail they are in. So, for example, Dist3l is the dummy for the $2 offer (which is 3 dollars to the left of $5) and Dist2r is the dummy for an offer of $7 (which is 2 dollars to the right of $5). The results can be found in Table 3 where Column 3 has the full specification of the probit model, and column 4 includes the interactions between treatment and distance (See Appendix E for the interactions).15 The results show that the dummies for distance are not only negative and highly significant, but that their coefficients follow an (almost) perfectly monotonic pattern. The further away an offer is from $5 the lower the probability of being accepted. • Result 2: The greater the absolute inequality the lower the probability of the proposal being accepted. However, in Figure 2 we see that the rejection patterns are not perfectly symmetric around the fair split. For the same amount of absolute inequality, a generous offer is more likely to be accepted than a selfish one (Two-sided Fisher test in Appendix F). • Result 3: In the baseline treatments, decision-makers are less willing to tolerate inequality when it is the result of a selfish offer. 15



From now on all probability models will have errors clustered at the individual level.
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Table 3: Probit model of Accepted Offers.



Low High



(1) Accept -0.0752 (0.137) 0.176 (0.159)



(2) Accept 0.0411 (0.170) 0.330 (0.213) 0.237 (0.153) -0.0632 (0.226)



0.0752 (0.104) 1122 No p < 0.05,



-0.0923 (0.188) 1122 No p < 0.01



First Where Dist1l Dist2l Dist3l Dist4l Dist5l Dist1r Dist2r Dist3r Dist4r Dist5r Cons N Interaction ∗ p < 0.10, ∗∗



4.2



∗∗∗



(3) Accept 0.0414 (0.201) 0.380 (0.249) 0.277 (0.178) -0.0802 (0.264) -0.704∗∗∗ (0.174) -1.346∗∗∗ (0.216) -1.719∗∗∗ (0.237) -1.931∗∗∗ (0.238) -2.141∗∗∗ (0.256) -0.367∗∗ (0.132) -0.679∗∗∗ (0.174) -0.971∗∗∗ (0.184) -0.971∗∗∗ (0.202) -1.072∗∗∗ (0.211) 0.975∗∗∗ (0.239) 1122 No



(4) Accept -0.455 (0.306) -0.299 (0.396) 0.277 (0.179) -0.0781 (0.265) -1.109∗∗∗ (0.280) -1.713∗∗∗ (0.305) -2.116∗∗∗ (0.319) -2.324∗∗∗ (0.330) -2.569∗∗∗ (0.349) -0.564∗ (0.238) -1.053∗∗∗ (0.276) -1.390∗∗∗ (0.292) -1.336∗∗∗ (0.290) -1.444∗∗∗ (0.294) 1.330∗∗∗ (0.315) 1122 Yes



Robustness Tests



4.2.1



Costly-Rejection



In Figure 3 we present the results of the costly-rejection treatments and compare them to their baseline counterparts; H-1 and H in the top panel, and L-1 and L in the middle, and H-1 and L-1 in the lower one. As in the Baseline treatments, both selfish and generous offers continue to be rejected in all costly treatments. But more surprising is that H-1 and L-1 look almost identical. A Twosided Fisher test finds no differences across individual offer acceptance rates (Appendix F), nor does an Epps-Singleton test find any differences when comparing the whole distribution (p-
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value=0.907).16 Moreover, when comparing the acceptances within subject using a Wilcoxon matched pairs sign-rank test we see no differences at the subject level (p-value = 0.617). So, even when the relative costs of rejecting offers are wide apart, decision-makers behave in a similar manner under both costly treatments. 1.00
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Figure 3: Acceptance rates of L-1 and H-1 plotted against their Baseline counterparts, along a comparison of L-1 and H-1. For each graph, in the vertical axis we plot the percentage of acceptances, and in the horizontal axis the offer.



• Result 4: Even with widely different relative rejection costs, there is no significant difference across treatments in the Costly-Rejection setup. On the other hand, we do see some differences when comparing the Costly Rejection treatments and their Baseline counterparts. These differences arise mostly in the LHT as more selfish offers are being accepted once a cost to rejecting is introduced, while rejection rates of generous offers seem to be mostly unaltered (see Table 4 for a one sided Fisher test). 16



An identical result happens when we use only first round data points (p-value=0.969). In this case we have 11 subjects playing H-1 in the first round and 16 subjects playing L-1
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Table 4: One-sided Fisher p-values comparing total acceptances per treatment. $0 $1 $2 ∗∗ ∗∗ L = L-1 0.01 0.01 0.01∗∗ ∗ ∗ H = H-1 0.07 0.08 0.20 ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01



$3 0.01∗∗ 0.08∗



$4 0.05∗ 0.25



$5 0.37 0.17



$6 0.16 0.23



$7 0.30 0.14



$8 0.09∗ 0.37



$9 0.09∗ 0.27



$10 0.33 0.06∗



It appears that introducing a cost to rejecting offers wipes out the concerns of decisionmakers for “intentions”, while maintaining their concerns for inequality. A two-sided Fishertest confirms the symmetry in the distributions of acceptance rates in both costly treatments (see Table 5). Table 5: Two-Sided Fisher p-values. $4=$6 $3=$7 $2=$8 $1=$9 L-1 1.000 1.000 0.766 0.559 H-1 1.000 0.175 0.241 0.148 ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01



$0=$10 0.275 0.021∗∗



• Result 5: The introduction of a cost to rejecting offers wipes out the role of intentions in the acceptance pattern of decision-makers, leaving the inequality between proposer and responder as the only reason to reject an offer. 4.2.2



Computer Treatment



Figure 4 compares the results of HighC to H in the upper panel, and LowC to L in the lower one. As we can see, all computer treatments are symmetric around the fair split (two-sided Fisher test p-value=1.000 for all cases in both treatments). Additionally, and confirming Result 1, an Epps-Singleton test comparing the resulting distributions of LowC and HighC finds no statistical differences (p-value=0.638).17 More interesting is that we find only very little statistical differences when comparing both computer treatments to the baseline N (Epps-Singletonp-values of 0.087, and 0.087 when comparing LowC to N, and HighC to N respectively), or to their baseline counterparts (EppsSingleton p-values of 0.0998 and 0.406 for Low and High respectively). A two-sided Fisher test (Table 6) confirms this result. • Result 6: Rejection patterns of offers made (randomly) by a computer are barely statistically different from rejection patterns of offers made by a human participant. 17



For first round decisions we have an identical result (p-value=0.997). In this case the number of players are 10 for HighC and 6 for LowC.
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Figure 4: Acceptance rates for Computer treatments compared to their Baseline counterparts. For each graph, in the vertical axis we plot the percentage of acceptances, in the horizontal axis, the offer.



So, while Result 3 shows that intentions are somewhat important to decision-makers, it is clear from our robustness tests that feelings about inequality are much stronger than those for intentions. Table 6: One-sided Fisher P-values comparing total acceptances per treatment $0 $1 $2 L = LowC 0.434 0.456 0.026∗∗ H = HighC 0.185 0.530 0.761 ∗ ∗∗ ∗∗∗ p < 0.10, p < 0.05, p < 0.01



$3 0.533 0.755



$4 1.00 0.737



$5 1.00 1.00



$6 0.732 1.00



$7 0.751 0.316



$8 1.00 0.509



$9 0.213 0.111



$10 0.113 0.752



Finally, to offer an overall picture of the whole experiment and its different treatments, Table 7 presents a Probit model comparing N to the high and low payoff treatments of each experimental setup (Baseline, Costly Rejection, and Computer). The results show that treatments are not really significant, but that, in all cases,the distance from the fair split is highly significant, and the probability of acceptance decreases as absolute inequality increases. All models includes interactions between treatment and absolute distance, with no systematic significant results (see Appendix G).
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Table 7: Probit model comparing each treatment to baseline N treatment



first where low high



(1) Baseline 0.277 (0.179) -0.0781 (0.265) -0.455 (0.306) -0.299 (0.396)



(2) Costly 0.0805 (0.191) -0.0495 (0.293)



L-1



(3) Computer 0.0522 (0.178) -0.0408 (0.292)



0.333 (0.594) -0.249 (0.487)



H-1 LowC HighC -0.564∗ (0.238) dist2r -1.053∗∗∗ (0.276) dist3r -1.390∗∗∗ (0.292) dist4r -1.336∗∗∗ (0.290) dist5r -1.444∗∗∗ (0.294) dist1l -1.109∗∗∗ (0.280) dist2l -1.713∗∗∗ (0.305) dist3l -2.116∗∗∗ (0.319) dist4l -2.324∗∗∗ (0.330) dist5l -2.569∗∗∗ (0.349) Cons 1.330∗∗∗ (0.315) N 1122 Interaction Yes



-0.568∗ (0.236) -1.054∗∗∗ (0.272) -1.390∗∗∗ (0.287) -1.336∗∗∗ (0.285) -1.444∗∗∗ (0.290) -1.112∗∗∗ (0.275) -1.712∗∗∗ (0.300) -2.117∗∗∗ (0.314) -2.321∗∗∗ (0.325) -2.564∗∗∗ (0.344) 1.475∗∗∗ (0.290) 1111 Yes



dist1r



Standard errors in parentheses ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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-0.320 (0.563) -0.336 (0.553) -0.569∗ (0.236) -1.054∗∗∗ (0.272) -1.390∗∗∗ (0.288) -1.337∗∗∗ (0.285) -1.444∗∗∗ (0.290) -1.112∗∗∗ (0.275) -1.712∗∗∗ (0.300) -2.117∗∗∗ (0.314) -2.321∗∗∗ (0.326) -2.564∗∗∗ (0.345) 1.495∗∗∗ (0.283) 869 Yes



5



Conclusion



Neutral decision-makers are central to our social and judicial system. Understanding their preferences and how they make decisions should be a priority. Yet the experimental literature results appear inconclusive; while Falk et al. (2008), and Stanca et al. (2009) claim that intentions are the main driver behind the actions of third parties, Offerman (2002) defends that intentions only matter in the negative domain of reciprocity, and Leibbrandt and Lopez-Perez (2008) show that subjects respond more to outcomes than to intentions. Our contribution to this literature is to design a game in which we can observe the “true” preferences of a neutral third-party as they are stripped of any strategic or monetary concerns by paying decision-makers a fixed amount whatever their decision. Such a game allows us to avoid the confound of previous studies where strategic concerns might have interfered with the decision-maker’s social preferences, what Croson and Konow (2009) call “moral biases”. Additionally we run two robustness tests that put to further scrutiny our results. In the first robustness test decision-makers pay one a certain penalty whenever the game ends in a rejection. In the second, the offers are made randomly by a computer. Our basic result is that neutral decision-makers are mainly concerned with reducing inequality between proposer and responder, while showing little concern for the (selfish) intentions of proposers. This result can be observed in Figure 2 which plots the rates of acceptance for each potential offer of the proposer to the responder. The resulting shape is an (asymmetric) “inverted-U” shape, as both selfish and generous offers are rejected, but for the same amount of “absolute inequality” selfish offers are more likely to be rejected than generous one. On the other hand, the introduction of a cost to rejecting offers brings down the rejection rates of selfish offers, while maintaining those of generous offers. This points towards intentions being weaker to the introduction of this robustness test than inequality aversion is. Further, we cannot find statistical differences in acceptance rates when the offer is made by a human subject of when it is (randomly) made by a computer. All in all, our results lead us to conclude that for truly neutral decision-makers inequality aversion is the main driver behind their decisions, with the role of intentions being less important than suggested by some of the recent literature.



17



References Aguiar, F., A. Becker, and L. Miller (2013, July). Whose impartiality? an experimental study of veiled stackeholders. Economics and Philosophy 29 (Special Issue 02), 155–174. Cited on page 3. Bahry, D. L. and R. K. Wilson (2006, May). Confusion or fairness in the field? rejections in the ultimatum game under the strategy method. Journal of Economic Behavior & Organization 60 (1), 37–54. Cited on page 4. Blount, S. (1995). When social outcomes aren’t fair: The effect of causal attributions on preferences. Organizational Behavior and Human Decision Processes 63 (2), 131–144. Cited on page 7. Bolton, G. E., J. Br, and A. Ockenfels (1998). Measuring motivations for the reciprocal responses observed in a simple dilemma game. Experimental Economics, 207–221. Cited on page 2. Camerer, C. and R. H. Thaler (1995, May). Anomalies: Ultimatums, dictators and manners. Journal of Economic Perspectives 9 (2), 209–219. Cited on page 24. Cappelen, A. W., J. Konow, E. Ø. Sørensen, and B. Tungodden (2013). Just luck: An experimental study of risk-taking and fairness. American Economic Review 103 (4), 1398–1413. Cited on page 3. Charness, G. (2004). Attribution and reciprocity in an experimental labor market. Journal of Labor Economics 22 (3), 665–688. Cited on page 2. Chavez, A. K. and C. Bicchieri (2013, December). Third-party sanctioning and compensation behavior: Findings from the ultimatum game. Journal of Economic Psychology 39, 268–277. Cited on page 3. Croson, R. and J. Konow (2009). Social preferences and moral biases. Journal of Economic Behavior & Organization 69 (3), 201–212. Cited on pages 2, 3, and 17. Falk, A., E. Fehr, and U. Fischbacher (2008, January). Testing theories of fairness: Intentions matter. Games and Economic Behavior 62 (1), 287–303. Cited on pages 2, 3, and 17. 18



Fehr, E. and U. Fischbacher (2004, March). Third-party punishment and social norms. Evolution and Human Behavior 25 (2), 63–87. Cited on pages 2, 3, and 6. Fehr, E. and K. M. Schmidt (1999). A theory of fairness, competition, and cooperation. The quarterly journal of economics 114 (3), 817–868. Cited on pages 8 and 21. Greiner, B. (2004). An online recruitment system for economic experiments. Cited on page 4. G¨ uth, W. and E. van Damme (1998, June). Information, strategic behavior, and fairness in ultimatum bargaining: An experimental study. Journal of Mathematical Psychology 42 (2–3), 227–247. Cited on pages 3 and 4. Henrich, J., R. Boyd, S. Bowles, C. Camerer, E. Fehr, H. Gintis, and R. McElreath (2001). In search of homo economicus: Behavioral experiments in 15 small-scale societies. The American Economic Review 91 (2), 73–78. Cited on page 4. Kagel, J. H. and K. W. Wolfe (2001). Tests of fairness models based on equity considerations in a three-person ultimatum game. Experimental Economics 4 (3), 203–219. Cited on page 3. Knez, M. J. and C. F. Camerer (1995, July). Outside options and social comparison in threeplayer ultimatum game experiments. Games and Economic Behavior 10 (1), 65–94. Cited on page 3. Leibbrandt, A. and R. Lopez-Perez (2008). The envious punisher.



Cited on pages 2, 3, 4,



and 17. McDonald, I. M., N. Nikiforakis, N. Olekalns, and H. Sibly (2013). Social comparisons and reference group formation: some experimental evidence. Games and Economic Behavior 79, 75–89. Cited on page 3. Ockenfels, A. and G. E. Bolton (2000, March). ERC: A theory of equity, reciprocity, and competition. American Economic Review 90 (1), 166–193. Cited on pages 8 and 21. Offerman, T. (2002, September). Hurting hurts more than helping helps. European Economic Review 46 (8), 1423–1437. Cited on pages 2 and 17. Stanca, L., L. Bruni, and L. Corazzini (2009, August). Testing theories of reciprocity: Do motivations matter? Journal of Economic Behavior & Organization 71 (2), 233–245. Cited on pages 2 and 17. 19



Appendix: Appendix A: Details on session structure The treatment ordering for each session as well as the total number of subjects per session in Table 8 Table 8: Treatment ordering and number observations for all type (A,B,C) of subjects.



Treatment Order/Town N2H N2L (H-1)2(L-1) (L-1)2(H-1) L2H 2NL 2NH H2N L2N LowC2HighC HighC2LowC



Barcelona 18 18 18 18 15 15 30 18



Santa Cruz 21 21 33 48 12 -



In Table 9 we present the total number of actual decision-maker observations for each treatment: Table 9: Total number of B subject observations per treatment



N H L H-1 L-1 LowC HighC



Barcelona 33 21 20 16 16



20



Santa Cruz 14 7 7 27 27 -



Total 47 28 27 27 27 16 16



Appendix B: Proofs The model presented by Ockenfels and Bolton (2000) has a utility function that can be defined as: Ui (x) = γi (xi , σi )    Xi if c ≥ 0 c where σi =  1 if c = 0 n   xi is player i’s payoff     x = (x1 , x2 , ...xn ) is the payoff vector      c is the sum of all player’s payoffs    σ is player i’s relative payoff share, σ  [0, 1] i i and  γ ≥ 0 i1      γi11 ≤ 0      γi2 = 0 for σi = n1    γi22 < 0 A central argument of BO is that holding the pecuniary payment fixed, then the motivation function (γi (.)) is strictly concave in the relative argument, with a maximum around the point in which the decision-makers share is equal to the average share (Assumption 3 in BO). In Fehr and Schmidt (1999), the authors define subject’s i utility function as:



Ui (x) = xi − σi



1 X 1 X max{xj − xi , 0} − βi max{xi − xj , 0} n − 1 j6=i n − 1 j6=i



where βi ≤ σi , 0 ≤ βi ≤ 1 The first value is the pecuniary payment, while the second is the disutility resulting from “disadvantageous inequality” where σi is the weight subject i gives to this inequality. The third term of the equation is the disutility resulting from the “advantageous inequality” weighted by the importance subject i gives to it (βi ). For the following hypotheses and proofs we will assume that βi > 0 or the model becomes trivial, with decision-makers being indifferent in all cases except for the Costly-Rejection treatments in which case they would always accept all offers. Hypothesis 1: In the High treatment, under both BO and FS decision-makers should 21



always accept all offers. This also applies to the Computer (HighC) and Costly Rejection (H-1) treatments. Proof Hypothesis 1: Because payoffs are fixed whatever the outcome, our only concern is the relative argument. For Bo: in the High and HighC treatments if the offer is accepted the decision-maker  and if rejected γi (12, 1). By assumption 3, γi (.) is strictly concave gets γi 12, 12 22  12 so for any value to the right of the maximum γi2 < 0 and therefore γi 12, 22 >  12 > γi (12, 1). For the H-1 case, the same logic applies but with payoffs γi 12, 22 γi (11, 1) For FS: rejecting in the High and HighC treatments result in Ui (x) = 12 − 12βi and accepting always Ui (x) = 12 − 7βi . Because Ui (x) = 12 − 7βi > Ui (x) = 12 − 12βi , individual i will always accept all offers from A to C. In the H-1 treatment rejecting results in Ui (x) = 11 − 11βi and accepting always Ui (x) = 12 − 7βi , so individual i will always accept all offers from A to C. Hypothesis 2: In the Normal treatment, under BO, decision-makers should never reject any offers. Under FS decision-makers should always accept the even split (if βi > 0), but is ambiguous for the rest of cases. Proof Hypothesis 2: Because payoffs are fixed whatever the outcome, we only care about the relative argument. For Bo: in the Normal treatment, if the offer is accepted the decision-maker gets  5 γi 5, 15 and if rejected γi (5, 1). By assumption 3 the maximum is unique and is  5 at γi 5, 15 , therefore the decision-maker would never reject in this treatment. For FS: Rejecting in the Normal treatment means Ui (x) = 5 − 5βi while accepting the even split results in Ui (x) = 5. Given that we assumed βi > 0 accepting the offer dominates. For any other offer the utility of accepting ranges from a maximum of Ui (x) = 5 − Ui (x) = 5 −



5 2



1 2



(σi + βi ) for offers (6, 4) or (4, 6) to a minimum of



(σi + βi ) for offers (10, 0) or (0, 10). With all other offers having



values between these two extreme cases. This means that if σi ≥ 9βi , then rejecting 22



all offers (except the even split) weakly dominates accepting them. While if σi = βi , accepting all offers weakly dominates rejecting them (recall that σi ≥ βi by assumption). Hypothesis 3: In the Low treatment, the predictions of BO are ambiguous. FS predicts rejections of offers ((10, 0), (0, 10)) and ((9, 1), (1, 9)), in the LowC and Low treatment, but is ambiguous for L-1 case. For all other offers FS is ambiguous for for Low, L-1, and LowC. Proof Hypothesis 3: Because payoffs are fixed whatever the outcome, we only care about the relative argument. For Bo: For the Low treatment, if the offer is accepted the decision-maker gets  3 and if rejected γi (3, 1). Because the former is on the left hand side of the γi 3, 13 maximum, and the latter on the right, we cannot say anything without imposing a functional form to γi (.). This proof extends to the Computer and Costly Rejection case. For FS: We need to break the proof in four parts. The first three proofs apply to the Low and LowC treatments, while the latter is exclusive for the L-1 case. (a) Rejecting in the Low treatment means Ui (x) = 3 − 3βi while accepting offers ((10, 0), (0, 10)) or ((9, 1), (1, 9)) results in Ui (x) = 3 − 27 σi − 32 βi and Ui (x) = 3 − 3σi − βi respectively. Because σi ≥ βi , then Ui (x) = 3 − 3βi > Ui (x) = 3 − 72 σi − 23 βi and Ui (x) = 3 − 3βi > Ui (x) = 3 − 3σi − βi , so rejecting these offers is always a better option. (b) Accepting offers ((8, 2), (2, 8)) results in Ui (x) = 3 − 25 σi − 21 βi , in which case individual i will be indifferent between rejecting or not when σi = βi , and reject for all other cases (recall that σi ≥ βi by assumption). (c) Accepting offers when the difference between proposer and responder is smaller or equal to $4 results in Ui (x) = 3 − 2σi . Which means that if αi = 32 βi the decision-maker is indifferent between accepting or rejecting, when αi > 32 βi the decision-maker will always reject, and when αi < 32 βi she will always accept these offers. 23



(d) Rejecting any offer in the L-1 always results in Ui (x) = 2 − 2βi . On the other hand, accepting any split in which the difference between the proposer and responder is smaller or equal to $4 results in Ui (x) = 3 − 2σi . The decision1 2



maker will thus be indifferent when σi = σi >



1 2



+ βi and accept them when σi 



1 2



+ βi , will reject these offers when



+ βi . Because accepting any other



offer where the payoff between proposer and responder > 4 always will result in a lower utility, then for L-1 if σi >



1 2



+ βi , all offers will be rejected. On



the other hand, if offers ((0, 10), (10, 0)) are accepted Ui (x) = 3 − 72 σi − 32 βi in which case the decision-maker will be indifferent when 7σi = 2 + βi , will reject these offers when 7σi > 2 + βi and accept them when 7σi > 2 + βi . Because all other offers have a strictly higher utility for the decision-maker, then it follows that in the treatment L-1 if 7σi < 2 + βi , then all offers will be accepted.



Appendix C: 2UG Results We summarize all of B subject’s observations in Figure 5. In it we present the percentage of decision-makers accepting each potential offer from A to C (e.g. almost 60% of B subjects accept a hypothetical offer of $3 while only 30% accept one of 1). The acceptance results are slightly higher than those reported in the literature (see Camerer and Thaler (1995)), but still within the range of what would be expected. The average offer was of $3.59, which is also what would be expected in an experiment like this. These results validate both our subject pool and the software interface, but most importantly, they show that decision-makers act consistently when deciding about hyper-generous offers (i.e., subjects do not randomize or “experiment” within this range of offers).18 We take this as an indication that decision-makers take seriously the possibility of a generous offer. 18



Three subjects that rejected offers of $8 or more yet accepted all smaller offers. We believe that these subjects misunderstood the interface and were trying to reject offers smaller than $2.
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Figure 5: Acceptances of 2UG



Appendix D: Ordering Effects Due to a miscommunication between the Barcelona and Santa Cruz labs we have a very unbalanced amount of first round H treatment (5) compared with third round H treatment (22). This unfortunately pollutes the ordering effects for the H treatments as a 2 tailed Fisher Test comparing first round treatments against other rounds in the experiment shows. Table 10: Two-Sided Fisher P-values Comparing First Round Treatments to all Other Treatments $0 $1 $2 $3 N 0.752 0.890 0.344 0.671 H-1 0.704 1.000 1.000 0.090* H 0.091* 0.030** 0.010** 0.165 L 0.574 1.000 0.352 0.687 L-1 1.000 0.448 0.692 1.000 ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01



$4 0.174 0.621 0.238 0.407 0.056*



$5 1.000 1.000 1.000 1.000 0.549



$6 0.767 1.000 1.000 1.000 0.549



$7 0.492 1.000 1.000 1.000 1.000



$8 0.357 1.000 1.000 0.435 0.662



$9 0.923 1.000 0.136 1.000 0.662



$10 0.628 1.000 0.060* 0.435 0.448



While most treatments have no ordering effects, the LHT of the H treatment seems to be significantly affected by ordering. If we look at Graph 6, we can see that while last round pattern of acceptances does look like those in the rest of treatments, first round H acceptances looks pretty random. As mentioned, we believe that this is due to the low number of observations of H in the first round, and that if we had more observations we would see no ordering effects.



25



Figure 6: Acceptance Rates for H for First (n=5) and Third (n=22) Round
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Appendix E: Interactions for Table 3 Table 11: Interactions of Table 3 (1) Accept



(2) Accept



1122 p < 0.05,



1122 p < 0.01



(3) Accept



Dist1l*Low Dist2l*Low Dist3l*Low Dist4l*Low Dist5l*Low Dist1r*Low Dist2r*Low Dist3r*Low Dist4r*Low Dist5r*Low Dist1l*High Dist2l*High Dist3l*High Dist4l*High Dist5l*High Dist1r*High Dist2r*High Dist3r*High Dist4r*High Dist5r*High N ∗ p < 0.10,



∗∗



∗∗∗
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1122



(4) Accept 0.134 (0.0840) 0.118 (0.0904) 0.0524 (0.101) 0.0805 (0.110) 0.109 (0.109) 0.0350 (0.0687) 0.112 (0.0814) 0.0973 (0.102) 0.0760 (0.109) 0.119 (0.103) 0.165 (0.0945) 0.140 (0.0959) 0.252∗ (0.0995) 0.205∗ (0.0967) 0.195∗ (0.0881) 0.0323 (0.0597) 0.144∗ (0.0679) 0.235∗∗ (0.0800) 0.177 (0.0973) 0.145 (0.106) 1122



Appendix F: Two Sided Fisher Tests Two-sided Fisher Test comparing same absolute inequality offers across all treatments in the Baseline setup. Table 12: Two-sided Fisher Test. Treatment L H N ∗ p < 0.10,



$4=$6 $3=$7 $2=$8 0.768 0.106 0.026∗∗ 1 0.093∗ 0.098∗ 0.048∗∗ 0.011∗∗ 0.006∗∗∗ ∗∗ p < 0.05, ∗∗∗ p < 0.01



$1=$9 0.011∗∗ 0.029∗∗ 0.001∗∗∗



$0=$10 0.004∗∗∗ 0.027∗∗ 0.0000∗∗∗



Two-Sided Fisher test comparing treatments for the Costly Rejection setup. Table 13: Two-Sided Fisher P-values



L-1 = H-1



$0 1.000



$1 0.782



$2 0.779



$3 1.000



$4 1.000
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$5 0.610



$6 1.000



$7 0.467



$8 1.000



$9 1.000



$10 0.224



Appendix G: Interactions for Table 7 Table 14: Interactions of each treatment with distance dummy



(a) Baseline



Dist1r*Low



0.312 (0.278) Dist2r*Low 0.586∗ (0.290) Dist3r*Low 0.549 (0.328) Dist4r*Low 0.494 (0.356) Dist5r*Low 0.602 (0.342) Dist1l*Low 0.637∗ (0.294) Dist2l*Low 0.600∗ (0.300) Dist3l*Low 0.382 (0.370) Dist4l*Low 0.465 (0.433) Dist5l*Low 0.559 (0.470) Dist1r*High 0.286 (0.260) Dist2r*High 0.655∗ (0.282) Dist3r*High 0.881∗∗ (0.318) Dist4r*High 0.726 (0.372) Dist5r*High 0.635 (0.386) Dist1l*High 0.718 (0.375) Dist2l*Hight 0.617 (0.346) Dist3l*High 0.925∗ (0.380) Dist4l*High 0.837∗ (0.389) Dist5l*High 0.865∗ (0.385) N 1122



(b) Costly



dist1r*H-1 dist2r*H-1 dist3r*H-1 dist4r*H-1 dist5r*H-1 dist1l*H-1 dist2l*H-1 dist3l*H-1 dist4l*H-1 dist5l*H-1 dist1r*L-1 dist2r*L-1 dist3r*L-1 dist4r*L-1 dist5r*L-1 dist1l*L-1 dist2l*L-1 dist3l*L-1 dist4l*L-1 dist5l*L-1 N



-0.001 (0.446) 0.484 (0.631) 0.364 (0.619) 0.310 (0.618) 0.549 (0.623) 0.367 (0.489) 0.458 (0.537) 0.559 (0.556) 0.669 (0.565) 0.726 (0.582) 0.568 (0.368) 0.593 (0.428) 0.810 (0.445) 0.756 (0.389) 0.550 (0.416) 1.116∗∗ (0.399) 1.133∗ (0.453) 1.322∗∗ (0.471) 1.427∗∗ (0.484) 1.200∗∗ (0.517) 1111 29



(c) Computer



dist1r*LowC dist2r*LowC dist3r*LowC dist4r*LowC dist5r*LowC dist1l*LowC dist2l*LowC dist3l*LowC dist4l*LowC dist5l*LowC dist1r*HighC dist2r*HighC dist3r*HighC dist4r*HighC dist5r*HighC dist1l*HighC dist2l*HighC dist3l*HighC dist4l*HighC dist5l*HighC N



-0.0958 (0.537) 0.219 (0.562) 0.237 (0.500) -0.305 (0.533) -0.385 (0.549) 0.447 (0.556) 0.715 (0.586) 1.121 (0.592) 0.680 (0.556) 0.735 (0.580) 0.0949 (0.528) 0.0599 (0.572) 0.396 (0.579) -0.133 (0.522) 0.293 (0.588) 0.451 (0.556) 0.718 (0.586) 0.965 (0.602) 1.013 (0.533) 1.413∗ (0.617) 869



Appendix H: Instructions L2H Welcome! This is an economics experiment. You will be a player in many periods of an interactive decision-making game. If you pay close attention to these instructions, you can earn a significant sum of money. It will be paid to you in cash at the end of the last period. It is important that you remain silent and do not look at other people’s work. If you have any questions, or need assistance of any kind, please raise your hand and we will come to you. If you talk, laugh, exclaim out loud, etc., you will be asked to leave and you will not be paid. We expect and appreciate your cooperation today. This experiment has three different rounds. Before each round the specific rules and how you will earn money will be explained to you. In each round there will always be three types of players: A, B and C. You will be assigned to a type in Round 1 and will remain this type across all three rounds. Only one of the three rounds will be used for the final payoffs. This round is chosen randomly by the computer. The outcomes of each round are not made public until the end of the session (i.e. after round 3). Each round the groups are scrambled so you will never make offers or decide for the same player in two different rounds.
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Round 1: The first thing that you will see on your screen is your player type. You will then be assigned to a group consisting of three players: an A type, B type and C type. Player A will be endowed with $10 which he will split with player C. In order to do so Player A will have to input the amount he is willing to offer Player C. Player A will only be able to make integer offers (full dollars), so A will not be able to break its offer into cents. While player A is deciding how much to offer player C, player B will be filling out a binding “strategy profile”. The strategy profile has an “accept or reject” button for each potential offer from A to C (from $0 to $10). Player B’s binding decision to accept or reject A’s offers to C will be done before he knows the actual offer made by A. A’s decision: How to split an endowment of $10 with Player C by making him an offer between $0 and $10. If the offer is of $X, A will be keeping for himself 10-X. B’s decision: Before knowing the offer from A to C, B will fill a binding “strategy profile” deciding whether he accepts or rejects every potential offer from A to C. This decision is made without knowing the offer from A to C. Figure 7: Diagram 3UG



It is very important for A to realize that he is going to write the amount he wants to offer C and not how much he wants to keep. Payoff for Round 1: If B accepts the offer from A to C, then they split the $10 as suggested by A. If B rejects the offer from A to C, then both (A and C) get $0. B will get paid $3 no matter what is the outcome. Timing and Payoffs: 31



1. B fills a strategy profile with all potential offers from A to C. 2. A decides how much to offer C (say X) Figure 8: Diagram of Payoffs
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Round 2: As mentioned at the beginning of the experiment you will keep your player type across the whole session. So A players are still A, B are B and C are C. In this round type A players will be endowed with $20 and will have to make TWO offers: 1. How to split $10 with player B. 2. How to split $10 with player C. As in Round 1 a binding “strategy profile” will be filled by B and C players before they know the offer made to them. It is very important to notice that B and C players are making decisions concerning their own payoffs. A’s decision: How to split $10 with B and how to split $10 with A. Each offer is independent. So the outcome of the offer to B has no effect on the outcome of the offer to C. Payoffs for A will be as in Round 1 (if he offers X and the offer is accepted he gets $10-X, if the offer is rejected both him and the rejecting player get 0). B and C players will get paid X or 0 depending if the accepted or rejected the offer made directly to them. In order to make payoffs equitable for this round, A’s payoff for this round will be chosen at random between one of the two outcomes (offer to B and offer to C). B and C’s decision: Before knowing the offer made to them by Player A, B and C will fill a binding “strategy profile” deciding if they accept or reject every potential offer made directly to them. If the offer from A is accepted, then the split is done as proposed by A. If the offer is rejected both the receiver and A get $0 as the outcome for this round. Timing and Payoff for Round 2: 1. Each receiver fills a strategy profile with all potential offers that A could make them. 2. A decides how much to offer C and B (say X) 3. Payoffs for B and C will be the outcome of their particular game with A. 4. To make outcomes equitable, the computer will choose randomly one of the two outcomes to be A’s payoff for the round. For each offer made from A to the other members of his group: 33



Figure 9: 2UG Diagram



Figure 10: 2UG Payoffs



Round 3: As mentioned at the beginning of the experiment you will remain your player type across the whole session. This round is very similar to round 1. You will now be re-scrambled into groups of three subjects (one A, one B and one C subject). A will be endowed with $10 and must decide how to split them with C. B’s role is exactly the same as that in round 1: Before knowing the offer from A to C, B will fill a “strategy profile” deciding whether he accepts or rejects every potential offer from A to C. If the offer from A to C is accepted by B, then the split is done as proposed by A. If B rejects the offer, then both A and C receive $0 for this round. B’s payoff in this round is a flat $12 fee, whatever his decision and outcome of the round. So, the only change between Round 1 and Round 3 is that player B, is getting paid a different amount. 34



Figure 11: 3UG (H) Diagram



Timing and Payoffs: 1. B fills a strategy profile with all potential offers from A to B. 2. A decides how much to offer C (say X) Figure 12: Payment Diagram 3UG (H)
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