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About this tutorial This tutorial was written using Markdown and knitr, and contains code chunks followed by their corresponding R output. You should be able to copy and paste the R chunks into an R console and see things just work. The source code for this document is available as part of the package. The tutorial uses package ggplot2 and plyr quite a bit, and assumes the reader is already familiar with these tools.



Generalities on the package The mpp package is designed for the analysis of multiple independent sets of spatial locations. Each set of locations is modelled of as the output of a point process. In the plot above we show fixation locations (locations at which the eye stayed stationary) over a set of 6 images from a dataset by Kienzle et al. (2009). mpp tries to enable statistical analyses that look for common patterns across sets of locations.



Observation windows mpp borrows heavily from the spatstat package (Baddeley and Turner 2005). Just like in spatstat, you need to define a window of observation. ow 


#New point process object: 20 locations over [0,1]^2



## planar point pattern: 20 points ## window: rectangle = [0, 1] x [0, 1] units The mpp package defines in addition mpp objects, which are lists of ppp objects: pp1 


IPP models The type of models mpp supports are Inhomogeneous Point Process models. The goal of the analysis is to regress the intensity function of the point processes (the mean number of points per unit area) on a set of covariates. For more on these models please see Barthelmé et al. (2012), and Illian et al. (2008) and Diggle (2002) for general references on spatial statistics. The data are described as a set of n IPPs with intensity functions: X  λi (x, y) = exp αi,j vi,j (x, y) From a computational perspective IPP models are essentially really big Generalised Linear Models, and the modelling functions reflect that. In the current version mpp has two ways of doing inference: 1. Maximum likelihood (no support for non-parametric terms) 2. Bayesian inference with INLA (supports non-parametric terms) Support for mgcv as a back-end is planned. Maximum-likelihood is generally faster than INLA and more stable, but also more limited. INLA, which stands for Integrated Nested Laplace Approximation, is a general-purpose package for approximate Bayesian inference in latent Gaussian models. INLA is rather powerful but a bit rough around the edges, and under heavy development. If you want to use Bayesian inference and non-parametric terms in mpp, you should first read up a bit on INLA.



Maximum likelihood inference methods In order to introduce the commands I’ll first go through some admittedly stupid examples with fake data. Here we simply make up fixation data for participants: pps 


MPP model fitted with maximum likelihood Deviance: -580.08 Coefficients -----------estimate std.err subjectDédé 2.996 0.2236 subjectJeannie 2.708 0.2582 subjectMarcelle 3.466 0.1768 subjectMaurice 3.912 0.1414



The standard errors on the fitted coefficients are from the usual Gaussian approximation at the mode. Note that contrary to lm/glm there is no global intercept (i.e. by default mppm adds + 0 to the formula), mostly because I’ve never had any use for it in the sort of models mppm fits. In this example there is really no need to call mppm: the data for each subject are treated independently (there are no shared terms in the formula), and the problem boils down to computing the MLE of the log-intensity of a Poisson distribution for the total saccade counts for each subject. The MLE is just the log-count, and we can use that fact to check the output of mppm: mutate(index.covar(mp), log.count = laply(mp, function(p) log(p$n))) ## ## ## ## ##



subject age gender log.count 1 Dédé 65 M 2.996 2 Maurice 72 M 3.912 3 Jeannie 88 F 2.708 4 Marcelle 75 F 3.466



which should be the same as coef(r) ## ##



subjectDédé 2.996



subjectJeannie subjectMarcelle 2.708 3.466



subjectMaurice 3.912



In the previous model we had a categorical covariate, but scalar covariates are naturally also possible and treated just the way you’d expect: r 


MPP model fitted with maximum likelihood Deviance: -526.15 Coefficients -----------estimate std.err age 0.04331 0.00121



so are interactions: r 


MPP model fitted with maximum likelihood Deviance: -557.83 Coefficients -----------estimate std.err genderF:age 0.03778 0.001794 genderM:age 0.05185 0.001716



Spatial covariates Intrinsic spatial covariates There isn’t much point in spatial models unless there is some kind of interesting spatial structure in the data. For example, there could be a spatial trend in the data:



pps 


MPP model fitted with maximum likelihood Deviance: -628.13 Coefficients -----------estimate std.err x 2.3243 0.3620 y 0.3762 0.3207 subjectDédé 1.4229 0.3734 subjectJeannie 1.1352 0.3951 subjectMarcelle 1.8929 0.3474 subjectMaurice 2.3392 0.3309



reveals (not unexpectedly) that latent intensity functions tend to vary as a function of x. We can look at the fitted latent intensity functions using the predict function, which works more or less just like predict.lm and predict.glm pred 


1 2 3 4 5 6



x 0 0 0 0 0 0



y subject age gender log.int.fitted 1.0000 Dédé 65 M 1.799 0.9524 Dédé 65 M 1.781 0.9048 Dédé 65 M 1.763 0.8571 Dédé 65 M 1.745 0.8095 Dédé 65 M 1.727 0.7619 Dédé 65 M 1.710



but a major difference is that mpp’s predict returns a whole dataframe of values of the fitted log intensity function evaluated on a grid (more on grids later). The results can be plotted using ggplot: p 


## ## ## ## ##



subject age gender counts 1 Dédé 65 M 20 2 Maurice 72 M 50 3 Jeannie 88 F 15 4 Marcelle 75 F 32



and the integrals of the functions over the domain can be approximated by: ddply(predict(r), .(subject), function(d) mean(exp(d$log.int.fitted))) ## ## ## ## ##



subject V1 1 Dédé 20.37 2 Jeannie 15.28 3 Marcelle 32.59 4 Maurice 50.92



showing that overall counts are sensible (NB: here the domain has area 1). By contrast, if we forget the incercepts r.dumb 


subject V1 1 Dédé 27.19 2 Jeannie 27.19 3 Marcelle 27.19 4 Maurice 27.19



the counts will be completely off. Shared covariates Shared covariates have the same value in every point process in the set. Intrinsic covariates are an example of shared covariates: if the spatial covariate is simply the value of the x coordinate, you don’t need to specify it separately in each subject. In the analysis of eye movement data it is often useful to have the distance to the center as a spatial covariate, because of the centrality bias. Spatial covariates have their own data structure, which contains the values of the covariate on a grid. grid 


1 2 3 4 5 6



y 1.0000 0.9524 0.9048 0.8571 0.8095 0.7619



x 0 0 0 0 0 0



See below for more on grids. The spatial.covar function takes x,y and z values, specifying covariate values (z) on an (x,y) grid. dist.center 


Individual spatial covariates The other kind of spatial covariate varies across sets in the MPP model. In the examples treated in (Barthelmé et al. 2012) the various sets are fixations sets for different images, and each image comes with its own values for a certain spatial covariate (for example local contrast at location x,y depends on the individual image). In the mpp package individual spatial covariates are specified using another class called spatial.covars. We follow up on the previous example and imagine that our four subjects all started from a different location (see section [] in []), and that we want to have a spatial covariate that corresponds to “distance to the initial fixation”. # Let’s pretend these are the initial fixation locations of the subjects init.x 


# Put everything in a data.frame. NB: index.pp indexes the set in the mp # object. You should make sure that the covariates appear in the right # order, i.e. everything that has index.pp == k should correspond to the # k’th point process in the dataset tmp 


1 2 3 4 5 6



y 1.0000 0.9677 0.9355 0.9032 0.8710 0.8387



plot(grid)



x 0 0 0 0 0 0



create.grid needs an observation window and an approximate number of pixels as arguments and does the rest. The grid should be fine enough to pick up important variations in the spatial covariates, but fine grids need lots of memory. Memory usage might become an issue if you have many locations sets, but the problem is far worse when using INLA than when using maximum likelihood. The default grid has 500 pixels, which may be far too few. If you use a custom grid, please make sure that your spatial covariates are defined on the same grid. Custom grids can be passed to mppm as an argument: r 


n X



Z log λ(si ) −



i=1



λ(s)ds Ω



The approximation we use consists in evaluating λ on a grid of location. The first term in the equation above is approximated using interpolation (by default, barycentric interpolation on the Delaunay triangulation). The second is approximated by basic rectangular quadrature (see quadrature.grid).



Inference using INLA (Work in progress): convenience functions for INLA aren’t there yet. mpp supports non-parametric models via calls to INLA. Here’s how to fit a general non-parametric effect of the x coordinate: library(INLA) res 


[1] [3] [5] [7] [9] [11] [13] [15] [17] [19] [21] [23] [25] [27] [29] [31] [33] [35] [37] [39] [41] [43] [45] [47] [49] [51]



"names.fixed" "marginals.fixed" "marginals.lincomb" "summary.lincomb.derived" "size.lincomb.derived" "cpo" "summary.random" "size.random" "marginals.linear.predictor" "marginals.fitted.values" "summary.hyperpar" "internal.summary.hyperpar" "si" "model.spde2.blc" "marginals.spde2.blc" "logfile" "dic" "neffp" "nhyper" "Q" "ok" ".args" "model.matrix" "grid" "formula" "covar.ind"



"summary.fixed" "summary.lincomb" "size.lincomb" "marginals.lincomb.derived" "mlik" "model.random" "marginals.random" "summary.linear.predictor" "summary.fitted.values" "size.linear.predictor" "marginals.hyperpar" "internal.marginals.hyperpar" "offset.linear.predictor" "summary.spde2.blc" "size.spde2.blc" "misc" "mode" "joint.hyper" "version" "graph" "cpu.used" "call" "data" "ppdat" "covar.shared" "terms.info"



Use feff to extract the “fixed effects”: feff(res) ## Error: impossible de trouver la fonction "feff" and reff to extract the “random effects” (here the smooth non-parametric term s(x)) head(reff(res)[[1]]) ## Error: erreur d’évaluation de l’argument ’x’ lors de la sélection d’une ## méthode pour la fonction ’head’ : Erreur : impossible de trouver la ## fonction "reff" with(reff(res)[[1]], plot(ID, mean, type = "l", xlab = "x", ylab = "f(x)")) ## Error: impossible de trouver la fonction "reff" with(reff(res)[[1]], lines(ID, q.lower, type = "l", lty = 2)) ## Error: impossible de trouver la fonction "reff" with(reff(res)[[1]], lines(ID, q.upper, type = "l", lty = 2)) ## Error: impossible de trouver la fonction "reff" q.lower and q.upper are 2.25% and 97.75% quantiles of the approximate posterior marginal. To make the smooth effect conditional on another variable use: res 


ggplot(x.eff, aes(ID, mean)) + geom_ribbon(aes(ymin = q.lower, ymax = q.upper), alpha = 0.2) + geom_line() + facet_wrap(~subject) + labs(x = "x", y = "f(x)") ## Error: objet ’x.eff’ introuvable mpp also supports spatial non-parametric terms: res 


Utility functions Empirical area counts The central assumption of an IPP is that the expected number of counts in an area should equal the integral of the intensity function over that area. Most goodness-of-fit tests focus on the difference between the expected counts given the intensity function and the actual counts (i.e., the residuals). In spatial models there is no unique way to define the relevant areas over which to compute counts: one could look at a variety of spheres, rectangles, triangulations, etc. For example, the empirical counts over all areas defined by x < alpha for various values of alpha is just the empirical distribution function of the x coordinates of the points, but there may not be any particular reason to look at the x coordinate rather than something else. mpp provides some general utility functions to compute area counts. The function acounts takes a ppp object, and computes an area count according to a test function: pp 


1 2 3 4 5



level area.count 0.00 0 0.25 12 0.50 32 0.75 70 1.00 100



We could use that tool to plot an empirical distribution function along the y coordinate: test.y 


1 2 3 4 5 6



level area.count index.pp subject age gender 0.00000 0 1 Dédé 65 M 0.02041 0 1 Dédé 65 M 0.04082 1 1 Dédé 65 M 0.06122 1 1 Dédé 65 M 0.08163 3 1 Dédé 65 M 0.10204 4 1 Dédé 65 M



acounts now returns a data.frame. We plot the results using ggplot: ggplot(counts.y, aes(level, area.count, col = subject)) + geom_line() + labs(x = "y coordinate", y = "empirical counts") and similarly along the x-axis: test.x 


1 2 3 4 5 6



subject Dédé Dédé Dédé Dédé Dédé Dédé



level exp.count 0.00000 0.0000 0.02041 0.2190 0.04082 0.2190 0.06122 0.4624 0.08163 0.4624 0.10204 0.7330



We add these expected counts to the previous plot of empirical counts:



x.ecdf 


subject image fixation fix.duration fxc fyc fxc.prev fyc.prev 1 1 1 160 -10.69 -291.8 122.98 -53.76 1 1 2 180 -15.80 -328.5 -10.69 -291.79 1 1 3 136 -46.83 -336.0 -15.80 -328.45 1 1 4 392 436.00 -176.2 -46.83 -336.02 1 1 5 224 449.49 -305.5 436.00 -176.17 1 1 6 404 432.44 -316.2 449.49 -305.47 dx dy 1 -133.673 345.557 2 -5.111 -36.662 21 -31.022 -7.562 3 482.824 159.844 4 13.493 -129.302 5 -17.054 -10.719 1 2 21 3 4 5



Fixation locations are stored in the “fxc” and “fyc” variables. For the kzl dataset we need another observation window: ow.kzl 


## ## ## ## ## ##



1 2 3 4 5



image index.pp 1 1 2 2 3 3 4 4 5 5



If we wish to have one ppp object per combination of image and subject, we add one conditioning variable to the call: mp 


1 2 3 4 5 6



image subject index.pp 1 1 1 1 2 2 1 3 3 1 4 4 1 7 5 1 8 6
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