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A Unified Iterative Greedy Algorithm for Sparsity-Constrained Optimization Nam H. Nguyen, Sang (Peter) Chin, and Trac D. Tran



Abstract In this paper, we propose an iterative greedy algorithm, namely gradient matching pursuit (gradMP), to solve a general sparsity-constrained optimization. Our algorithm generalizes the idea of the CoSaMP algorithm to handle the non-quadratic structure of the objective function together with the general form of the sparse constraint. The algorithm thus can solve for broader class of objective functions and sparsity constraints. Under some mild conditions on the objective function, we provide strong theoretical bounds for the recovery error as well as the linear convergence rate of the algorithm. Furthermore, we apply these general results to various standard recovery problems such as compressed sensing, matrix/tensor recovery, and generalized linear regression. For the first two problems, which has been fruitfully studied by the CoSaMP and ADMiRA algorithms, we show similar theoretical bounds. In addition, our simulations on various problems in statistics also demonstrates that our algorithm usually leads to comparable performance, if not better, than the convex minimization approach.
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Introduction



Over the past decade, the problem of recovering low-dimensional structured models from highly incomplete information has attracted increasing attentions by researchers from diverse different fields such as signal processing, machine learning and statistics. Work in compressed sensing has shown that a sparse signal can be precisely reconstructed from a small number of nonadaptive linear measurements, which is proportional to a logarithmic factor multiplying with signal’s sparsity level. In high-dimensional statistics, it has demonstrated that the linear regression parameter can be statistically well estimated from a small set of observations assuming that the parameter vector is sufficiently sparse. Recently, these ideas have been extended to other models such as low-rank structure, in which it has been studied that a low-rank data matrix can be recovered from a small amount of samples proportional to the degree of freedom of the matrix. On the other direction, Gaussian graphical model estimation can be formulated as a sparse recovery problem with log likelihood loss, in which it has been shown that the graph can be re-ensembled assuming that underlying graph is sufficiently sparse. A common theme of these problems is the assumption of low-dimensional structures imposed on the signal or the parameter need to be estimated. In general, in order to recover the signal or the parameter of interest, those problems mentioned above can be formulated as minimizing a loss function subject to a sparse constraint: min L(x) x



subject to



kxk0,D ≤ k,



(1)



where kxk0,D is the norm which measures the ”sparsity” of x with respect to a given set D. For example, if the set D consists of n standard vectors in n-dimension, then kxk0,D is the `0 -norm of x which counts the number of nonzero coefficients of x. A more careful definition of this norm will be 1



provided later in this section. Also in this optimization, k is a user-defined parameter which is used to control the sparsity level of the estimator, and L(x) is the objective function which measures the consistency between the observation and the parameter need to be estimated. In this paper, L(x) is a smooth, but not necessarily a convex function. This estimation problem is sufficiently general to cover various problems of interest. For instance, in compressed sensing and sparse linear regression, we would like to recover a sparse signal x? ∈ Rn from limited linear observations y ∈ Rn : y = Ax? + e, where A is the m × n measurement matrix and e is the noise vector. Naturally, the objective function L(x) is formulated as the quadratic loss: L(x) = ky − Axk22 and the constraint is the `0 -norm. Similarly, in matrix recovery where one would like to recover a low-rank matrix X ? from linear observations y = A(X ? ) + e, the loss function is again quadratic ky − A(X)k22 and the constraint is now the matrix rank. On the other hand, to estimate a sparse covariance matrix of a Gaussian distribution, or sparse Gaussian graphical model, one usually formulate the problem as maximizing a log likelihood loss with a sparse constraint imposed on the inverse covariance matrix. Another problem that fits well under this optimization is the sparse logistic regression, which estimates the sparse weight vector via maximizing the logarithm of the logistic loss function. Recent years has witnessed a blossom of various algorithms proposed to solve (1) or variants of this optimization with specific loss functions and constraints. In general, these algorithms can be categorized into two main approaches: The first approach is to recast this nonconvex programming into a convex counterpart by using the `1 -norm to relax the `0 counterpart. In particular, if L(x) is the convex function and kxk0,D is the standard `0 -norm of x, the regularized convex relaxation of (1) is as follows min L(x) + λ kxk1 , x



(2)



where λ is the positive regularization parameter and the `1 -norm kxk1 is simply defined as the absolute sum of its coefficients (we note that in the case x is the matrix, the `0 -norm is considered as the matrix rank and `1 -norm of x is replaced by the nuclear norm, which is the sum of singular values of x). The optimization (2) is convex and can be solved efficiently by many proposed algorithms. Together with the `1 minimization approach, iterative methods such as greedy [37] [38] and iterative hard thresholding [7] has shown to be very efficient in recovering sparse signals from very limited amount of observations. These methods are usually easier to implement and in many cases computationally faster than the `1 counterpart. The greedy methods are initially introduced under the name of matching pursuit (MP) [37] and orthogonal matching pursuit (OMP). While MP and OMP are simple and easy to implement, their lack of provable reconstruction quality might prevent them from being widely applied in practice. Recently, several researchers have developed various extensions of the MP and OMP algorithms to significantly improve the recovery performance as well as to provide the optimal theoretical guarantees. Among them are compressive sampling matching pursuit (CoSaMP) [38] and subspace pursuit (SP) [19]. However, these algorithms only consider the situations in which the loss function is quadratic. In this paper, we propose an iterative greedy algorithm to solve the optimization (1). Our algorithm generalizes the idea of the CoSaMP algorithm to handle the non-quadratic structures of the objective function as well as the general forms of the constraint. Our contribution is to provide strong theoretical bounds for the recovery error as well as the linear convergence rate of the algorithm. Leveraging on the notions of D-restricted strong convexity (D-RSC) and Drestricted strong smoothness (D-RSS) enforced on the loss function, we show that the `2 -norm error between the optimal solution x? of (1) and xt obtained by the algorithm at the t-th iteration 2



decays exponentially. These two properties D-RSC and D-RSS are analogous to the RSC and RSS, which has been the essential tools to show the efficient estimation and fast convergence of the convex programming [3] [40]. We apply this general theory to estimate the recovery error of various standard recovery problems such as compressed sensing, matrix/tensor recovery, and generalized linear regression. When the loss function is quadratic and the estimator has the vector (matrix) form, we obtain a similar theoretical guarantee as the CoSaMP [38] (ARMiRA [35]). In addition, our simulations on several problems in statistics demonstrates that our algorithm usually leads to comparable performance, if not better, than the convex minimization approach. We also extend the algorithm to investigate the optimization problem where the objective function is a function of two or multiple objects with different sparse structures. Several important problems such as robust Lasso (e.g. [53], [32], [36], [42]), robust principal component analysis (RPCA) (e.g. [10], [18], [2], [26]), and latent variable graphical model selection [16] have been studied in which the goal is to separate two or several objects from limited observations. Extending the D-RSC and D-RSS assumptions to the loss function containing several parameters, we show that the algorithm is able to efficiently recover these parameters with linear convergence rate. First, we define a general sparse notion of a vector x? ∈ Rn with respect to a given set D. This definition has been proposed in [17] in the context of sparse linear inverse problems. Given a set D consisting of ”simple” objects, called atoms {di }, where the number of atoms can be infinite, a vector x? ∈ Rn is called to be sparse with respect to D if it can be constructed from only k atoms of D where k is relatively small compared to its ambient dimension: ?



x =



k X



di αi .



(3)



i=1



We define the `0 -norm of x? with respect to the set D as the smallest number of atoms in D that can be used to represent x? accurately. Mathematically, we write X kx? k0,D = inf {k : x? = di αi , |T | = k}. (4) i∈T



Some examples. There are various signal and data models that can be represented as the special cases of this general sparse definition. In the following, we would like to provide some examples to demonstrate. 1) Sparse vectors. A standard sparse model of interest in high-dimensional analysis is the ksparse vectors in which only k coordinates has nonzero values. For a signal x? ∈ Rn whose support lies into a particular subset T ∈ {1, 2, ..., n} with cardinality k, we can represent x? as X x? = xa e a , a∈T



where {ea }na=1 are the set of Euclidean standard vectors and xa ’s are entry values of x? at locations a-th’s. Clearly, the set D is finite and consists of n standard vectors e1 , e2 , ..., en ∈ Rn . 2) Sparse vectors under redundant dictionary. In addition to sparse vectors in the previous example, in many applications in signal processing, the signal of interest might not be sparse in itself, but rather have a sparse expansion in some redundant dictionaries D. For example, it is well known that the natural image is often sparser in the redundant curvelet transform than in the orthogonal wavelet transform. Again, a vector x? ∈ Rn sparse in the dictionary D ∈ Rn×p with p > n can be written as X x? = di αi , i∈T
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where the set D = {d1 , d2 , ..., dn } comprises of columns of D. 3) Group-structure vectors. In many applications, sparsity arises in a more structured fashion, with groups of coefficients likely to be zeros. Consider a signal x? ∈ Rn which is comprised by q blocks of sizes d1 , ..., dn and at most k blocks are non-zero, we can rewrite x? as ?



x =



X a∈J



da XX X xa = ( xa,i ea,i ) = Ea xa , a∈J i=1



a∈J



where the set J ∈ {1, 2, ..., q} contains locations of non-zero blocks, ea,i ∈ Rn ’s are the standard basis whose one-valued entry is at location (a − 1)d + i, and xa,i is the entry of x? also at the location (a − 1)d + i. Accordingly, Ea is the matrix consisting of vectors {ea,i }i=1,...,da and xa ∈ Rda is the vector associated with the a-th block of x. It is clear that the set D , {E1 , E2 , ..., Eq } and kx? k0,D = k. 4) Row-sparse matrices. Another model of interest commonly appears in multivariate regression, where the unknown regressor X ? ∈ Rn×d has the joint sparse structure. In particular, columns of the matrix X ? share the common support Λ. X X? = ea xa , a∈Λ



where ea ’s are the standard basis and xa ∈ Rd is the a-th row of X ? . Now, the set D , {e1 , e2 , ..., ep } and the `0 -norm of X ? with respect to this set D is the number of non-zero rows. 5) Low-rank matrices. Recovering a low-rank matrix from its incomplete observations has received a great mount of attention in the recent literature (e.g. [45], [13], [41]). Suppose that X ? is a low-rank matrix of size n1 × n2 , by singular value decomposition, we can rewrite X ? a summation of rank-one atoms k X ? X = αa ua va∗ , a=1



where k is the matrix rank and αa , ua and va are unit-normed singular values and singular vectors of X ? , respectively. Therefore, D is the set of infinitely all the rank-one matrices {ua va∗ }, and the `0 -norm of X ? with respect to this set D is the rank of the matrix. 6) Low-rank tensors. Let X ? be a d-mode tensor of size n1 × ... × nd . High-order singular value decomposition of the tensor allows us to write X ? as (e.g. [33], [34], [31]) X ? = S ×1 U (1) ×2 ... ×d U (d) =



k1 X i1 =1



...



kd X



(1)



(d)



si1 ...id ui1 ⊗ ... ⊗ uid ,



id =1



where S is called the tensor core of size k1 × ... × kd , whose entries are si1 ...id . U (i) , i = 1, ..., d, (i) are orthogonal matrices of size ni × ki and whose columns are uj , j = 1, ..., kd [31]. Similar to the (1)



(d)



matrix case, D contains the set of infinitely all the rank-one tensor ui1 ⊗ ... ⊗ uid where ⊗ is the Kronecker product. Connections to previous work. In the literature, there has been a large volumes of work studying different forms of the minimization (1). Studied the most is perhaps the sparse recovery problem with the quadratic loss. Interested readers might want to look at the book [21] for a survey of recent progress in this area. In this section, we only connect our work with previous work studying the minimization (1) with general objective function. In [50], Shalev-Shwartz et. al. propose the fully corrective forward 4



greedy selection (FCFGS) algorithm to solve (1) with D being the finite standard basis in Rn . FCFGS is similar in spirit to the well-known matching pursuit algorithm [37], in which at each iteration, one atom with maximum steepest descent direction is selected. Assuming the restricted strong convexity (RSC) and restricted strong smoothness (RSS) on the loss function L, they show that the convergence rate O( 1 ) is essential to guarantee an  predictive error, meaning L(xt ) − L(x? ) ≤ . In [49], Shalev-Shwartz et. al. extend the algorithm to the matrix recovery problem. FCFGS is later generalized by Yuan and Yan [57], in which the authors use FCFGS to solve (1). However, their analysis only apply to the cases in which D is either finite or bounded. In [28], Jalali et. al. propose an extension of the forward-backward greed algorithm first studied by Zhang [58] for the quadratic loss to a general convex loss function. As the name suggested, the algorithm consists of two major steps: the forward step continues to add new atoms to the active set until the loss function does not decrease significantly. Atoms in the active set received during the forward step can then be removed by the backward step. A removal occurs to an atom if it does not contribute very much to the decrease of the loss function. Relying on the RSC and RSS assumptions on the loss function, the authors show that after certain number of iterations, the recovery error is bounded by a quantity depending on the sparsity level and the gradient of L(x? ). The algorithm is applied to the discrete graphical model selection and show better recovery performance over the `1 methods. Their algorithm and analysis are only restricted to the vector case. In [40], Negahban et. al. develop an appealing unified framework for M-estimators, where they consider the convex optimization minx L(x) + λR(x). The regularized norm R(x) is assumed to satisfy the decomposability property, meaning that for a given pair of subspaces P ⊆ Q, R(x + y) = R(x) + R(y) for all x ∈ P and y ∈ Q⊥ . Various regularizers of interest such as `1 and nuclear norm are known to have this property. Under the notion of RSS, they provide a general theory to bound the recovery error. This result can be applied to various problem from sparse recovery to generalized linear model. Later, Agarwal et. al. [3] analyze the projected gradient descent method for solving this optimization, in which they prove the global geometric convergence rate of the algorithm when L(x) obeys RSC and RSS. On the other direction, Tewari et. al. [51] investigate of the optimization Pa convex relaxation P (1) with kxk0,D replaced by its convex hull, kxk1,D , inf{ |αi | : x = di αi } and L(x) is assumed convex and smooth. They propose a simple greedy algorithm in which they show the theoretical convergence rate of the loss function. However, this rate of convergence is sublinear. Perhaps the most closely related work to ours is the work of Bahmani et. al. [4] in which they proposes the greedy GraSP algorithm - an extension of the CoSaMP - to solve (1). Though sharing algorithmic similarities, there are still many distinctions between their work and ours, in which the main difference is perhaps that they only study the optimization problem with D being the standard basis in Rn . This means that GraSP is only able to apply to problems with sparse vector. In contrast, our proposed algorithm can be used for a broader class of problems such as group sparse and low-rank matrix/tensor recover. In addition, our analysis is also sufficiently different from [4]. Roadmap. The paper is structured as follows. In Section 2, we present our proposed algorithm to solve the optimization (1) and develop theoretical results to show the convergence of the recovery error at each iteration. Section 3 provides an alternative algorithm to address some difficulties that the previous proposed algorithm may occurs in some situations. In Section 4, we discuss a more general optimization problem that requires to simultaneously recover two or more signals (parameters) with different sparse structures. We provide estimates for several well-known recovery problems in the literature in Section 5. Section 6 evaluates the performance of the proposed algorithms via various experiments, both with simulated and real data. We conclude the paper in 5



Section 7. Supplement proofs are provided in the Appendix 8. Notation. For a set T , let |T | be the cardinality of this set. Throughout the paper, we reserve D as the matrix whose columns consists of elements of the set D. We denote DT as the matrix Pextracted from |T | columns of D with indices in T . If a vector x can be represented as x = i∈T αi di , we say the vector x has the support T with respect to the set D, denote by suppD (x) = T . Given and matrix A, kAk is the operator norm of A (the largest singular value); kAk∗ is the nuclear norm (sum of the singular values); and kAkF is the Frobenius norm (`2 -norm of the singular values). Let A : Rn1 ×n2 → Rm be a linear operator, A∗ : Rm → Rn1 ×n2 is denoted as kA(X)k the adjoint operator. The operator norm of A is defined as kAk = maxX kXk F . This definition F can be generalized to A : Rn1 ×...×nd → Rm . In this paper, we interchangeably use D as the set of atoms {d1 , d2 , ...} or D as the matrix consisting of columns {d1 , d2 , ...}.
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Gradient matching pursuit algorithm



We present in this section the algorithm to solve (1). The algorithm, called gradient matching pursuit (GradMP), is described in Algorithm 2. The name gradient comes from the first step of the algorithm that the signal support is estimated via taking the gradient of the loss function at each iteration and choose the support domain associated with the direction that maximizes the gradient. In general, the algorithm follows the similar flow as the CoSaMP. However, we have made several changes to address the non-quadratic structure of the loss function and the general form of the sparse constraint. The algorithm can be seen as the generalizations of the CoSaMP [38] for sparse vector recovery and the ADMiRA [35] for low-rank matrix recovery to the nonlinear settings. Particularly compared to CoSaMP and ADMiRA, GradMP differs in the proxy step where instead of taking the correlation between the sensing matrix A and the error residual, we take the gradient of the loss function. In addition, in the identification step, the signal support is estimated by projecting the gradient onto the spaces spaned by subsets of the set D. In fact, when the loss function is quadratic and the set D consists of standard basis, Algorithm 2 reduces to the CoSaMP. Despite the algorithmic similarity, the analysis of this more generalized algorithm is considerably different. It is because we do not have the luxury of accessing the closed form solution of the restricted optimization in the estimation step, as the least-square does in the CoSaMP. Throughout the paper, we denote by x? the feasible solution of the minimization (1): minx L(x)



subject to



kxk0,D ≤ k.



We assume T to be the support set of x? with respect to D. That is, x? can be decomposed as P ? x = i∈T αi? di . For a given vector x, let PDT x be the orthogonal projection of x onto the space spanned by columns of matrix DT defined by PDT x = argmin kx − uk2 , u∈DT



where the norm is defined as the `2 -norm for vectors or Frobenius norm for matrices.



2.1



Conditions on the loss function



We now impose our assumptions on the loss function L with respect to the parameter x. Our interest is the parameters x which can be represented by a few atoms in D. The first assumption, which is similar to the restricted strong convexity (RSC) defined in [40], requires that the loss 6



Algorithm 1 GradMP algorithm input: k and stopping criterion initialize: Λ = ∅, x0 , and t = 0 while not converged do proxy: u = ∇L(xt ) identify: Γ = argmaxΩ {kPDΩ uk2 : |Ω| ≤ 2k} b =Γ∪Λ merge: Γ estimate: b = argminx L(x) s.t. x ∈ span(DΓb ) prune: Λ = argmaxΩ {kPDΩ bk2 : |Ω| ≤ k} update: xt+1 = PDΛ b t = t+1 end while output: x ˆ = xt



function is strongly convex under restricted sets. We note that though L(x) is not required to be fully convex, enforcing the strong convexity of L(x) on certain subsets of x is necessary to guarantee exponential convergence of the algorithm. Definition 1 (D-RSC). Let Ωk be the union of all subspaces spanned by all the subset of at most k atoms of D. The loss function L satisfies the D-RSC with parameter ρ− k if there exists a constant ρ− > 0 such that k



2



0 



 



(5) L(x0 ) − L(x) − ∇L(x), x0 − x ≥ ρ− k x −x 2 for every x, x0 ∈ Ωk . We also specify another notion of restricted smoothness for the loss function L. This assumption, which is similar to the restricted strong smoothness (RSS) [3], is defined as follow. Definition 2 (D-RSS). Let Ωk be the union of all subspaces spanned by all the subset of at most k atoms of D. The loss function L satisfies the D-RSS with parameter ρ+ k if there exists a constant + ρk > 0 such that



0



2 



 



L(x0 ) − L(x) − ∇L(x), x0 − x ≤ ρ+ (6) k x −x 2 for every x, x0 ∈ Ωk . These D-RSC and D-RSS conditions imposed on the loss function are significant in showing the convergence of the algorithm. When the loss function is quadratic and D is the identity matrix, these two assumptions returns to the well known restricted isometry property (RIP). Greedy algorithms such as CoSaMP for vector recovery [38] and ADMiRA for matrix recovery [35] require δ4k ≤ 0.1 and δ4k < 0.05, respectively, to guarantee linear convergence. More detail definitions of + δ4k and its relation with ρ− k and ρk will be presented in the next section.



2.2



Performance guarantee



Our contribution is to assert



the recovery performance of the algorithm by deriving bounds for the estimation error xt − x? 2 , where the error is measured at the t-th step of the algorithm. Most often, this error norm will either be the `2 -norm on vectors, or Frobenius norm on matrices.
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Theorem 1. Let x? be any feasible solution of (1) and denote λk , max|Ω|≤k kPDΩ ∇L(x? )k2 , the estimation error at the (t + 1)-th iteration of the GradMP algorithm is bounded by s ! +



t+1 



ρ λ 3 4k 4k



x − x? 2 ≤ γ xt − x? 2 + − 2 + . (7) 2 ρ4k ρ− 4k where γ is the decay rate defined as s γ,2



+ − ρ+ 4k (ρ2k − ρ2k ) . 2 (ρ− 4k )



(8)



Theorem 1 implies that at each iteration, the recovery error can not be arbitrarily large. Ignoring the second term regarding λ4k , the error at the current iteration is upper bounded by a fraction of the error from the previous one. The following corollary, which is the immediate consequence of Theorem 1, provides more precise upper bound for the estimation error at the t-th iteration. The proof can be simply obtained by iterative applying the error bound in (7) t times. Corollary 1. Let x? be any feasible solution of (1) and x0 be initial point of the algorithm. With λk and γ defined in Theorem 1 and assume that γ < 1, the recovery error satisfies s ! + 







t ρ λ 3 4k 4k



x − x? ≤ γ t x0 − x? + 2 (9) − + 2 . 2 2 (1 − γ) ρ− ρ 4k 4k  In addition, after t =



log(kx0 −x? k2 /) log(1/γ)



 iterations 



t 



x − x? ≤ 2 max {, cλ4k } , 2 where c ,



1 ρ− 4k



 r  ρ+ 3 4k 2 ρ− + 2 . 4k



We would like to make a few important remarks. More detail of the following results can be found in Section 5. 1) Corollary 1 states that up to a tolerance proportional to λ4k , the recovery error geometrically decreases at each iteration provided that γ < 1. The decay rate γ of the algorithm is dependent on quantities measuring the convexity and smoothness of the objective function. When the number of l m kx0 −x? k2 iterations t is chosen to be log2 cλ4k and γ ≤ 0.5, the error is explicitly bounded by



t 



x − x? ≤ 2cλ4k . 2 2) In compressed sensing and linear regression, the observation vector is y = Ax? + e where A ∈ Rm×n is the sensing matrix and e is the noise vector. It is natural to optimize (1) with the quadratic loss L(x) = ky − Axk22 . Assuming that e ∼ N (0, σ 2 I) andpcolumns of A are normalized to be unit-normed, one can easily see that k∇L(x? )k∞ = kA∗ ek∞ ≤ σ 2 log n with high probability. Hence, applying Corollary 1 leads to n p o



t 



x − x? ≤ 2 max , c σ 2 k log n . 2 For sufficiently small  (less than the second term in the bracket), this error bound is similar with what we can obtain via the Lasso program (e.g. [40], [11]). 8



In addition, the conditions D-RSC and D-RSS on L(x) are equivalent to an important assumption frequently made for the sensing matrix A, which is the restricted isometry property (RIP). This property is stated as there exists a smallest constant δk ∈ (0, 1) such that (1 − δk ) kxk22 ≤ kAxk22 ≤ (1 + δk ) kxk22 for all vectors x satisfying | supp(x)| ≤ k. As shown in the original paper of Needell and Tropp [38], for the CoSaMP algorithm to work, it is required that δ4k ≤ 0.1. If we replace ρ− k = 1 − δk and ρ+ = 1 + δ , then the condition γ ≤ 0.5 in Corollary 1 can be interpreted as δ ≤ 0.1. k 4k k In the rest of this section, we focus on proving the main theorem 1. The proof is adapted from [38] with significant changes to deal with the non-quadratic form of the loss function. We need the following two important lemmas whose proofs are deferred to the end of this section. Lemma 1. Let b be the vector obtained from the estimation step of the algorithm at t-th iteration b as the set obtained from the merging step and denote λk , max|Ω|≤k kPDΩ ∇L(x? )k2 . Also denote Γ at t-th iteration. We have s 



ρ+ 3λ4k ? 4k ? kb − x? k2 ≤ x − P (10) x 



+ −. D b − Γ 2 ρ4k 2ρ4k Lemma 2. Denote R as the support of the vector ∆ , x? − xt with respect to the dictionary D and λk , max|Ω|≤k kPDΩ ∇L(x? )k2 . Let Γ be the set obtained from the identification step at t-th iteration. We have s − ρ+ λ4k 2k − ρ2k (11) k∆k2 + − . k∆ − PDΓ ∆k2 ≤ − 2ρ4k ρ4k With these two lemmas at hand, we can now prove the main theorem. First, from the triangular inequality, we have 



t+1 



x − x? 2 = (xt+1 − b) + (b − x? ) 2 



≤ kb − x? k + xt+1 − b 2



2



?



= kb − x k2 + kb − PDΛ bk2 , where the last equality follows from the construction of xt+1 . Since kPDΛ bk2 is the largest quantity over all subsets Ω with |Ω| ≤ k, kb − PDΛ bk2 is the smallest quantity. Thus, kb − PDΛ bk2 ≤ kb − x? k2 , which leads to



t+1 



x − x? 2 ≤ 2 kb − x? k2 . (12) ? Applying Lemma 



1 to get an upper bound of kb − x k2 , it now suffices to establish the upper bound 



of x? − PDΓb x? . From the algorithm procedure, xt lies in the subspace spanned by DΓb . Thus, 2



xt = PDΓb xt leading to 







?



? ? t ? t 



x − PDΓb x = (x − x ) − (PDΓb x − PDΓb x ) 2 2 



?



= (x − xt ) − PDΓb (x? − xt ) 



2 ≤ (x? − xt ) − PDΓ (x? − xt ) 2 = k∆ − PDΓ ∆k2 ,



(13)



b Applying Lemma 2 completes the proof of Theorem 1. where the inequality follows from Γ ⊂ Γ. To the end of this section, we focus on proving the two aforementioned lemmas 1 and 2. 9



Proof of Lemma 1. By the D-RSC condition, we have ? 2 ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i



≤ L(b) − L(x? ) ≤ L(PDΓb x? ) − L(x? ) 



2 D E



? ? ? ? ? ≤ ρ+ + ∇L(x ), P x − x P x − x



DΓ b b 4k DΓ 2 



2 D E



? ? ? ? ? = ρ+ + ∇L(x ), P (P x − x ) P x − x 



D D D b b b 4k Γ∪T Γ Γ 2 



2 D E + ? ? ? ? ? = ρ4k PDΓb x − x + PDΓ∪T ∇L(x ), PDΓb x − x b 2 







2 



? ? ? ? ? x − x ∇L(x ) P + P x − x ≤ ρ+ P 







D D D b b b 4k Γ Γ∪T Γ 2 2 2 



2 



+ ? ? ? ? ≤ ρ4k PDΓb x − x + λ4k PDΓb x − x 2 2  2



2 λ λ4k 



= ρ+ x? − x? + + − 4k , b 4k PDΓ 2 2ρ4k 4ρ+ 4k where the third inequality follows from the D-RSS condition of L; the first identity is due to PDΓb x? − x? ∈ span(DΓ∪T ) where x? ∈ span(DT ); the second identity follows from the orthogonal b projection property: P = P ∗ ; The fourth inequality is derived from the Cauchy-Schwartz inequality. b the left-hand side is lower bounded by In addition, notice that suppD (b) = Γ, ? 2 ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i D E ? 2 ? ? = ρ− kb − x k + ∇L(x ), P (b − x ) DΓ∪T 2 b 4k D E ? 2 ? ? = ρ− kb − x k + P ∇L(x ), b − x D 2 b 4k Γ∪T 



? 2 ? kb − x k − P ≥ ρ− ∇L(x ) 



kb − x? k2 D 2 b 4k Γ∪T 2



? 2 ? ≥ ρ− 4k kb − x k2 − λ4k kb − x k2   λ2 λ4k 2 − ? − 4k . = ρ4k kb − x k2 − − 2ρ4k 4ρ− 4k



Combining the two aforementioned inequalities, we arrive at      



λ24k λ4k 2 ρ+ λ4k 2 1 1 ? ? 4k ? kb − x k2 − − ≤ − x − PDΓb x + + + − − + , 2 2ρ4k ρ4k 2ρ4k 4ρ4k ρ− ρ4k 4k which, after some simple algebraic manipulations, leads to s kb − x? k2 ≤



ρ+ k ρ− 4k



  



1 1



?



.



x − PDΓb x? + λ4k  − + q 2 − + ρ4k 2 ρ4k ρ4k



The proof then follows from the notice that



q + − ρ− 4k ρ4k ≥ ρ4k .
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Proof of Lemma 2. Recall the notation ∆ = x? − xt and suppD (∆) = R, we have ∆ = PDR ∆. The condition D-RSC allows us to bound 



 2 t L(xt + ∆) − L(xt ) − ρ− 2k k∆k2 ≥ ∇L(x ), ∆ 



 = ∇L(xt ), PDR ∆ 



 = PDR ∇L(xt ), ∆ 



≥ − PDR ∇L(xt ) 2 k∆k2 



≥ − PD ∇L(xt ) k∆k , 2



2



Γ



where the second identity is due to P = P ∗ ; the second inequality follows from Cauchy−Schwarz inequality, and the last inequality holds since Γ = suppD (xt ) ∈ suppD (∆) = R. Now, we define a vector z ∈ Rp satisfying z , − k∆k2



PDΓ ∇L(xt ) . kPDΓ ∇L(xt )k2



From this construction, it is clear that 







 − PDΓ ∇L(xt ) 2 k∆k2 = PDΓ ∇L(xt ), z . Combining above results allows us to write  



2 t L(xt + ∆) − L(xt ) − ρ− 2k k∆k2 ≥ PDΓ ∇L(x ), z  



= ∇L(xt ), PDΓ z 



 = ∇L(xt ), z ,



(14)



where the last identity follows from the construction of z that z belongs to the space spanned by DΓ . Now we apply the D-RSS to the right-hand side to arrive at the lower bound 



 2 ∇L(xt ), z ≥ L(xt + z) − L(xt ) − ρ+ 2k kzk2 . Hence, combining the above inequality with (14), we are able to obtain 2 2 − t t ρ+ 2k kzk2 − ρ2k k∆k2 ≥ L(x + z) − L(x + ∆)



= L(xt + z) − L(x? ).



(15)



Notice from the construction of z, we have kzk2 = k∆k2 and suppD (z) = Γ. The left-hand side is 2 − thus equal to (ρ+ 2k − ρ2k ) k∆k2 . The right-hand side can be lower bounded by D-RSC. 2 L(xt + z) − L(x? ) ≥ h∇L(x? ), z − ∆i + ρ− 4k kz − ∆k2 2 = hPDR∪Γ ∇L(x? ), z − ∆i + ρ− 4k kz − ∆k2 2 ≥ − kPDR∪Γ ∇L(x? )k2 kz − ∆k2 + ρ− 4k kz − ∆k2 2 ≥ −λ4k kz − ∆k2 + ρ− 4k kz − ∆k2   λ2 λ4k 2 − = ρ4k kz − ∆k2 − − − 4k . 2ρ4k 4ρ− 4k



Therefore, we can conclude that ρ+ 2k



−



ρ− 2k







k∆k22



≥



ρ− 4k







λ4k kz − ∆k2 − − 2ρ4k
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2 −



λ24k 4ρ− 4k



(16)



k∆k



2 ∇L(xt ), we have z = PDΓ u. We now need to lower bound k∆ − zk2 = kPDΓ ∇L(xt )k2 k∆ − PDΓ uk2 . It is clear to see that k∆ − PDΓ uk2 ≥ k∆ − PDΓ ∆k2 since the residual of the orthogonal project of ∆ onto span(DΓ ) always achieve the smallest `2 -norm. Plugging this inequality into (16) and using a few simple calculations, we obtain s − ρ+ λ4k 2k − ρ2k k∆k2 + − (17) k∆ − PDΓ ∆k2 ≤ − 2ρ4k ρ4k



Denote u , −



as claimed.



3



An alternative approach for redundant dictionaries D



In this section, we would like to discuss some of the issues regarding computational aspects of the GradMP. At the identification and pruning steps of the algorithm, it requires to seek for a subset Γ of columns of D such that the orthogonal projection of a vector onto span(DΓ ) achieve the maximum energy. This subset is usually difficult to find, especially when the dictionary D is overcomplete. It is because we need to combinatorially search over all the subset of D to find the best selection. In fact, there are some special cases where this step can be performed efficiently. For instance, when D is orthogonal, Γ can be simply selected by projecting u onto the space spanned by all columns of D and picking the largest 2k entries from this projection. On the other hand, when the problem at hand is the low-rank matrix recovery, U is the matrix and Γ can be obtained by performing singular value decomposition on U and select the best 2k left and right singular vectors associated with the 2k largest singular values. One way to overcome this difficulty is to approximately find Γ, as proposed in [20]. That is, Γ is the set that nearly maximize kPDΓ uk2 . However, it is also not clear how to seek for that set in a polynomial time. In this section, we provide an alternative approach to this problem. This algorithm, provided in Algorithm 3, is simpler than the original GradMP, however it requires some conditions on the dictionary D so that the algorithm can show its fast convergence rate. In particular, we assume that D is finite, meaning the number of columns are not infinite, and D obeys the restricted isometry property (RIP). Mathematically, D satisfies the RIP if there exists a constant δ ∈ [0, 1) such that (1 − δ) kαk22 ≤ kDαk22 ≤ (1 + δ) kαk22



(18)



for every vector α of cardinality at most k. It is clear that when D is a orthogonal matrix, δ = 0 and the two algorithms 2 and 3 are equivalent. The following theorem shows that the recovery error decreases at each iteration. Theorem 2. Let x? be any feasible solution of (1) and denote λ = k∇L(x? )k∞ , the error at the (t + 1)-th iteration is bounded by   √ √



t+1 



2 + 1 3



x . − x? 2 ≤ γ xt − x? 2 + λ k  − + q (19) + ρ4k 2 ρ− ρ 4k 4k r + + − 1+δ ρk ((1+δ)ρ2k −(1−δ)ρ2k ) where γ is the decay rate defined as γ , 2 (1−δ) . − 2 2 (ρ ) 4k



We would like to make a few important remarks:
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Algorithm 2 Variant GradMP algorithm input: k and stopping criterion initialize: Λ = ∅, x0 , and t = 0 while not converged do proxy: u = ∇L(xt ) identify: Γ = {i : maxi | hu, di i |} such that |Γ| = 2k b =Γ∪Λ merge: Γ estimate: b = argminx L(x) s.t. x ∈ span(DΓb ) prune: Λ = {i : maxi | hb, di i |} such that |Λ| = k update: xt+1 = PDΛ b t = t+1 end while output: x ˆ = xt



1) Algorithm 3 is almost equivalent to Algorithm 2, except at the idenfitication and pruning steps, where we replace the orthogonal projection by the inner products. This computation is considerably simpler than the projection. However, this algorithm simplicity comes at a cost that the matrix D has to obey the RIP condition. When D is the orthogonal matrix, the two algorithms 2 and 3 are identical. 2) The recovery error bound of Algorithm 3 is similar to that of the original GradMP algorithm 2, except the equation of the decay rate has a term relating the condition on D. Thus, results from Corollary 1 also hold for this algorithm. n √ o P 2 3) Suppose that the true solution x? = i∈T αi? di . If mini∈T |αi? | > 1−δ max , cλ k , then after t iterations, xt has the same support as the original solution x? . By the same support, we imply that both x? and x b are uniquely decomposed by the same set of atoms in T . To see why, denoting Λ as the support of x b, then from Corollary 1, we have 



2



 n X √ o2 t



2 



? 



2 max , cλ k ≥ x −x 2 = αi di 



i∈T ∪Λ 2 X X 2 ≥ (1 − δ) αi ≥ (1 − δ) αi2 i∈T ∪Λ



i∈T \Λ



? where the last inequality follows the n from o RIP assumption on the matrix D. Therefore, if mini∈T |αi | √ 2 max , cλ k , T \Λ = ∅, implying that T ∈ Λ. In addition, noticing that is lower bounded by 1−δ |T | = |Λ| = k, we conclude that T ≡ Λ.



4



More general optimization problem



Over the last few years, there has been a large volume of attentions on the problem of recovering two or multiple objects simultaneously from a limited amount of observations (e.g. [10], [18], [2], [26], [53], [32], [36], [42], [16]). This problem is more challenging than the problem sets mentioned in Section 1. There are several important problems which can be formulated under this model. We would like to demonstrate a few here. 1) Sparse error correction: as briefly introduced in Section 2.2, in sparse linear regression and compressed sensing, the observation model is formulated as y = Ax? + w where w is the noise
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vector. In order the accurately estimate the original signal x? , previous work has clearly shown that the noise energy needs to be bounded. In the other words, if a single observation is corrupted by large error, the estimation can be significantly different from the true solution. Recent attempts have investigated this problem (e.g. [53], [32], [36], [42]) in which they introduced the model that take into account for the large error: y = Ax? + e? + w, where e? accounts for error vector whose entries can be arbitrarily large. Leveraging on the assumption that the error is often sparse, these work proposed `1 -minimization methods to simultaneously recover both the signal and the error. The `1 -minimization are the relaxed version of the following `0 -minimization min kxk0 + λ kek0 x,e



subject to



ky − (Ax + e)k2 ≤ σ,



where λ is the user-defined parameter that control the sparsity levels of components. 2) Robust principal component analysis (RPCA): PCA has been seen as one of the most efficient tools for data analysis and dimensionality reduction. However, previous work in the literature often fails to estimate the low-rank data matrix from its corrupted measurements, which is now ubiquitous in modern applications. This problem has recently studied by many researchers (e.g. [10], [18], [2], [26]) originated from the work of Cand`es et al. [10] and Chandrasekaran et al. [18]. Given the observation matrix Y which composes of three components, the low-rank matrix X, the sparse error matrix E whose entries can be significantly large, and the noise W with bounded energy: Y = X + E + W , they proposed to recover X and E by solving the following optimization min rank(X) + λ kEk0 A,E



subject to



kY − X − EkF ≤ σ.



Naturally, this optimization can be cast as the convex programming by replacing the rank and the `0 -norm by the nuclear norm and `1 -norm (e.g. [53], [32], [36], [42]). Other prominent examples are the dirty model [29] in which the objective function is quadratic and latent variable graphical model selection in which the objective function is log loss [16]. All these aforementioned problems can be formulated as the following general optimization  kxk0,Dx ≤ k min L(x, e) subject to , (20) x,e kek0,De ≤ s where Dx and De are the atom sets of x and e, respectively. Taking an example of the RPCA problem mentioned above, the set D(X) consists of all the unit-normed rank-one matrix of the form ui vi∗ and D(E) consists of matrices E ij whose entries are zero except at the (i, j) entry receiving value 1. The associated norms kXk0,DX and kEk0,DE can be seen as the rank and `0 -norm, respectively. The objective function L(X, E) is the quadratic loss. In this section, we generalize the GradMP algorithm to solve the optimization (20). The algorithm possesses similar structure as the GradMP with additional care on the interplay between the two parameters. The algorithm, named extended GradMP, is described in Algorithm 4. The main idea is that at each step, the estimated support associated with each parameter is selected separately, whereas both two parameters are simultaneously estimated at the estimation step. The optimization at the estimation step is sufficiently simpler than the original problem since the optimization is performed on the known restricted sets. Similar to the GradMP algorithm, we leverage on assumptions of the objective function L(x, e) to establish theoretical convergence guarantee. These D-restricted strong convexity (D-RSC) and D-restricted strong smoothness (D-RSS) assumptions are now imposed on both x and e.
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Algorithm 3 Extended GradMP algorithm input: k, s, and stopping criterion Initialization: x0 , e0 , and t = 1 while not converge do proxy: ux = ∇x L(xt , et ) and ue = ∇e L(xt , et ) identify: Γx = argmaxΩ {



PDΩx ux



2 : |Ω| ≤ 2k} Γe = argmaxΩ { PDΩe ue 2 : |Ω| ≤ 2s} b x = Γx ∪ Λx and Γ b e = Γe ∪ Λe merge: Γ estimate: (bx , be ) = argminx,e L(x, e) s.t. x ∈ span(Dbx ) and e ∈ span(Dbe ) Γx Γe 



prune: Λx = argmaxΩ {



PDΩx bx



2 : |Ω| ≤ k} Λe = argmaxΩ { PDΩe be 2 : |Ω| ≤ s} update: xt+1 = PDΛx bx et+1 = PDΛe be t=t+1 end while Output: x b = xt and eb = et Definition 3 (D-RSC). Let Ωxk and Ωes be the union of all subspaces spanned by all the subset of k columns of Dx and s columns of De , respectively. The loss function L satisfies the D-RSC with − parameter ρ− k,s if there exists a positive constant ρk,s such that 



 







 







x0 − x 2 + e0 − e 2 (21) L(x0 , e0 ) − L(x, e) − ∇x L(x, e), x0 − x − ∇e L(x, e), e0 − e ≥ ρ− k,s 2 2 for every x, x0 ∈ Ωxk and e, e0 ∈ Ωek . Definition 4 (D-RSS). Let Ωxk and Ωes be the union of all subspaces spanned by all the subset of k columns of Dx and s columns of De , respectively. The loss function L satisfies the D-RSS with + parameter ρ+ k,s if there exists a positive constant ρk,s and such that 



 







 







x0 − x 2 + e0 − e 2 (22) L(x0 , e0 ) − L(x, e) − ∇x L(x, e), x0 − x − ∇e L(x, e), e0 − e ≤ ρ+ k,s 2 for every x, x0 ∈ Ωxk and e, e0 ∈ Ωek . We are now ready to provide the following theorem, which show a considerable decay of the estimation error at each iteration. Theorem 3. Let x? and e? be any feasible solution of (1) and denote λxk , max|Ω|≤k kPDΩ ∇x L(x? , e? )k2 and λes , max|J|≤s kPDJ ∇e L(x? , e? )k2 , the estimation error at the (t+1)-th iteration of the extended GradMP algorithm is bounded by



t+1 











x − x? 2 + et+1 − e? 2 ≤ γ( xt − x? 2 + et − e? 2 )   √ (23) 2+1 3 , + (λx4k + λe4s )  − + q + ρ4k,4s 2 ρ− 4k,4s ρ4k,4s r + + ρ (ρ −ρ− 2k,2s ) where γ is defined as γ , 2 k,s (ρ2k,2s . − )2 4k,4s
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It is clear from the theorem that in the absence of the object e, Algorithm 4 reduces to the GradMP, and thus Theorem 3 converts to the first theorem. We also note that the extended GradMP can be applied to the problem with more than two objects. The proof of this theorem is essentially similar to that of Theorem 1, and thus will be omitted in the paper. In the following corollary, we provide a linear convergence rate for the recovery errors of the two estimators. The proof is a simple consequence of Theorem 3. Corollary 2. Let x? and e? be any feasible solution of (1) and x0 and e0 be the initial points of the algorithm. With λxk , λes , and γ defined in Theorem 3 and assume that γ < 1, the recovery error satisfies 











t+1



x − x? 2 + et+1 − e? 2 ≤ γ t ( x0 − x? 2 + e0 − e? 2 )   √ x e (24) λ + λ4s  2 + 1 3 . + 4k + q − 1−γ ρ4k,4s 2 ρ− ρ+ 4k,4s 4k,4s



 In addition, after t =



5



2+1 ρ− 4k,4s



iterations, 



t+1 







x − x? 2 + et+1 − e? 2 ≤ 2 max{, c(λx4k + λe4s )}, !



√



where c , 2



log(kx0 −x? k2 +ke0 −e? k2 )/ log(1/γ)







+



3 q + 2 ρ− 4k,4s ρ4k,4s



.



Some estimates



In this section, we apply the algorithm to several signal models and provide various results on the recovery performance, some have been well-known and some are new.



5.1



Sparse signal recovery



We start with the simplest model that has been studied extensively in compressed sensing and linear regression literature (e.g. [14], [52]). Let x? be the unknown k ? -sparse vector with support T ? , the observation model is formulated as follows y = Ax? + w,



(25)



where y ∈ Rm is the observation vector, A ∈ Rm×n is the sensing matrix, and w ∈ Rm is the noise vector. Due to the linearity of the observation model, it is natural to use the quadratic loss for the optimization (1). In particular, we minimize min ky − Axk22 x



subject to



kxk0 ≤ k



(26)



where we assume to chose k ≥ k ? . In this case, the D-RSC and D-RSS are equivalent to require that the sensing matrix A satisfies the condition 2 2 2 + ρ− k kxk2 ≤ kAxk2 ≤ ρk kxk2



(27)



for all vectors x of sparsity level at most k. This condition on the matrix A has been well known as the restricted isometry property (RIP) proposed by Cand`es et. al. [14] with ρ− k = 1 − δk 16



and ρ+ k = 1 + δk , where δk ∈ (0, 1). It has been shown in the literature that there are many matrices that satisfy the RIP condition, among those are Gaussian, Bernoulli, and partial Fourier √ matrices. Specifically, if entries of the matrix A are Gaussian N (0, 1/ m), then with probability at least 1 − e−cm , enforcing the number of measurements m ≥ Ck log(n/k) will lead to δk ≤ ξ [15]. ξ2 5



−1



Furthermore, with probability greater than 1 − n−1 , taking m ≥ Ck log nξ2log(ξ ) columns of the n × n discrete Fourier matrix uniformly at random will give δk ≤ ξ [47]. In this sparse vector setting, GradMP reduces to the CoSaMP proposed in the famous paper [38] by Needell and Tropp. Since k ≥ k ? , x? is a feasible solution of (26). Now in order to apply Corollary 1, we need to compute λ4k = max|Ω|≤4k kPDΩ ∇L(x? )k2 . Since the loss function is quadratic, it is easy to see that λ4k = max|Ω|≤4k kA∗Ω wk2 . When w is the deterministic noise q with energy bounded by kwk2 , we can bound λ4k by max|Ω|≤4k kA∗Ω k kwk2 ≤ ρ+ 4k kwk2 , where the inequality follows from the RIP condition on the singular values of AΩ . When the noise w is assumed random with Gaussian distribution N (0, σ 2 I), we can achieve a tighter bound for λ4k . By the concentration inequalityqof the sum of random Gaussian variables, we can bound √ −1 kA∗ wk∞ ≤ 2σ log n maxi kai k2 ≤ 2σ ρ+ 1 log n with probability at least 1 − 2n . Therefore, with q √ extremely high probability, λ4k ≤ 4k kA∗ wk∞ ≤ 4σ ρ+ 1 k log n. Another component we need to care in Corollary 1 is the decay rate γ. By simple calculations, + we can obtain that in the case ρ− k = 1 − δk and ρk = 1 + δk , the assumption γ ≤ 0.5 is equivalent to δ4k ≤ 0.1. This condition on δ4k is analogous to that of the CoSaMP. It is interesting to mention that using a more general proof technique, we can draw similar conclusions as the CoSaMP. We note the bound on the RIP of the CoSaMP is recently improved to δ4k ≤ 0.38 by a more delicate technique [23], which leverages the closed-form solution of b under the quadratic loss. We are now ready to have a corollary that provides the upper bound of the recovery error.   log2 (kx0 −x? k2 )/ Corollary 3. Assuming γ defined in (8) obeys γ < 1 and  > 0, then after t = log(1/γ) iterations, the estimated signal xt obeys



t 



x − x? ≤ 2 max{, cλ4k }, 2 with λ4k ≤



q q kwk when w is deterministic or λ ≤ 4σ ρ+ ρ+ 4k 1 k log n when w is stochastic, 2 4k



w ∼ N (0, σ 2 I). This corollary, which is similar to [38], implies that by taking a sufficient number of iterations, the recovery error only depends on and is proportional to the noise level. This bound is comparable with that of `1 minimization or the Lasso in the literature. When the sparsity level k ? of x? is known in prior and is used in the optimization (26), Corollary 3 also implies the support recoverability of the GradMP algorithm. In particular, if x?min > 2 max{, cλ4k }, the support of xt matches with that of the true signal. When the signal x? is not truly but rather approximately sparse, [38] showed that CoSaMP is still efficient in recovering the signal. Denote x?T as a k-sparse vector in Rn containing k largest coefficients of x? and zero elsewhere and x?T c = x? − x?T , the observation model can be rewritten as y = Ax?T + Ax?T c + w = Ax?T + w1 where w1 , Ax?T c + w. Since x?T is a feasible solution of (26), we can apply Corollary 1 with the new noise vector w1 . In particular, λ4k in Corollary 1 has the form max|Ω|≤4k kA∗Ω w1 k2 ≤ max|Ω|≤4k kA∗Ω Ax?T c k2 + max|Ω|≤4k kA∗Ω wk2 . The second term of the summation has been estimated before. The first term can be bounded as max|Ω|≤4k kA∗Ω Ax?T c k2 ≤ 17



q ? ρ+ 4k kAxT c k2 . It is shown in Proposition 3.5 of [38] that kAx?T c k2 ≤



 q  1 ? ? √ kx k ρ+ kx k + T c 1 , α, Tc 2 k k



(28)



where the proof is relied on the convex geometry arguments. In Appendix 8.2, we provide another proof which relies on very simple argument to obtain a similar bound. Combining these facts, we have the following corollary which addresses the recovery error of the GradMP when the signal is not sparse.   log2 (kx0 −x?T k2 )/ Corollary 4. Assuming γ defined in (8) obeys γ < 1 and  > 0, then after t = log(1/γ) iterations, the estimated signal xt obeys



t 



x − x?T ≤ 2 max{, cλ4k }, 2 with λ4k ≤



q q q + k log n + ρ+ (kek + α) when w is deterministic or λ ≤ 4σ ρ ρ+ 4k 1 2 4k 4k α when w is



stochastic, w ∼ N (0, σ 2 I), and α is defined in (28).



5.2



Sparse signal recovery under redundant dictionaries



A more general situation is when the signal x? is sparse under some overcomplete dictionaries D ∈ Rn×d with d ≥ n. This setting appears in several practical applications. For instance, images are often sparser under the overcomplete curvelet transform than the orthogonal wavelet. This problem has recently been investigated by Davenport, Needell and Wakin [20] where they modify the CoSaMP to take into account the projection of u onto the subspace spanned by D. Applying our theory, we will be able to draw a similar conclusion for the recovery error. Again with quadratic loss, the conditions D-RSC and D-RSS are the same as the D-RIP proposed in [9] [20], which says that for any x belonging to the subspace spanned by any k columns of D, there exist a δkD−RIP such that (1 − δkD−RIP ) kxk22 ≤ kAxk22 ≤ (1 + δkD−RIP ) kxk22 .



(29)



We would like to make some comments here. First, when the dictionary D is identity, D-RIP condition reduces to the RIP. Second, it is important to note that there exists several matrices that satisfy D-RIP. For instance, if A is generated with i.i.d. random entries from a Gaussian or Bernoulli distribution, then for any matrix D, A will obey the D-RIP with high probability as long as m = O(k log(d/k)). This conclusion can be made easily via the proof of the RIP with the union bound argument. Via the D-RIP, we can simply bound λk in Corollary 1 by λk = max|Ω|≤k kPDΩ A∗ ek2 ≤ q 1 + δkD−RIP kek2 . It is because kAPDΩ wk22 ≤ (1 + δkD−RIP ) kPDΩ wk22 ≤ (1 + δkD−RIP ) kwk22 for all w, leading to the spectral norm bound of the matrix PDΩ A. We now can achieve a similar result as Corollary 3. D−RIP Corollary 5. Assuming that δ4k ≤ 0.1. We set the initial estimate x0 = 0, then after t = ? log kx k2 /, the estimated signal at the t-th iteration obeys



t 



x − x? ≤ 2 max{, 9.45 kwk }. 2 2
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The result for arbitrary signals (not necessarily sparse) can be straightforwardly obtained from Corollary 4, as considered in the aforementioned section. We omit the detail. In practice, when D is strongly redundant, identifying Γ at each step of the GradMP is as hard as solving the original problem, since we may have to combinatorially search over all the subset of the matrix D to find the best subset. In this case, we revoke Algorithm 3, which avoid the projection by the innder product operator.



5.3



Group sparse recovery



Another signal model also of particular importance is the sparse group structure (e.g. [55], [27]). A vector x? of size n is said to be k ? group-sparse if its coefficients can be partitioned into q nonoverlapping groups {G1 , G2 , ..., Gq }, each of size gi and among those, only k ? groups are nonzero. As discussed in the introduction section, the k group-sparse vector x? can be decomposed as a summation of k ? atomsP in D = {E1 , E2 , ..., Eq } where Ei is the n × gi matrix associated with the i-th group of x? : x? = a∈T ? Ea xa . Here, T ? is the set of indices associated with non-zero group and gi is the size of the i-th group. Similar to the previous sections, the following observation model is studied: y = Ax? + w,



(30)



where A ∈ Rm×n is the sensing or the design matrix and w ∈ Rm is the noise term. Again, we consider the optimization (1) with the quadratic loss function L(x) = ky − Axk22 . min ky − Axk22 x



subject to



kxk0,D ≤ k,



(31)



where k is assumed greater than k ? . The conditions D-RSC and D-RSS on L(x) enforce the matrix A to obey 2 2 2 + (32) ρ− k kxk2 ≤ kAxk2 ≤ ρk kxk2 for all k group-sparse vectors x ∈ Rn . This property is similar to the RIP introduced in Section 5.1. It has been shown that several matrices satisfy this property. For instance, [27] proved that if A is √ the Gaussian matrix whose entries are i.i.d. N (0, 1/ m), then m = O(kg + k log n) measurements suffices to guarantee the above inequality to hold. To apply Corollary 1 with the feasible vector x? , it suffices to compute the upper bound for λ4k = max|Ω|≤4k kPDΩ ∇L(x? )k2 = max|Ω|≤4k kPDΩ A∗ wk2 . If e is deterministic, λ4k can be easily q + ∗ bounded by ρ+ 4k kwk2 . It is because from (32), kPDΩ A APDΩ k ≤ ρk for all |Ω| ≤ k. Otherwise, if w is N (0, σ 2 I), we can establish the following lemma, whose proof is deferred to Appendix 8.3, to bound λ4k . Lemma 3. Denote g , maxi gi where gi is the size of i-th group. With probability at least 1 − 2q −1 , q p √ λk ≤ 2σ ρ+ log q). 1 k( g +   log2 (kx0 −x? k2 )/ Corollary 6. Assuming γ defined in (8) obeys γ < 1 and  > 0, then after t = log(1/γ) iteration, the estimated signal xt obeys



t 



x − x? ≤ 2 max{, cλ4k }, (33) 2 q q √ + √ with λ4k ≤ ρ+ 4k kwk2 when w is deterministic or λ4k ≤ 4σ ρ1 k( g+ log q) when w is stochastic, w ∼ N (0, σ 2 I). 19



The implementation of the GradMP in this setting is rather simple. The only concern comes from the identifying and pruning steps. For the first step, Γ can be selected by projecting ∇L(xt ) onto all q atoms of D and select the best 2k atoms associated with the largest projection. Similar technique is also applied to the pruning step. For general signal model x? which is not necessarily sparse, we follow similar arguments as in Section 5.1. Denote x?T as a k group-sparse vector in Rn whose nonzero groups are associated with the k largest energy group of x? and x?T c = x? − x?T . Then y = Ax?T + w1 with w1 = Ax?T c + w. We can apply Corollary 6 with the new noise term w1 . Proposition 2 in Appendix 8.2 shows that  q  1 ? ? √ kx k (34) kx k + kAx?T c k2 ≤ ρ+ c c T 1 , α. T 2 k k Therefore, q we can apply the recovery error bound in (33) of Corollary 6 with λ4k replaced by λ4k + ρ+ 4k α where α is defined in (34).



5.4



Low rank matrix recovery



Next, we consider the problem of estimating a rank k ? matrix X ? of size Rn1 ×n2 from incomplete observations where k ? is often much smaller that the matrix dimensions. Such low-rank recovery problems have been found in many practical applications in signal processing, computer vision, and machine learning. Let y ∈ Rm be the observation vector of the following form: y = A(X ? ) + w,



(35)



where A is the linear operator that maps a matrix X ∈ Rn1 ×n2 to a vector y ∈ Rm , and w ∈ Rm is the vector noise with bounded energy. This problem has been extensively studied in the literature (e.g. [45], [12], [39], [35], [54]). To recover the low-rank matrix X ? , it is natural to solve the following optimization min ky − A(X)k2 X



subject to



rank(X) ≤ k.



(36)



Here, k is the user-defined parameter which is used to controls the rank of the matrix to be estimated and we assume that k ≥ k ? . Clearly, solving the optimization (36) is very difficult due to the nonconvexity of the constraint. In the analogy with compressed sensing, (36) can be recast as a convex problem by relaxing the rank constraint by the nuclear norm (e.g. [45], [12], [39]). Another line of optimization methods to solve (36) is via iterative algorithms (e.g. [35], [54]), in which one representative is the atomic decomposition for minimum rank approximation algorithm (ADMiRA) proposed by Lee and Bresler [35]. The algorithm is adapted from CoSaMP [38] with important changes to handle operators related to matrix. The authors also provide theoretical linear convergence of the algorithm. As previewed in the first section, if the atom set D consists of infinitely all the rank-one matrices of the form uv ∗ where u ∈ Rn1 and v ∈ Rn2 are unit-normed vectors, then any matrix X can be Prank(X) represented as X = i=1 δi ui vi∗ with δi being singular values and ui , vi singular vectors of X. The optimization (36) can thus be seen as a special case of our general optimization (1) with the quadratic loss function L(X) = ky − A(X)k22 and the rank constraint. Therefore, the GradMP can be straightforwardly applied to reconstruct the matrix X ? . In regard of implementation, the algorithm 2 can be easily adapted to the matrix case. In particular, at the identification step, the atom set Γ is selected to be the set of 2k singular vectors associated with the largest 2k singular values of the gradient matrix ∇L(X t ). This comes from the 20



famous Eckart-Young theorem that the best rank k approximation of a matrix A is the matrix Ak forming from the top k singular values and corresponding singular vectors of A. At the pruning step, the set Λ can be selected similarly from singular vectors of the matrix B. For simulations illustrating the recovery performance, we invite readers to search for more details at [35]. Regarding the constraints for the loss function, the D-RSC and D-RSS are equivalent to impose the matrix RIP condition on the linear operator A [35]. In particular, we require 2 2 2 + ρ− k kXkF ≤ kA(X)k2 ≤ ρk kXkF .



(37)



This condition is similar in spirit as the RIP of the sensing matrix in the sparse vector recovery problem. It has been show [12] that there are several linear maps obeying this property. For examples, if A is populated from i.i.d. Gaussian or Bernoulli distribution, then with overwhelming probability, A satisfies the matrix RIP as long as m ≥ C(n1 + n2 − k). Other specific linear maps with applications in multivariable statistics have also been studied in [41]. In order to apply Corollary 1, we need to bound λ4k = max|Ω|≤4k kPDΩ ∇L(X ? )kF . It is easy to see that ∇L(X ? ) = −A∗ (y − A(X ? )) = −A∗ (w), leading to λ4k = max|Ω|≤4k kPDΩ A∗ (w)kF . When w is a deterministic noise vector, we can simply bound λ4k by max|Ω|≤4k kPDΩ A∗ k kwk2 . Also 2 2 + notice from the matrix RIP condition inq(37) that for all |Ω| ≤ 4k, q kAPDΩ Xk2 ≤ ρ4k kPDΩ XkF ≤ 2 ρ+ 4k kXkF , thus we achieve kAPDΩ k ≤



ρ+ 4k . Therefore, λ4k ≤



ρ+ 4k kwk2 . For stochastic noise,



we can tighten this bound via probabilistic argument. Assuming that w√∼ N (0, σ 2 I), observe that √ PDΩ A∗ (w) has rank at most 4k, we have λ4k ≤ 4k kPDΩ A∗ (w)k ≤ 2 k kA∗ (w)k. The following lemma, provided in Lemma 1.1 of [12], establishes the upper bound of kA∗ (w)k. Lemma 4. Suppose w is the Gaussian vector with i.i.d. N (0, σ 2 ) entries. Then with probability at least 1 − 2e−cn for a fixed numerical constant c > 0, p kA∗ (w)k ≤ Cσ max{n1 , n2 }, q where C ≥ 4 ρ+ 1 log 12. + Regarding the decay rate γ in Corollary 1, when ρ− k = 1−δk and ρk = 1+δk , simple calculations tell us that γ ≤ 0.5 will lead to δ4k ≤ 0.05. This required upper bound of δ4k matches with the bound analyzed by Lee and Bresler [35] via more complicated proof technique. We are now able to apply Corollary 1 with appropriate choice of the initial solution X 0 .   log(kX 0 −X ? kF /) Corollary 7. Assuming γ defined in (8) obeys γ < 1 and  > 0, then after t = log(1/γ)



iterations, the estimated matrix X t obeys



t 



X − X ? ≤ 2 max{, cλ4k }, 2 with λ4k ≤



(38)



q q ρ+ kwk when e is deterministic or λ ≤ 8σ 2.5ρ+ 4k 1 k max{n1 , n2 } when w is stochas2 4k



tic, w ∼ N (0, σ 2 I). This estimation error bound matches with the well-known bound of the matrix Lasso (e.g.[12], [39]). When X ? is a general matrix, the GradMP is still able to stably recovery X ? . Denote XT? as the best rank-k approximation of X ? and XT? c = X ? − XT? . We can write y = A(XT? ) + w1 where w1 = A(XT? c ) + w can be considered as the noise vector. The GradMP is now applied to recover XT? . We 21



have λ4k = max|Ω|≤4k kPDΩ A∗ (w1 )kF ≤ max|Ω|≤4k kPDΩ A∗ (w)kF + max|Ω|≤4k kPDΩ A∗ A(XT? c )kF . Theqfirst summand has been estimated in Corollary 7 and the second one can be upper bounded by



? ρ+ 4k kA(XT c )kF .



kA(XT? c )kF ≤



q 1 ? ? ρ+ k (kXT c kF + √ kXT c k∗ ) , α. k



(39)



The recovery q error has the same form as equation (38) of Corollary 7 except that λ4k is replaced by λ4k + ρ+ 4k α with α defined in (39).



5.5



Low-rank tensor recovery



In this section, we provide some new results for tensor recovery. Tensor is a natural extension of matrix, in which it allows the data to be stored in more than two dimensions. Due to its more general structure, tensor has been playing an important role in numerous applications throughout signal processing and machine learning, where matrix might be irrelevant to apply. Like SVD decomposition, any d-mode tensor X can be decomposed as X = S ×1 U (1) ×2 U (2) ×3 ... ×d U (d) =



k1 X i1 =1



...



kd X



(1)



(2)



(d)



si1 ..id · ui1 ⊗ ui2 ⊗ .. ⊗ uid



(40)



id =1



where S is the so-called tensor core which has size k1 × k2 × .. × kd , and U (j) , j = 1, ..., d, are (j) orthogonal matrices of size nj × kj (e.g. [33], [34], [31]). Here, uij is the column of the matrix (1)



(2)



(d)



U (j) and ui1 ⊗ ui2 ⊗ .. ⊗ uid is the tensor product of d vectors. Expression (40) is called Tucker decomposition or higher-order singular value decomposition. The Tucker rank (or multilinear rank) of the tensor X , denoted by rank(X ), is defined by the tuple (k1 , k2 , ..., kd ). Each ki can be computed by finding the rank of the unfolding tensor in the i-th direction. The tensor X is called to have low-rank representation if ki is sufficiently smaller than ni for all i = 1, ..., d. We note that there exists other tensor decompositions, which exploit different structures of the tensor. In this paper, we only focus on the higher-order singular value decomposition and note it is possible to apply our proposed GradMP to investigate the tensor recovery problems with respect to other tensor decompositions. In the tensor recovery problem, d-mode tensor X ? needed to be recovered has low rank structure. Observation vector y ∈ Rm is attained through a linear transformation A : Rn1 ×...×nd 7→ Rm , y = A(X ? ) + w



(41)



where e ∈ Rm is the noise term. Similar to the low rank matrix recovery, in order to recover X ? , we solve the following non-convex optimization: min ky − A(X )k22 X



subject to



rank(X ) ≤ (k1 , ..., kd ).



(42)



As in the matrix case, D is naturally the set consisting of infinitely all the unit-normed rank(1, ..., 1) tensor u(1) ⊗ u(2) ⊗ ... ⊗ u(d) . We can also write D as the set containing all the atoms obtained from the tensor product of D(1) ⊗ · · ·⊗ D(d) , where each D(i) is the set consisting of infinite unit-normed vectors.



22



(d)



(1)



Let Ωi of cardinality ki be indices of the set D(i) . We define DΩ1 ⊗...⊗DΩd as the set containing (i)



all the atoms u(1) ⊗ u(2) ⊗ ... ⊗ u(d) where u(i) ∈ DΩi , i = 1, ..., d. We also define PD(1) ⊗...⊗D(d) as Ω1



the projection PD(1) ⊗...⊗D(d) (X ) = Ω1



Ωd



argmin (1) 1



(d)



Y∈DΩ ⊗...⊗DΩ



Ωd



kX − YkF .



d



PD(1) ⊗...⊗D(d) (X ) can be interpreted as the best rank (k1 , ..., kd ) approximation of the tensor X . To Ω1



Ωd



the end, when we write (|Ω1 |, ..., |Ωd |) ≤ (k1 , ..., kd ), we imply that |Ωi | ≤ ki for all i = 1, ..., d. The GradMP algorithm to solve the optimization (42) is given below. Algorithm 4 GradMP algorithm for tensor input: k1 and stopping criterion initialize: Λi = ∅ with i = 1, ..., d, X 0 , and t = 0 while not converged do proxy: U = A∗ (A(X t ) − y)



  



identify: (Γ1 , ..., Γd ) = argmax(Ω1 ,...,Ωd ) 



PD(1) ⊗...⊗D(d) U : (|Ω1 |, ..., |Ωd |) ≤ (2k1 , ..., 2kd ) Ω1



merge:



b i = Γi ∪ Λi with i = 1, ..., d Γ



estimate:



B = argminX ky − A(X )k22



prune:



F



  (1) (d) s.t. X ∈ span Db ⊗ ... ⊗ Db Γ Γd



1   



(Λ1 , ..., Λd ) = argmax(Ω1 ,...,Ωd ) B : (|Ω |, ..., |Ω |) ≤ (k , ..., k ) P 1 1 d d



DΩ(1) ⊗...⊗DΩ(d) 1



update:



Ωd



X t+1 = PD(1) ⊗...⊗D(d) B Λ1



d



F



Λd



t = t+1 end while output: Xˆ = X t The D-RSC and D-RSS conditions on the objective function L(X ) = ky − A(X )k22 can be stated − as there exists positive constants ρ+ k1 ,...,kd and ρk1 ,...,kd such that 2 2 2 + ρ− k1 ,...,kd kX kF ≤ kA(X )k2 ≤ ρk1 ,...,kd kX kF ,



(43)



for all the tensor X of rank at most (k1 , ..., kd ). There are many linear maps obeying this property. In the following lemma, we show that if A is the Gaussian random linear map, then D-RSC and D-RSS satisfy with high probability. The proof is deferred to Appendix 8.4. Lemma 5. Assume the linear map A is Gaussian whose matrix representation A of A has i.i.d. Gaussian entries N (0, 1/m), then with probability at least 1 − c1 e−c2 m , there exists a constant δk1 ,...,kd ≤ δ ∈ (0, 1) such that (1 − δk1 ,...,kd ) kX k2F ≤ kA(X )k22 ≤ (1 + δk1 ,...,kd ) kX k2F   Pd d  Pd i=1 ki for all tensors X of rank at most (k1 , ..., kd ), provided that m ≥ C n( i=1 ki ) + d log 1δ d where n = max{n1 , ...nd }. Here, c1 , c2 and C are numerical positive constants. We note that though the algorithm seems to be complicated, it follows exactly the same steps



23



as that of Algorithm 2, and thus Corollary 1 can be directly applied. To apply, we need to compute 







∗ ? 



P (1) λk1 ,...,kd = max A (y − A(X )) (d) 



DΩ ⊗...⊗DΩ (|Ω1 |,...,|Ωd |)≤(k1 ,...,kd ) 1 d F 







∗



P (1)



= max (d) A (e)



(|Ω1 |,...,|Ωd |)≤(k1 ,...,kd ) DΩ1 ⊗...⊗DΩd 



F q 



∗



P (1) ρ+ ≤ max kek ≤ (d) A 2 k1 ,...,kd kek2



D ⊗...⊗D



(|Ω1 |,...,|Ωd |)≤(k1 ,...,kd )



Ω1



Ωd 



2 



2 







+ 



where the last inequality holds since from (43), APD(1) ⊗...⊗D(d) X ≤ ρk1 ,...,kd PD(1) ⊗...⊗D(d) X 



≤ Ω1 Ωd Ω1 Ωd 2 F 



q 



2 



ρ+ ρ+ k1 ,...,kd kX kF , leading to APD(1) ⊗...⊗D(d) ≤ k1 ,...,kd . Ω1 Ωd   log(kX 0 −X ? kF /) Corollary 8. Assuming γ defined in (8) obeys γ < 1 and  > 0, t = iterations, log(1/γ) the estimated matrix X t obeys



t 



X − X ? ≤ 2 max{, cλ4k }, 2 with λ4k ≤



q ρ+ 4k kwk2 .



Regarding the implementation of Algorithm 5.5, the most challenging parts are the identification and pruning steps. The identification step can be interpreted as finding the set 







(Γ1 , ..., Γd ) = argmin 



U − PDΩ(1) ⊗...⊗DΩ(d) U (Ω1 ,...,Ωd )



1



d



F



such that (|Ω1 |, ..., |Ωd |) ≤ (2k1 , ..., 2kd ). In the matrix case, thank to the Eckart-Young theorem, this step has been known as finding the best rank-2k approximation of U . This can be computed easily by computing the first 2k left and right singular vectors. However, such closed form solutions are not available for tensors. Fortunately, there have been various algorithms proposed to solve the best rank (k1 , ..., kd ) approximation of a tensor (e.g. [22], [48]).



5.6



Error correction



In this section, we apply our extended GradMP algorjthm studied in Section 4 to some problems in which there are more than one signal or object needed to be recovered. In particular, we investigate the sparse linear regression problem in which the observations are highly corrupted by large errors, y = Ax? + e? + w, where x? ∈ Rn is the k-sparse signal, e? ∈ Rm is the error vector whose entries can be arbitrarily large, and w ∈ Rm is the noise with bounded energy. It is clear that without exploiting the structure of the error e? , conventional linear regression estimators fails even when a single large error corrupts the observations. One also agrees that if large errors presents in all the observations, then it is impossible to estimate x? accurately. It is therefore natural to assume e? is sparse, which implies that only some of the observations are corrupted. This model has been studied in several previous work ([53], [32], [36], [42]) where the authors proposed convex optimizations to recover both the signal and the error. In this section, we provide another treatment to this problem, in 24



which we apply the extended GradMP algorithm. The objective function has the quadratic form: L(x, e) = ky − Ax − ek22 , and the atom sets Dx and De consist of standard vectors in n- and m-dimension. Conditions D-RSC and D-RSS are equivalent to require that the matrix A satisfies 2 2 2 2 2 + ρ− k,s (kxk2 + kek2 ) ≤ kAx + ek2 ≤ ρk,s (kxk2 + kek2 )



(44)



for all pair of k-sparse and s-sparse vectors x and e, respectively. With e omitted, this inequality is the RIP condition mentioned in Section 5.1. There exists many matrices A obeys this property. In the following, we establish such a result with the Gaussian random matrix. Lemma 6. Let A ∈ Rm×n be a random matrix whose entries are i.i.d. Gaussian random variabe √ N (0, 1/ m), then there exists a positive constant βk,s ≤ β < 1 such that (1 − βk,s )(kxk22 + kek22 ) ≤ kAx + ek22 ≤ (1 + βk,s )(kxk22 + kek22 ), with probability at least 1 − Ce−cm for all k-sparse vector x and s-sparse vector e, provided that m ≥ C β1 k log n and s ≤ 1c βm. Here C and c are sufficiently large positive constants. Quantities λxk and λes in Theorem 3 can be explicitly expressed as λxk = max|Ω|≤k kA∗Ω wk and λes = max|Ω|≤s kwΩ k2 . The upper bound of λxk has been provided in Section 5.1. We now state the following corollary.   log(kx0 −x? k2 +ke0 −e? k2 )/ Corollary 9. Assuming γ defined in (8) obeys γ < 1 and  > 0, then after t = log(1/γ) iterations, the estimated signal xt obeys



t+1 







x − x? 2 + et+1 − e? 2 ≤ 2 max{, c(λx4k + λe4s )}, q q √ + e x x with λ4k ≤ ρ4k kwk2 and λ4s ≤ 2 s kwk∞ when w is deterministic or λ4k ≤ 4σ ρ+ 1 k log n and √ e 2 λ4s ≤ 2σ s when w is stochastic, w ∼ N (0, σ I).



6



Simulations



6.1



Covariance matrix estimation



In this section, we apply the proposed algorithm to solve some important problems in statistics in which the underlying loss functions are generally not quadratic. Our first consideration is the covariance matrix estimation. We will demonstrate via extensive simulations that GradMP is a potential algorithm for this problem. 6.1.1



Introduction and algorithm



Covariance matrix estimation has been a long standing problem in statistics (e.g. [25]). Given a Gaussian random vector x = (x(1) , ..., x(p) )T ∈ Rp with mean µ and unknown covariance Σ? , the ultimate goal is to estimate Σ? from n random samples {xi }i=1,...,n of x. If we denote a Gaussian graphical model as G = (V, E) where each i-th vertex is associated with a random vector x(i) , then the structure of the graph is encoded in the covariance matrix. In particular, there is no edge between the two vertices i-th and j-th if the (i, j) entry of the concentration matrix Σ−1 is zero. Using maximum likelihood estimation, we need to solve the following optimization b = argmax − trace(SΣ−1 ) − log det(Σ), Σ Σ



25



(45)



P where S , n1 ni=1 (xi − µ)(xi − µ)T is the empirical covariance matrix. Without imposing any constraint on the covariance matrix, it is clear that the solution of (45) might not be consistent, especially in the scenarios in which the number of observations n is significantly less than the data dimension p. Test. Notice that in multivariate Gaussian distribution, if the (i, j) component of Σ−1 is zero, then two variables x(i) and x(j) are conditionally independent, given the other variables. Thus, it would make sense to enforce sparsity on the concentration matrix Θ = Σ−1 in the optimization (45). It is equivalent to solve the following minimization b = argmin trace(SΘ) − log det(Θ) Θ Θ



s.t.



kΘk0,off ≤ k,



(46)



where kΘk0,off denotes the number of off-diagonal nonzero entries of Θ. Over the last few years, there has been an extensive amount of work on recasting this problem to the convex program (e.g. [56], [5], [24]) and establishing strong statistical guarantees for this estimator (e.g. [46], [44]). In [56], Yuan and Lin proposed to solve (46) by using the `1 penalty b = argmin trace(SΘ) − log det(Θ) + λ kΘk Θ 1,off ,



(47)



Θ



P where the off-diagonal `1 regularizer is denoted as kΘk1,off , i6=j |Θij |. Based on the work of Banerjee et. al. [5], Friedman et. al. [24] developed a very efficient co-ordinate descent algorithm to solve (47). On the theoretical side, Roth et. al. [46] provided an upper bound in `2 -norm for the estimation error. Under some tight conditions on the population covariance matrix, Ravikumar et. al. [44] showed the capability of (47) to recover the exact graph structure where the number of observations is in the order of Ω(k 2 log p), where k is the maximum number of edges in any vertex. Very recently, leveraging on the forward-backward greedy algorithm of [58], Johnson et. al. [30] proposed an efficient greedy approach to solve (46). They showed that under a weak assumption on Σ? , only Ω(k log p) samples is necessary to achieve exact graph structure. This is a significant improvement over previous algorithms and results in the literature. Despite all the advantages, the computational complexity of the algorithm is considerably heavy. It is because at each iteration, the algorithm requires to perform the minimization trace(SΘ) − log det(Θ) for a fixed support set of Θ two times. Furthermore, at each iteration, the algorithm has to solve two other minimizations to select the best entry or to remove the unnecessary entry from the current estimation. In this section, we propose to solve (46) using our GradMP algorithm. Denote L(Θ) = trace(SΘ) − log det(Θ). It is clear that ∇L(Θ) = S − Θ−1 . We propose Algorithm 6.1.1 for Gaussian graphical model estimation. We note that in the algorithm, Uoff is denoted as the matrix U whose entries on the diagonal are equal to zeros. Similar notation is used for Boff . Furthermore, in Step 5, supp(Uoff,2k ) is the operator that returns the set Γ containing locations of the 2k largest entries of the matrix Uoff . As we can see, at each iteration, our GradMP only requires one minimization at Step 7. Thus, the computational complexity of our algorithm is significantly less than that of [30]. The optimization in Step 7 is min trace(SΘ) − log det(Θ) Θ



s.t.



b supp(Θ) = Γ,



(48)



which can be seen as a similar version of (46). However, this optimization is essentially easier to b of Θ is already defined. The algorithm for the minimization (48) can be solve since the support Γ found in Section 17.3.1 of [25]. 26



Algorithm 5 Covariance matrix estimation algorithm 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12:



Initialization: Θ0 and t = 1 while not converge do U = S − Θ−1 Γ = supp(Uoff,2k ) b =Γ∪Λ Γ B = argminΘ L(Θ) subject to Λ = supp(Boff,k ) ΘtΛ = BΛ , ΘtΛc = 0 t=t+1 end while b = Θt Output: Θ



b supp(Θ) = Γ



Figure 1: Graph structures. Left: chain graph, middle: star graph, and right: grid graph 6.1.2



Experimental results



In this section, we compare the graph recovery performance of our GradMP algorithm with the algorithm proposed in [30]. As shown in the experiments of [30], the greedy algorithm significantly outperforms the `1 approach in estimating the Gaussian graph structures. In particular, the authors of [30] demonstrated that the probability of success in recovering the graph with forward-backward greedy approach is much higher than that of the `1 counterpart. In the following experiments, we show that our GradMP offers the same, if not better, graph recoverability while the computational complexity is substantially reduced. We conduct similar experiments as in [30] in which three different graph structures are studied including chain, star and grid structures, as demonstrated in Fig. 1. For these graphs, the number of nodes varies with p = {36, 64, 100} where the maximum number of node degree is set to k = 2 with chain graph. These values are set to k = 4 and k = 0.1p for grid and star graphs, respectively. We vary the number of samples via a scaling parameter x = 70knlog p with x ∈ (0, 3). For each fixed n and p, we perform 50 trials where in each trial, we claim the success if the algorithm recover the exact graph edges. More detailed experimental setup and the construction of the covariance matrices can be found in [30]. As demonstrated in [30], the greedy forward-backward (Fo-Ba) algorithm outperforms the graphical lasso (glasso) that implements the optimization (46) in term of the sample size needed for perfect edge recovery. In this simulation, we show that our proposed GradMP has similar performance, if not better, than the Fo-Ba algorithm while the computational complexity is significantly 27



smaller. Fig. 2 compares our proposed GradMP algorithm with the greedy forward-backward (Fo-Ba) algorithm investigated in [30]. Figures on the left column represent the probability of success with respect the scaling parameter x controlling the number of sample size n. Figures on the right column show the average computational time used to estimate the graph in 50 trials. As can be seen from Fig. 2, our proposed GradMP attains similar recoverability as the greedy Fo-Ba algorithm for chain and grid graphs, while GradMP performs better on star graph. Furthermore, our proposed algorithm requires significantly less computational complexity. For all three graph structures, the computational time of GradMP does not increase considerably according to the grow of the sample size n and the graph size p, whereas it increases significantly with the algorithm in [30]. 6.1.3



Application to the senate voting records data



In this section, we perform our experiment on the real senate voting data. The dataset was obtained from the website of the US congress at http:://www.senate.gov. It consists of voting records from 100 senators in the 109th Congress (2005-2006) where a total of 645 bills were passed to vote. The votes are recorded as 1 for yes and −1 for no. There are many missing values in this dataset, corresponding to missing votes. These missing values are imputed by the majority votes on that particular bill. Furthermore, we exclude bills that have the ”yes/no” proportion outside the range [0.2, 0.8]. This results in a total of 484 bills corresponding to 484 samples and 100 variables (senators). We run Algorithm 6.1.1 with the sparsity level k = 550 to estimate the network structure from this dataset and plot the result in Fig. 3. As expected from the figure, the graph is mainly divided into four distinct groups with two clusters where each cluster consists of only either Republicans or Democrats. There is a weak connection between the two parties.



6.2 6.2.1



Discrete graphical model selection Introduction and algorithm



Undirected graphical models, or Markov random fields offer an efficient way to represent the relationship among a set of random variables. Given an undirected graph G = (V, E) consisting of p vertices in the set V = {1, 2, ..., p} and the edge set E ⊂ V × V , the structure of this graph is encoded in the p-dimensional discrete random vector X = (X1 , X2 , ..., Xp ). An important task is (i) (i) (i) to estimate the graph structure from n independent samples x(i) = (x1 , x2 , ..., xp ), i = 1, ..., n of X. In pairwise Markov random fields, probability distribution of the vector X associated with the graph G is defined by   X P(X = x) ∝ exp  φab (xa , xb ) , (49) (a,b)∈E



where φab is the pairwise function that maps the pair (xa , xb ) to the real value. In this section, we are particularly interested in considering the Ising model in which on each ? x x where θ ? is the parameter. vertex, the random variable Xa receives {−1, 1} values, and φab = θab a b The probability distribution of X now has the form   X 1 ? Pθ? (X = x) = exp  θab xa xb  . (50) Z(θ? ) (a,b)∈E
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Figure 2: Probability of success and computational complexity. Top: chain graph, middle: star graph, and bottom: grid graph ? fully characterizes whether For any pair of random variables Xa and Xb , the parameter θab there is an edge between nodes a and b. The aim of graphical model selection is to infer the edge’s links between nodes. Given the random variable Xa in X, it can be shown that the probability distribution of Xa
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Figure 3: Senate voting graph where the ’D’ and ’R’ nodes represent for Democratic and Republican senators, respectively. conditioning on the rest of variables has the following logistic form P ? x ) exp(2xa b∈V \r θab  b P ? Pθ Xa = xa |XV \a = xV \a = ? x ). 1 + exp(2xa b∈V \r θab b



(51)



Let θa be a vector consisting of coefficients θab , b = 1, ..., p and b 6= a. By maximum likelihood, we can find the parameter θa via minimizing the following function      n   X X X 1 (i) (i) log 1 + exp 2xa(i) L(θa ; X ) = θab xb  − 2x(i) (52) θab xb a   n i=1



b∈V \r



b∈V \r



(i)



where we denote X = {x(1) , ..., x(n) } as the set of n i.i.d random samples of X. Denote x\a ∈ Rp (i)



(i)



(i)



(i)



(i)



as a vector x\a ∈ Rp = [x1 , ..., xa−1 , xa+1 , ..., xp ]. Then L(θa ; X ) can be rewritten as n



L(θa ; X ) =



 i o T 1 Xn h (i)T (i) (i) log 1 + exp 2x(i) x θ − 2x x θ a a . a \a a \a n



(53)



i=1



Imposing sparsity assumption on θa , which implies that the graph is not fully connected, we have the minimization problem min L(θa ; X ) θ



subject to



kθa k0 ≤ k,



(54)



where k denotes the sparsity level of θa? . This optimization can be recast as the following convex programming by relaxing `0 -norm by `1 -norm, as has been studied by Ravikumar et. al. [43]: min L(θa ; X ) + λ kθa k1 . θ



30



(55)



In this section, we propose to solve (54) via the GradMP algorithm. For each node a = {1, ..., p}, we run Algorithm 6.2.1 to find the parameter vector θa . Algorithm 6 Discrete graphical model estimation algorithm 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12:



Initialization: θ0 and t = 1 while not converge do u = ∇L(θa ; X ) Γ = supp(u2k ) b =Γ∪Λ Γ b = argminθ L(θ) subject to Λ = supp(bk ) t = b , θt = 0 θΛ Λ Λc t=t+1 end while Output: θba = θt



b supp(θ) = Γ



In Step 4, the gradient of L(θa ; X ) can be easily computed as follows     (i)T n  exp 2x(i)  x θ X a a 2 \a (i)   ∇θa L(θa ; X ) = − 1 x(i) x .  1 + exp 2x(i) x(i)T θ  a \a n a



i=1



\a



(56)



a



Furthermore, the logistic regression optimization in Step 7 subjected to a restricted set can be solve via many off-the-shelf algorithms [8]. One simple algorithm is the iterative reweighted least squares [6]. 6.2.2



Theoretical guarantees



Among various methods used to estimate discrete graphical structure, the `1 minimization approach proposed by Ravikumar et. al. [43] provides the best computational and statistical efficiency. The authors showed that as long as the Hessian of the log likelihood function satisfies the irrepresentable condition and the number of samples scale as Ω(k 3 log p) where k is the maximal edge degree, then the convex optimization (55) will recover all the graph edges exactly with high probability. In a more recent paper, Jalali et. al. [28] proposed a greedy approach to solve (54). This greedy approach which is based on the greedy forward-backward algorithm of Tong Zhang [58] considers a more general loss function. They proved that exact graph edges can be obtained via their algorithm with only Ω(k 2 log p) samples and with much weaker assumption on the log likelihood function. We also show in this section that our GradMP algorithm presented in Algorithm 6.2.1 for discrete graphical model estimation also attains the same theoretical guarantee as [28] while offering simpler implementation and more computational efficiency. In order to apply the theoretical results studied in Section 2, it is necessary to show that the log likelihood loss function in (53) satisfies the D-RSC and D-RSS conditions. The following lemma establishes such bounds. Lemma 7. With probability at least 1−c1 exp(−c2 n), the log likelihood loss function in (53) satisfies − the D-RSC and D-RSS conditions with positive parameters ρ+ k and ρk .
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Proof. The proof is quite simple, given the result of Negahban et. al. [39]. In particular, denoting δL(θ, ∆) , L(θ + ∆) − L(θ) − h∇L(θ), ∆i, Proposition 2 in [39] states that for a given k-sparse vector θ, there exists positive constants κ1 and κ2 , depending on the covariance matrix cov(X), such that with probability at least 1 − c1 exp(−c2 n) ! r log p δL(θ, ∆) ≥ κ1 k∆k2 k∆k2 − κ2 k∆k1 , n √ 2 for all ∆. If we consider k-sparse vectors ∆, then k∆k1 ≤ k k∆k2 . Thus δL(θ, ∆) ≥ ρ− k k∆k2 provided that n ≥ ck log p and ρ− k = κ1 . In addition, [39] also show that there exists positive constants κ3 and κ4 , depending on the covariance matrix cov(X), such that with probability at least 1 − c1 exp(−c2 n) ! r log p δL(θ, ∆) ≤ κ1 k∆k2 k∆k2 + κ2 k∆k1 , n 2 for all ∆. Therefore, δL(θ, ∆) ≤ ρ+ k k∆k2 for all k-sparse vectors ∆, provided that n ≥ ck log p and + ρk = κ3 . In order to show that D-RSC and D-RSS are satisfied for all k-sparse vector θ, we take the  k union bound over all sparse vector θ. It is clear that there are kp ≤ pe = exp(k log pe/k) k such θ. Taking the union bound will lead to this claim, provided that the number of samples n = Ω(k log p).



We have the following theorem regarding the recoverability of the graph Theorem 4. Assuming the number of samples n ≥ ck log p where k is  maximum node  degree of q k log p ? ? the graph. If the true parameter vector θ satisfies mini∈T |θi | ≥ 2 max , c , then after n t = log kθ? k2 / iterations, GradMP algorithm recovers the exact graph structure. Proof. As shown in Lemma 7, the ising maximum likelihood log loss satisfies RSC and RSS with high probability. Therefore, the proof isqsimply a consequence of Corollary 1, the following remark 2, and the inequality λ = kL(θ? )k∞ ≤



7



log p m



with high probability from Theorem 2 of [28].



Conclusion and discussions



In this paper, we study a general optimization with sparse constraints (1). This optimization has been found to fit many well-studied statistical models such as linear regression, matrix recovery, and covariance matrix selection, to name a few. We propose an efficient iterative greedy algorithm, named GradMP, to solve this optimization. Our algorithm extends the CoSaMP algorithm to handle the non-quadratic structure of the objective function, while still enjoys the linear convergence rate. We also provide an extension of this algorithm to solve the recovery problems with multiple signals of different sparse structures. Applying theoretical results developed in Section 2 to various recovery problems studied in the literature, we show that the GradMP algorithm shares similar recovery error bound as the convex optimization of these problems. Extensive experiments, both with simulated and real data, demonstrate the effectiveness of the proposed algorithm. Acknowledgement. We are especially grateful to Kiryung Lee for various discussions regarding this work. We also would like to thank Christos Johnson for providing us the graphical model code. 32



8 8.1



Appendix Proof of Theorem 2



The proof of Theorem P 2 is essentially similar to Theorem 1. We denote a vector x as xR if it can be expressed as x = i∈R βi di . R is called the support and βi are coefficients of x with respect to the dictionary D. We also assume that the support of the feasible solution x? of (1) is T . Lemma 8. Let b be the vector obtained from the estimation step of Algorithm 3 at t-th iteration b the set obtained from the merging step at and denote λ , maxi |h∇L(x? ), di i|. Also denote by Γ ? ? ? t-th iteration. Decomposing x = x b + x b , we have T \Γ T ∩Γ s √ 



ρ+ 7λ k ? k ? . (57) kb − x k2 ≤



xT \Γb + − √ 2 ρ− 2ρ4k 1 − δ4k 4k Lemma 9. Denote the support of the vector ∆ , xt − x? as R, we have s s √ − − 



− ρ ρ+ λ 2k 1 + δ (1 + δ)ρ+ ? 2k t−1 2k 2k − (1 − δ)ρ2k



∆R\Γ ≤ x − x + . k∆k2 2 2 (1 − δ)2 2ρ− ρ− 2ρ− 4k 4k 4k   √ 1+δ 1 1 √ . +q +λ k 1−δ − 2ρ− 4k 2ρ



(58)



4k



With these two lemmas at hand, we can now prove the main theorem. We have 







t+1



x (59) − x? 2 ≤ kb − x? k2 + b − xt+1 2 ≤ 2 kb − x? k2 , 



where the last inequality is due to the construction of xt+1 : xt+1 − b 2 ≤ kx? − bk2 . 



Applying Lemma 8, it now suffices to upper bound x? b . From the algorithm procedure, the T \Γ 2



support of



xt



b Thus, xt = 0 and is in the set Γ. b T \Γ 











? 



? t



xT \Γb = (x − x )T \Γb ≤ (x? − xt )T \Γ 2 2



?



2 t



= (x − x )R\Γ 2 ,



(60)



b thus where R is denoted as the support of xt − x? . The first inequality follows from Γ ⊂ Γ, b T \Γ ⊂ T \Γ; the last inequality is due to T ⊂ R. Applying Lemma 9 completes the proof of Theorem 2. Proposition 1. Let x be a k-sparse vector with respect to D and its support be J, and denote x = DT αT . Then for any vector y of size n, we have √ k | hx, yi | ≤ max | hdi , yi | p kxk2 . i∈T (1 − δk ) Proof. We have * + X X |αi || hdi , yi | αi di , y ≤ | hx, yi | = i∈T



i∈T



√ = max | hdi , yi | kαT k1 ≤ max | hdi , yi | k kαT k2 i∈T



i∈T



√ 1 ≤ max | hdi , yi | k p kDαT k2 , i∈T (1 − δk ) 33



(61)



which completes the proof. Proof of Lemma 8. Applying D-RSC and D-RSS conditions and Proposition 1, we have ? 2 ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i



≤ L(b) − L(x? ) ≤ L(x?T ∩Γb ) − L(x? ) D E D E = L(x?T ∩Γb ) − L(x? ) − ∇L(x? ), x?T ∩Γb − x? + ∇L(x? ), x?T ∩Γb − x?



2 D



E



? ? ? ? + ∇L(x ), x ≤ ρ+ x − x 



b b k T \Γ T ∩Γ 2 √



2 



k 



? + ? ? ≤ ρk xT \Γb + max |h∇L(x ), di i| √



xT \Γb b 2 2 1 − δk i∈T \Γ √ 



λ k 



? 2



? √ + = ρ+ x x 







b k T \Γ 2 1 − δk T \Γb 2 !2 √ 



λ k 



≤ ρ+ .



x?T \Γb + + √ k 2 2ρk 1 − δk In addition, notice that | suppD (b − x? )| ≤ 4k, the left-hand side of the above inequality can be lower bounded by applying Proposition 1. ? 2 ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i



≥



ρ− 4k



≥ ρ− 4k



√



4k − λ√ kb − x? k2 1 − δ4k !2 √ λ 4k 4λ2 k kb − x? k2 − − √ − − . 2ρ4k 1 − δ4k ρ4k (1 − δ4k )



kb −



x? k22



Combining the two aforementioned inequalities yield !2 √ ρ+ k λ ≤ −k kb − x? k2 − − √ ρ4k 1 − δ4k ρ4k 







? 



xT \Γb + 2



!2 √ λ k 4λ2 k √ + . 2 2ρ+ (ρ− k 1 − δk 4k ) (1 − δ4k )



By some simple algebraic manipulations, we arrive at s √ 



ρ+ 7λ k ? k ? kb − x k2 ≤ .



xT \Γb + − √ 2 ρ− 2ρ4k 1 − δ4k 4k



(62)



as claimed. Proof of Lemma 9. Recall the notation ∆ = x? − xt and suppD (∆) = R, we have ∆ =



34



P



i∈R βi di



=



∆R∩Γ +



P



i∈R\Γ βi di .



Applying D-RSC on xt , we have 2 L(xt + ∆) − L(xt ) − ρ− 2k k∆k2 



 ≥ ∇L(xt ), ∆ + * X = ∇L(xt ), βi di i∈R



X 



  = ∇L(x ), ∆R∩Γ + ∇L(xt ), βi di t 







i∈R\Γ



X



≥ ∇L(xt ), ∆R∩Γ − 











 |βi | ∇L(xt ), di ,



i∈R\Γ



It is clear that the cardinality of the subset R is less than 2k while |R\Γ| ≤ |Γ\R|. |Γ| = 2k. Thus,  Combining with the construction of the subset Γ, we obtain ∇L(xt ), di ≤ ∇L(xt ), dj for i ∈ R\Γ and j ∈ Γ\R. Now, we define a vector g ∈ Rp such that • entries outside the set Γ\R are set zero, h∇L(xt ),di i • for each entry i ∈ R\Γ, select an entry j ∈ Γ\R and set gj = −|βi | |h∇L(xt ),di i| , • |Γ\R| − |R\Γ| entries inside the set j ∈ Γ\R but not selected before are set zero. From this construction, we have |gj | = |βi |. In addition, for i ∈ R\Γ and j ∈ Γ\R, we have 







  −|βi | ∇L(xt ), di ≥ −|βi | ∇L(xt ), dj 



 = ∇L(xt ), gj dj , where the second identity follows from the construction of gΓ\R . The results above combined allows us to bound 2 L(xt + ∆) − L(xt ) − ρ− 2k k∆k2 X 



  ≥ ∇L(xt ), ∆R∩Γ + ∇L(xt ), gj dj j∈Γ\R



* 



t 







t







= ∇L(x ), ∆R∩Γ +



+ t



∇L(x ),



X



gj dj



j∈Γ\R







= ∇L(x ), z , P where z is a sparse vector whose support is Γ and z = ∆R∩Γ + j∈Γ\R gj dj . Furthermore, by D-RSC, the right-hand side is upper bounded by 



 2 ∇L(xt ), z ≥ L(xt−1 + z) − L(xt ) − ρ+ 2k kzk2 . Hence, we can then get 2 2 − t t−1 ρ+ + ∆) 2k kzk2 − ρ2k k∆k2 ≥ L(x + z) − L(x



= L(xt + z) − L(x? ).



35



(63)



It is clear from the construction of z and the RIP condition on the set D that



2 



X X 



2



kzk2 = gj dj βi di + 



R∩Γ j∈Γ\R X X 2 ≤ (1 + δ)( βi2 + gj2 ) R∩Γ



= (1 + δ)(



X



j∈Γ\R



βi2



R∩Γ



(64) X βi2 ) = (1 − δ)( βi2 )



X



+



i∈R



i∈R\Γ 



2



1+δ 1+δ



X



≤ k∆k22 . βi di = 



1−δ 1−δ i∈R



2



2 1+δ + Therefore, the left-hand side is upper bounded by ( 1−δ ρ2k − ρ− 2k ) k∆k2 . The right-hand side can be lower bounded by D-RSC 2 L(xt + z) − L(x? ) ≥ h∇L(x? ), z − ∆i + ρ− 4k kz − ∆k2 2 ≥ − k∇L(x? )k∞ kz − ∆k1 + ρ− 4k kz − ∆k2 √ 2 ≥ −λ 4k kz − ∆k2 + ρ− 4k kz − ∆k2 √ !2 λ 4k λ2 k − = ρ4k kz − ∆k2 − − − . − 2ρ4k ρ4k



Therefore, we finally can conclude that   1+δ + − ρ2k − ρ2k k∆k22 ≥ ρ− 4k 1−δ



√ !2 λ 4k λ2 k kz − ∆k2 − − . 2ρ− ρ− 4k 4k



We notice that by the constructions of vectors g and z, 



2 



X X 







2 2 



kz − ∆k2 = zΓ\R − ∆R\Γ 2 = gj dj − βi di 



j∈Γ\R



i∈R\Γ 2   X X ≥ (1 − δ)  gj2 + βi2  j∈Γ\R



(65)



i∈R\Γ 



2



X



X



1−δ 2



βi di = 2(1 − δ) βi ≥ 2 



1+δ 



i∈R\Γ i∈R\Γ 2 



1−δ 



∆R\Γ 2 . =2 2 1+δ Therefore, we conclude that s



− 1 + δ (1 + δ)ρ+ 2k − (1 − δ)ρ2k k∆k2 (1 − δ)2 2ρ− 4k   √ 1+δ √ 1 + q 1  , +λ k 1−δ 2ρ− 4k 2ρ− 







∆R\Γ ≤ 2



4k



as expected. 36



(66)



8.2



Proof of inequality (28)



Inequality (28) is a consequence of the following proposition. 2 Proposition 2. Assume kAhk22 ≤ ρ+ k khk2 for all h of khk0 ≤ k, then kAxk2 ≤ for all x.



q  ρ+ k kxk2 +



kxk1 √ k







Proof. We partition the vector x into vectors xT1 , xT2 , ... xTl in decreasing order of magnitude, where subsets T1 , T2 , ...,Tl of length k are chosen such that they are all disjointed. From this construction, for each p ∈ Ti−1 , q ∈ Ti , we have x(q) ≤ x(p). Thus |x(q)| ≤ kxTi k2 ≤



kxTi−1 k1 . k



This yields



kxTi−1 k1 √ k



for all i = 2, ..., l. Therefore, 



l l



X



X 



kAxk2 = AxTi ≤ kAxTi k2 



i=1



≤



2



l q X



ρ+ k kxTi k2



i=1



q ≤ ρ+ k



kxT1 k2 +



i=1



l X



! kxTi k2



i=2 



!



l X xTi−1 1 √ kxT1 k2 + k i=2  q  kxk ≤ ρ+ kxk2 + √ 1 k k q ≤ ρ+ k



8.3



Proof of Lemma 3



√ Proof. The proof relies on the -net argument. First, we have a simple bound: λk ≤ k maxi kPEi A∗ ek2 . 



For a fixed i, kPEi A∗ ek2 = A∗Gi e 2 can be described as maxu∈S gi u, A∗Gi e where S gi is the unit sphere of dimension gi . Denote N as the -net of S gi , it has been well-known that the cardinality of N is (1 + 2/)gi ≤ ( 3 )gi = egi log 3/ . Furthermore, 



 max | u, A∗Gi e | ≤ g



u∈S



i 



 1 max | u, A∗Gi e |. 1 −  u∈N 



 The equation u, A∗Gi e on the right-hand side is the sum of zero mean Gaussian random variables 



2 and its variance is E u, A∗Gi e = u∗ A∗Gi AGi u ≤ ρ+ 1 . Therefore, 



 τ2 P(| u, A∗Gi e | ≥ τ ) ≤ 2 exp(− + ). 2ρ1 Taking the union bound over all elements in the -net N , we obtain 



 τ2 P(max | u, A∗Gi e | ≥ τ ) ≤ 2egi log 3/ exp(− + ). u∈N 2ρ1 + Select  = 1/2 and τ 2 = q), we conclude that with probability at least 1 − q −1 , q 4ρ1 (gi + log 



 √ √ maxu∈S gi | u, A∗Gi e ≤ 2 ρ+ log q). Plugging this estimate into the bound of λk will 1 ( gi + complete the proof.
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8.4



Proof of Lemma 5



In this section, we provide a proof for the following theorem 5, which is a more general statement than Lemma 5. First, we define the RIP property for the linear map operating on tensors: the linear map A : Rn1 ×···×nd 7→ Rm satisfies the tensor RIP if there exists a maximal constant δr ∈ (0, 1) where r = k1 + · · · + kd such that for any tensor X ∈ Rn1 ×···×nd whose sum of all i-mode rank is less than r, the following inequality holds (1 − δr ) kX kF ≤ kA(X )k2 ≤ (1 + δr ) kX kF



(67)



One can see that the space of tensors in this definition is bigger than the space of tensors defined in Lemma 5. Theorem 5 is stated as follows. Theorem 5. Suppose a linear map A : Rn1 ×···×nd 7→ Rm satisfies the following condition: for any given tensor X ∈ Rn1 ×···×nd and any fixed 0 < γ < 1, P (|kA(X )k2 − kX kF | ≥ γ kX kF ) ≤ Ce−cm



(68)



for fixed positive constants C and c (which may depend on γ). Then with m ≥ C 0 ((nr+(r/d)d ))d log 1δ (n = maxi ni ) where C 0 is a numerical constant, the linear map satisfies the RIP with the constant δr < δ ∈ (0, 1) and with probability greater than 1 − Ce−cm . Theorem 5 generalizes Lemma 5 in several ways: first, there exists many linear maps that obeys the condition (68), and Gaussian linear map is one instance. Other examples of A obeying (68) are random projections, or Bernoulli maps where the matrix A representing A has i.i.d. entries P taking values ±1 with equal probability [1]. Second, the space of tensors of sum rank at most i ki satisfying (67) is larger than that considered in Lemma 5. Therefor, proving Theorem 5 implies the proof of Lemma 5. The proof of Theorem 5 is essentially similar as Theorem 2.3 of [12], which relies on the argument. The following lemma establishes a upper bound for the cardinality of the -net set of interest. Lemma 10. Denote n = max{n1 , ..., nd }. The -net NS of a space S of tensors S , {X ∈ Rn1 ×···×nd :



d X



rank(X(i) ) ≤ r; kX kF = 1}



i=1



has cardinality no greater than r



d+1



 d!



3(d + 1) 



nr+(r/d)d .



Proof. Let Sr be a subspace of S whose tensors in Sr have a fixed rank (k1 , ..., kd ). By simple combinatoric arguments, one can see that S is a union of   id−1 i1 r−d X X X d!  ... j  ≤ rd+1 d! i1 =1 i2 =1



id =1



such subspaces. We now construct a -net NSr of Sr with respect to Frobenius norm. As a consequence, -net N will be a union of all rd+1 d! NSr nets. 38



Denote multilinear SVD decomposition of a tensor X ∈ Sr to be: X = S ×1 U (1) ×2 · · · ×d U (d) where U (i) ∈ Rni ×ki for i = 1, ..., d and S is the tensor core of dimension {k1 , ..., kd }, we recall that kX kF = kSkF . We now define the subspace of orthogonal matrices of size ni × ri (i = 1, ..., d) to be Gi and the subspace of tensors S of dimension {k1 , ..., kd } and kSkF = 1 to be B. The subspace Sr can thus be rewritten as n o Sr = X = S ×1 U (1) ×2 · · · ×d U (d) : U (i) ∈ Gi , S ∈ B We now construct -nets for subspaces Gi and C and show that this construction provides an efficient way to establish the -net Nr of Sr . Denoting NB to be the -net of B with respect to Frobenius norm, we can think of B as the unit sphere of dimension k1 · · · kd , and thus |NB | ≤  3 k1 ···kd . Also let NGi be the -nets of Gi with respect to k·k2,∞ -norm where k·k1,2 of a matrix U  is defined as kU k1,2 = max kuk k2 , k



where uk is a column of the matrix U . By this definition, any U ∈ Gi has unit k·k1,2 -norm. Now, we define a subspace Gi , {X ∈ Rni ×ki : kXk1,2 ≤ 1} and its -net NGi . It is clear that Gi ∈ Gi and thus NGi ∈ NGi . Since each column of X ∈ Gi can be seen as a ni -dimensional vector in the unit n  n k n k ball whose -net cardinality is bounded by 3 i , |NGi | ≤ 3 i i . Thus, |NGi | ≤ |NGi | ≤ 3 i i .  Denote NSr , X = S ×1 U (1) ×2 · · · ×d U (d) : U (i) ∈ NGi , S ∈ NB , we have  Pi ni ki +Qi ki  nr+(r/d)d 3 3 |NSr | ≤ |NG1 | × · · · × |NGd ||NB | ≤ (69) ≤   P P Q d d where the last inequality is due to i ni ki ≤ n( i ki ) and i ki ≤ ( k1 +···+k ) . We will prove d that NSr is the ((d + 1))-net of Sr with respect to the Frobenius norm. Indeed, let X ∈ Sr and Xb ∈ NSr , we have 











(d) (1) (d) (1) b b b b



X − X = S ×1 U ×2 · · · ×d U − S ×1 U ×2 · · · ×d U F F 







(1) (d) b ×1 U ×2 · · · ×d U ≤ (S − S) F



+



d X 



b (1) (i−1) (i) (i) (i+1) (d) b b b ×i (U − U ) ×(i+1) U · · · ×d U ,



S ×1 U ×2 · · · ×(i−1) U F



i=1



(70) where the inequality holds from triangular inequalities. We now estimate the bound of each term in the summation. Recalling that kX ×i U kF = kX kF for any tensor X and orthogonal matrix U , the first term is simply bounded by 











(1) (d) b b (S − S) × U × ... × U = S − S 







≤ 1 2 d F



F



b (i) are orthogonal, we can simlify the due to the -net construction. In addition, since U (i) and U term (i + 1)-th of the summation to 



b (1) (i−1) (i) (i) (i+1) (d) b b b ×i (U − U ) ×(i+1) U ... ×d U 



S ×1 U ×2 ... ×(i−1) U F 







b 



(i) (i) (i) (i) b ) = (U − U b )Sb(i) = S ×i (U − U F



F
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where Sb(i) ∈ Rki ×(k1 ...ki−1 ki+1 ...kd ) is the i-mode unfolding matrix of S. Let (Sb(i) )j be the j-th row of (i) (i) b b (i) b (i) the matrix



S(i) and (U − U )j be the j-th column of (U − U ). From the -net construction



b (i) )j of Gi : (U (i) − U



≤  for ∀k = 1, ..., ki . Hence, 2



ki 



X



(i) b (i) b 



(i) b (i) b j 



(U − U )S(i) ≤



(U − U )j (S(i) ) F



F



j=1



ki 



X



(i) b (i) b j ≤



(U − U )j (S(i) ) 



2



2



j=1







 ki 



X 







b j  b (i) )j ≤ max (U (i) − U







(S(i) ) j



2



2



j=1



 ki 







X







b j  =  Sb ≤ . ≤ 



(S(i) ) 



2



j=1



F



Combing the above bounds and plug them into (70), we get 







X − Xb ≤ (d + 1). F



This concludes that NSr is the ((d + 1))-net of Sr . Let 1 , (d + 1) and plug in (69), we conclude  nr+(r/d)d 3(d+1) that NSr is the -net of Sr with |NSr | ≤ . The proof is completed.  Proof of Theorem 5. Denote S a space of tensors whose sum rank is smaller than r and Frobenius norm is one and let NS be the -net of S. By normalization, it boils down to prove that ∀X ∈ S, (1 − δr ) ≤ kA(X )k2 ≤ (1 + δr ). Recalling the concentration inequality (68), we take the union bound over all tensor Xb ∈ NS ! 



b P max A(X ) − 1 ≥ δr /2 ≤ |NS |Ce−cm . Xb∈NS



2



 nr+(r/d)d It has been justified in Lemma 10 that |NS | ≤ rd+1 d! 3(d+1) . Hence, the probability that  











the even E = {1 − δr /2 ≤ minXb∈NS A(Xb) ≤ maxXb∈NS A(Xb) ≤ 1 + δr /2} will be greater 2 2 than d   3(d + 1) nr+(r/d) d d+1 1 − r d! Ce−cm = 1 − Ce−cm+(d+1) log r+(nr+(r/d) ) log(3(d+1)/)  0



= 1 − Ce−c m  d  provided that m ≥ C0 nr + dr log 3(d+1) and n ≥ d + 1 (number of tensor modes is less than  the maximal dimension of the tensor).
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Given the even E and let β = maxX ∈S kA(X )k2 , our goal is to show



that β ≤ 1 + δr . From 



the -net construction, for any X ∈ S there exists a Xb ∈ NS such that X − Xb ≤ . Hence, by F triangular inequality, we have 











kA(X )k2 ≤ A(X − Xb) + A(Xb)



2



2 (71) 



b ≤ 1 + δr /2 + A(X − X ) . 2



Let Y = X − Xb, we observe that the sum rank of Y is less than 2r. Now we decompose Y into a sum of 2d tensors Yi ∈ Rn1 ×···×nd , i = 1, ..., 2d , each has sum rank less than r and hYi , Yj i = 0 for all i 6= j. This decomposition can be described as follows: assume Y has rank (t1 , ..., td ) and denote the multilinear SVD of Y = S ×1 U (1) × 2... ×d U (d) , we divide the tensor core S ∈ Rt1 ×...×td into 2d non-overlapping tensor cores, each of dimension (t1 /2, ..., td /2) (assume t1 , ..., td are even). Denoting these tensor cores as S11...1 , S21...1 , ..., S22...1 , S22...2 and the associated tensors Y11...1 , Y21...1 , ..., Y22...1 , Y22...2 such that (1)



(d)



Y11...1 = S11...1 ×1 U1 ×2 · · · ×d U1 ; ... (1)



(d)



Y22...2 = S22...2 ×1 U2 ×2 · · · ×d U2 ; (i)



(i)



(i)



(i)



(i) and U (i) = [U where UD 1 and U2 E are submatrices of U 1 U2 ]. From the orthogonality property (i)



(i)



of U (i) , U1 , U2 = 0, and thus these constructed tensors are pairwise orthogonal. In addition, it is clear that this construction guarantees the sum ranks of these tensors less than r. Pd Denoting these decomposed tensors as Yi , Y = 2i=1 Yi , we have 



2d



2d 2d 



X X X 







A(Yi ) kA(Yi )k2 ≤ β kYi kF



A(X − Xb) = 



≤ 2



i=1



i=1 i=1 2



where the first inequality follows from the triangular argument and the second inequality from the definition of β. In addition, from the simpler inequality kak21 ≤ n kak22 for any a ∈ Rn , we can derive  2   2d 2d X X  kYi kF  ≤ 2d  kYi k2F  = 2d kYk2F ≤ 2s 2 i=1



i=1



where the equality is due to hYi , Yj i = 0 for all i 6= j. This inequality allow us to bound 







A(X − Xb) ≤ 2d/2 β. Substituting this result into (71), we get 2



kA(X )k2 ≤ 1 + δr /2 + 2d/2 β. This inequality holds true for all X ∈ S, thus β = max kA(X )k2 ≤ 1 + δr /2 + 2d/2 β, X ∈S



which leads to β ≤ 1 + δr whenever



1+δr /2 . 1−2d/2



By choosing  =



δr , 2d/2+1 (1+δr )



we conclude that β = maxX ∈S kA(X )k2 ≤



  r d  3 × 2d/2+1 (1 + δr )(d + 1) m ≥ C0 nr + log . d δr 41



The lower bound of kA(X )k2 can be similarly justified. For any X , triangular inequality gives 











kA(X )k2 ≥ A(Xb) − A(X − Xb) 2



≥ 1 − δr /2 − 2



2



d/2



β.



Replacing the above choice of β and  yields kA(X )k2 ≥ 1 − δr for all X ∈ S, or equivalently, minX ∈S kA(X )k2 ≥ 1 − δr . 0 We finally conclude that with probability at least 1 − Ce−c m 1 − δr ≤ kA(X )k2 ≤ 1 + δr for all X ∈ S provided that m ≥ C0 (nr + (r/d)d ) log 6 · 2d/2 (d + 1)



8.5



1 1 + δr = C1 d((nr + (r/d)d )) log . δr δr



Proof of Lemma 6



Proof. The proof is fairly simple. Decompose kAx + ek22 = kAxk22 + kek22 + 2 hAx, ei. To bound the left-hand side, we bound each term on the right-hand side and the claim follows by summing the bounds of all the components together. First, it has been mentioned in Section 5.1 that for any k-sparse vector x (1 − δk ) kxk22 ≤ kAxk22 ≤ (1 + δk ) kxk22 , provided that m ≥ C δ1k k log(n/k). The next step is to bound the inner product hAx, ei. For a fixed pair of vectors x and e, denote S as the support of e and T as the support of x, it is clear that | hAx, √ ei | ≤ kAST k kxk2 kek2 . In addition, the random matrix theory states pthat √ √ kAST k ≤ √1m ( s + k + τ s) with probability at least 1 − 2 exp(−τ 2 s/2). Choosing τ , τ 0 m/s and taking the union bound   over all02possible sets T ∈ {1, 2, ..., n} and S ∈ {1, 2, ..., m}, we have with probability 1 − 2 nk m s exp(−τ m) r r k s max kAST k ≤ + + τ 0. T,S m m  n en k 02 Assuming that m ≥ 4τ 0−2 k log(en/k), we have k ≤ ( k ) ≤ exp(τ m/4). Also assuming m ≥  m em s 02 0−2 4τ s log(em/s), we have s ≤ ( s ) ≤ exp(τ m/4). Thus, with probability at least 1 − 2 exp(−τ 02 m/2) ! r r k s max | hAx, ei | ≤ + + τ 0 kxk2 kek2 , α kxk2 kek2 . x,e m m Therefore, kAx + ek22 is upper-bounded by (1 + δk ) kxk22 + kek22 + 2α kxk2 kek2 ≤ (1 + δk + α) kxk22 + (1 + α) kek22 ≤ (1 + βs,k )(kxk22 + kek22 ), where βk,s , δk + α. Similarly, kAx + ek22 is lower-bounded by (1 − δk ) kxk22 + kek22 − 2α kxk2 kek2 ≥ (1 − δk − α) kxk22 + (1 − α) kek22 ≥ (1 − βk,s )(kxk22 + kek22 ).
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