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A VARIABLE STEP-SIZE FOR FREQUENCY-DOMAIN ACOUSTIC ECHO CANCELLATION Yin Zhou and Xiaodong Li Institute of Acoustics, Chinese Academy of Sciences, Beijing 100080, China {myzhou,lxd}@mail.ioa.ac.cn ABSTRACT The presence of near-end speech and ambient noise in acoustic echo cancellation makes it necessary for the adaptive filter to introduce a variable step-size to achieve high robustness and low residual error. In this paper, an optimal bin-wise blockvarying step-size for the frequency-domain adaptive filter algorithm is derived and its connection to a magnitude-squared coherence (MSC) is revealed. A specific MSC estimation approach is proposed and methods to mitigate the estimation errors are discussed. Simulation results confirm that the estimated optimal step-size alone well controls the filter adaptation. 1.



INTRODUCTION



Acoustic echo cancellation (AEC) is far more than a problem of fast time-varying system identification with an adaptive filter, whose adaptation is easily perturbed by the local disturbances consisting of the near-end speech and ambient noise. As shown in Fig. 1, the output signal y(n) comprises the near-end speech s(n), ambient noise u(n), and echo d(n). The echo d(n) and estimated echo dˆ ( n ) are generated by passing the far-end signal x(n) through the echo path h(n) and estimated echo path w(n), respectively. The error signal is e( n) = y ( n) − dˆ (n) , and the residual echo is ε (n) = d (n) − dˆ (n) . When there are no local disturbances, which means s(n) + u(n) = 0, then a large fixed step-size can be used to adapt w(n) towards h(n) rapidly without worrying about large residual error and fast divergence. In practical scenarios, however, near-end speech is present and there is always non-negligible nonstationary ambient noise. In the presence of local disturbances, using a smaller fixed step-size would lead to lowered residual error and increased robustness, but at the expense of degraded convergence and tracking, so the step-size should be adjusted according to the degree of the filter mismatch-error (MisE) and the level of local disturbances. Numerous step-size control methods based on time-domain (TD) statistics have been proposed for TD



adaptive filter algorithms [1]-[3]. The one proposed by Mader et al. is one of the best known and several methods to estimate the optimal step-size are also proposed by them [1]-[2]. The frequency-domain (FD) adaptive filter (FDAF) algorithm is known to have faster convergence rate and lower computational cost than TD ones, and its each frequency-bin can be independently controlled to achieve overall optimized performance [4]-[6]. A step-size control method is proposed in [7]-[8], yet it is not clear whether the method has degraded convergence and tracking compared to the one with a large fixed step-size, and there are insufficient justifications that it can ensure robustness against the local disturbances in various echo-todisturbance ratios. To achieve low residual error in the presence of stationary ambient noise, a variable step-size and its estimation is proposed in [9], yet it is shown in [10] that this estimated step-size could not alone cope with nonstationary disturbances and would lead to divergence in the presence of near-end speech if no other detections are combined with it. In this paper, an optimal bin-wise block-varying step-size for the FDAF algorithm is derived based on a similar criterion used in [1]-[2], and it is connected to the magnitude-squared coherence (MSC) function between dˆ and e. A specific MSC estimation approach and methods to mitigate the estimation errors are proposed. Simulation results for a FD AEC application confirm that the estimated optimal bin-wise step-size alone well controls the filter adaptation in various conditions, and further performance improvements could be obtained by combining the step-size with the proposed detection rules. 2.



AN OPTIMAL BIN-WISE BLOCK-VARYING STEPSIZE FOR THE FDAF ALGORITHM



Define the TD adaptive weight vector as w(n) = [w0(n) … wM–1(n)]T, the TD error vector as e(n) = [e(n) … e(n + M – 1)]T , the FD input signal matrix as X(k ) = diag { X 0 (k ) " X 2 M −1 (k )}



{



= diag F [ x(kM − M ) " x(kM + M − 1)]



T



}



and the FD weight and error vectors, respectively, as



x (n )



W ( k ) = [W0 ( k ) " W 2 M −1 ( k ) ] = F ⎣⎡ w T ( kM ) 0 " 0 ⎦⎤ T



w (n)



e( n )



−



Σ



+



E ( k ) = [ E 0 ( k ) " E 2 M −1 ( k ) ] = F ⎡⎣ 0 " 0 e T ( kM ) ⎤⎦ where F and F –1 are 2 M × 2 M DFT and IDFT matrixes, respecT



h ( n)



dˆ ( n)



Σ



s (n) u (n)



where μ(k) = diag{μ0(k) … μ2M – 1(k)} is the normalized step-size matrix, Λ ( k ) = diag{P0(k) … P2M – 1(k)} is the input signal



Figure 1: Block diagram of an AEC system
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tively. The weight update formula [4]-[6] can be expressed as −1 H ⎡ ⎤ (1) W (k + 1) = G10 2 M × 2 M ⎣ W ( k ) + 2μ ( k ) Λ ( k ) X ( k )E( k ) ⎦



d ( n) y ( n)



T
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power matrix, and G 10 and G 01 are defined as 2M ×2M 2M ×2M G 10 2M ×2M



⎡I = F⎢ M ⎣0M



0 M ⎤ −1 ⎡0M F and G 01 2M ×2M = F ⎢ ⎥ 0M ⎦ ⎣0M



0 M ⎤ −1 F . I M ⎥⎦



Define the FD system mismatch vector as V(k) = H(k) – W(k), where H(k) is the actual weight vector at block k. Assuming that different frequency-bins are independent from each other, then the step-size can be optimized in each frequency-bin separately to achieve overall minimized MisE. Omitting the weight constraint matrix G102M × 2 M in (1), the bin-wise MisE can be expressed as (2) Vm (k + 1) = Vm ( k ) − 2g mμ( k ) Λ −1 ( k ) X H ( k )E(k ) where gm is a 1 × 2M vector whose ith element equals 0 if i ≠ m and equals 1 if i = m, then we have



{



E Vm ( k + 1)



2



} − E { V (k ) } 2



m



= 4 E {E H ( k ) X ( k ) Λ −1 ( k )μ H ( k ) g mH g m μ ( k ) Λ −1 ( k ) X H ( k ) E ( k )}



{



}



H



Using the approximation that G 01 2 M × 2 M ≈ I 2 M / 2 [5]-[6], we have Vm ( k ) X m ( k ) ≈ 2 Ξ m ( k ) , then (3) can be expressed as



{



E Vm ( k + 1)



2



} {



− E Vm ( k )



2



}



* ⎪⎧ E ( k ) X m ( k ) ⎪⎫ ⎪⎧ ⎡ Ξ m ( k ) Em ( k ) ⎤ ⎪⎫ ≈ 4 μ m2 ( k ) E ⎨ m ⎬ − 8 μ m ( k ) E ⎨ Re ⎢ ⎥⎬ 2 Pm ( k ) Pm ( k ) ⎦ ⎭⎪ ⎪⎭ ⎩⎪ ⎣ ⎩⎪ 4 μ m2 ( k ) 8μ m (k ) 2 2 . (4) E Em ( k ) − E Ξ m (k ) ≈ Pm ( k ) Pm ( k ) 2
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2



}



{



}



By setting the derivation of this equation to be zero, we get the optimal bin-wise block-varying step-size as



{ (k ) = E{ E



}=S } S



E Ξ m (k )



2



m (k )



2



εε , m ( k )



[11], however, conventional ones are seriously restricted for the AEC application, which requires the estimated step-size to have situation-dependent bias and variance: the bias and variance should be low enough in the presence of near-end speech to prevent divergence, and in order to obtain fast convergence, large negative bias should be avoid when the adaptive filter has large MisE. A noticeable restriction for the MSC based step-size estimation is that the far-end and near-end speeches are highly nonstationary while a varying step-size needs to be reliably calculated for each incoming data block. Another special restriction, not apparent at the first glance, is that Wm(k) and Vm(k) in (6)-(8) are updated block-by-block, so special cautions should be taken when using smoothing between data blocks for the PSD estimation. We propose to calculate the MSC based optimal step-size estimate by smoothing the periodograms in both the time- and frequency- domains. Define Ym(k) as the mth element of Y(k ) = F [0" 0 y ( kM )" y (kM + M − 1)]



T



(3) − 4 E Re ⎡⎣ V ( k )g m μ ( k ) Λ ( k ) X ( k )E ( k ) ⎤⎦ where E{} ⋅ denotes mathematical expectation. Define the FD residual echo vector as Ξ(k ) = [Ξ 0 (k )"Ξ 2 M −1 (k )] = G01 2 M × 2 M [ X(k )V(k )] . −1
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and Dm(k) as the mth element of D(k) = Y(k) – E(k). The autoPSD of dˆ is estimated as Si ddˆ ˆ , m ( k ) = α Si ddˆ ˆ , m ( k − 1) + (1 − α ) Dm ( k ) Dm* ( k ) (10)



S ddˆ ˆ , m ( k ) =



i=L



∑ b (i) Si



i=−L



L



ˆ ˆ ,m −i dd



(k )



(11)



where α is a TD smoothing factor, bL (i ) = 1− | i | / L is a (2L + 1)-point Bartlett window, L should have a large value to get low enough variance, Si denotes the PSD estimated by TD smoothing, and S denotes the PSD estimated by both TD and FD smoothing. (11) can be efficiently calculated, with a 2M-point FFT and a 2M-point IFFT, as T T ⎡ S ddˆ ˆ ,0 (k ) " S ddˆ ˆ ,2 M −1 (k ) ⎤ = F −1B LF ⎡ Si ddˆ ˆ ,0 (k ) " Si ddˆ ˆ ,2 M −1 (k ) ⎤ (12) ⎣ ⎦ ⎣ ⎦



{



}



where B L = diag F [bL (0)" bL ( L ) 0 bL ( − L)" bL (−1) ]T . The auto-



(5)



PSDs S ee , m ( k ) and S yy , m ( k ) are estimated in the same way. The cross-PSD S deˆ , m ( k ) is also estimated by (10)-(11), but the



where Sxy, m denotes the cross power spectral density (PSD) between x and y for the mth frequency-bin.



smoothing factor in (10) is changed to be β with β > α. Choosing β > α is based on the consideration that the cross-PSD estimation has larger variance and is more susceptible to the blockupdate of Wm(k) and Vm(k) than the auto-PSD estimation. The MSC is proposed to be calculated as



μ m _ opt



3.



ee , m



(k )



ESTIMATION OF THE OPTIMAL STEP-SIZE



{



2



S ddˆ ˆ , m ( k ) = Wm (k ) S xx , m (k )



Sdeˆ , m ( k ) = Sdˆε , m (k ) = Wm (k )V (k ) S xx , m (k )



γ



2 ˆ ,m de



(k ) =



S deˆ , m (k )



2



S ddˆ ˆ , m (k ) See , m (k )



{



Vm (k ) S xx , m (k ) See, m (k )



2 ⎧ ⎫ S deˆ , m ( k ) ⎪ ⎪ 2 ˆ ˆ , 1⎬ μ m _ opt ( k ) = γ deˆ , m ( k ) = min ⎨  ˆˆ    ⎪ S dd , m ( k ) S ee , m ( k ) ⎪ ⎩ ⎭



(7)



2



=



=



Sεε , m (k ) See, m (k )



. (8)



Substituting (8) into (5), we get the connection between the optimal step-size and the MSC as μm _ opt (k ) = γ de2ˆ , m (k ) . (9)



}



  S ddˆ ˆ , m ( k ) = min S ddˆ ˆ , m ( k ), S ee , m ( k )



(6) * m



}



 S ee , m ( k ) = min S ee , m ( k ), S yy , m ( k )



Since S εε, m(k) is not known in priori, μm_opt(k) in (5) could not be directly obtained. Assuming that x, u, and s are independent from each other, we have



(13) (14) (15)



where min{a, b} equals the smaller value of a and b. (13) is based on the consideration that e(n) should have less energy than y(n) when there is no large filter MisE, and (14) is based on the consideration that it is likely that the echo-to-disturbance ratio is high when dˆ ( n ) has larger energy than e(n).



The same as S εε, m(k), γ de2ˆ , m (k ) is not known in priori. Vari-



Large misalignment between dˆ and e will lead to large negative bias in γˆde2ˆ , m ( k ) [11]-[12], so the tracking capability would



ous MSC estimation techniques are proposed in the literatures



be degraded somewhat if the echo path is changed by a large
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time delay or advance. γˆde2ˆ , m ( k ) will also be smaller than the optimal one if there is a large increase in the echo path gain. To compensate the negative bias of γˆde2ˆ , m ( k ) in some echo path
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lowpass filter with a single pole at 0.999, and the filter mis2 2 match-error MisE(n) = w ( n ) − h ( n ) h ( n ) , are used to



has a large value only when the adaptive filter has large MisE and it is close to zero in the other situations, whereas γˆde2ˆ , m ( k )



evaluate the performance. The input signal x(n) is either a colored noise generated by passing a white Gaussian noise through a AR system 1 (1 − 0.8 z −1 ) , or a speech signal from the TIMIT database, the ambient noise u(n) is a nonstationary babble noise from the NOISE92 database, and the near-end speech s(n) is a recorded male voice added with short bursts. The echo-toambient-noise and echo-to-near-end-speech ratios during the first 8 s are about 15 dB and –8 dB, respectively. The simulation results for colored noise or speech as input are shown in the left and right parts of Fig. 2, respectively. The waveforms of d(n), l(n) = s(n) + u(n), and e(n) are shown in Fig. 2(a), the time-frequency-grams of μˆ m _ opt (k ) and γ 2deˆ , m ( k ) are



has a large value when the residual-echo-to-disturbance ratio is high and will be biased down to a small value if an echo path change leads to increased echo energy or large misalignment between dˆ and e. So when there are strong local disturbances, they will both be close to zeros; when there is an echo path change, γˆde2ˆ , m ( k ) may be biased down while γ 2deˆ , m ( k ) will obvi-



as the residual-echo-to-disturbance ratio decreases, and from the waveforms in Fig. (a) and the ERLE and MisE curves in Fig. 2 (d), it is known that μˆ m _ opt (k ) well adjusts the filter adaptation



change situations, we introduce another estimate of γ de2ˆ , m ( k ) as γ



2 ˆ ,m de



2 ⎧ ⎫ S deˆ , m (k ) ⎪ ⎪ (k ) = min ⎨ , 1⎬ (16) ˆ ˆ ⎪ min S dd , m (k ), S yy , m (k ) min S ee, m (k ), S yy , m (k ) ⎪ ⎩ ⎭



{



} {



}



where S is calculated by (10)-(11) using α as the TD smoothing factor in (10), and using P instead of L in (11) with P < L. 2 2 2 γ deˆ , m ( k ) has a much different behavior than γˆdeˆ , m ( k ) . γ deˆ , m ( k )



ously increase to a large value; and when there are neither strong local disturbances nor large filter MisE, γˆde2ˆ , m ( k ) will be close to one and γ 2deˆ , m ( k ) will be close to zero. Thus, by observing their behaviors, we will be able to detect the degree of the filter MisE as well as the level of local disturbances. The detections on the MisE and local disturbances based on 2 γˆde2ˆ , m ( k ) and γ deˆ , m ( k ) will not be further discussed in this paper, and other detection methods can be found in [6]-[8], [13]-[14]. With these detection results, we could calculate μˆ m _ opt (k ) with less smoothed PSDs so as to achieve a higher spectral resolution, apply a larger step-size than μˆ m _ opt (k ) when large filter MisE is detected, and apply a smaller step-size when the presence of large disturbances is detected. Then we can mitigate the adverse effects of the inherent estimation bias and variance. 4.



SIMULATIONS AND DISCUSSIONS



The performance of the FDAF algorithm with μˆ m _ opt (k ) as the step-size is evaluated by computer simulations for an AEC application. The signal is sampled at 8 kHz, and a 512-tap impulse responds h is truncated from an acoustical impulse response measured in a normal office room. The fullband filter length N and the block length M are both set to be 512. The TD smoothing factors in (10) is set to be β = 0.85 for S deˆ , m ( k ) calculation and α = 0.40 for the calculations of the other PSDs, the Bartlett window lengths in (11) are set to be L = 61 for 2 γˆde2ˆ , m ( k ) calculation and P = 25 for γ deˆ , m ( k ) calculation. The adaptive filter starts adaptation at t = 0.5 s. The initial value of Wm(k) in (1) is set to be ( − 1) m R , where R is about the echo-to-input-signal energy ratio. In order to examine the tracking performance, h is shifted in advance by 20 points and multiplied by 2 at t = 8 s, and it is delayed by 10 points and multiplied by 0.7 at t = 16 s. The echo return loss enhancement ERLE(n) = LPF{ d2(n) } / LPF{ e2(n) }, where LPF denotes a
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shown in Figs. 2 (b) and (c), respectively, and the ERLE and MisE curves are shown in the upper and lower parts of Fig. 2 (d), respectively. It is known from Fig. 2 (b) that μˆ m _ opt (k ) decreases



under the disturbance of near-end speech, nonstationary ambient noise, and short bursts. When the echo path changes at t = 8 s, it is observed from Figs. 2 (b) that large negative bias in μˆ m _ opt ( k ) leads to degraded tracking, which is expected since the echo path gain is increased and large misalignment between dˆ and e is introduced. When the echo path changes at t = 16 s, the negative bias is small and fast tracking is observed, which is expected since the echo path gain is reduced. It is observed from Fig. 2 (c) that γ 2deˆ , m ( k ) could be used to form a good echo path change detection rule. Note that we do not follow the usual way to incorporate a double-talk detector to detect the presence of near-end speech and then freeze the adaptation, but continue the filter adaptation with μˆ m _ opt (k ) as the bin-wise block-varying step-size, therefore the adaptive filter is still able to converge and track echo path variations even if there are highly nonstationary strong local disturbances, which can be observed from Fig. 2 (d). Nevertheless, μˆ m _ opt (k ) alone also has some limitations. It would have negative bias when an echo path change leads to large misalignment between dˆ and e or increased echo path gain, and large FD smoothing in the PSD estimation process would result in a low spectral resolution. However, it is shown in Figs. 2 (b) and (c) that reliable detections on the degree of filter MisE and the level of local disturbances could be easily achieved by observing the behaviors of μˆ m _ opt (k ) and γ 2deˆ , m ( k ) , thus, a smaller L in (11) could be used to get a higher spectral resolution, a stepsize smaller than μˆ m _ opt (k ) could be used when double-talk is detected, and γ 2deˆ , m ( k ) instead of μˆ m _ opt (k ) could be applied as the step-size when an echo path change is detected. 5.



CONCLUSIONS



In this paper, an optimal bin-wise block-varying step-size for the FDAF algorithm is derived and its estimation based on FD statistics is proposed. Simulation results confirm that with the
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Figure 2: Simulation results with μˆ m _ opt ( k ) as the step-size for colored noise (left part) and speech (right part) as input. (a) The sig2



nal waveforms. (b) Time-frequency-grams of μˆ m _ opt ( k ) . (c) Time-frequency-grams of γ deˆ , m ( k ) . (d) The ERLE and MisE curves. estimated optimal bin-wise step-size alone, the FD AEC system not only has fast convergence and good tracking, but also has low residual error and is very robust to the local disturbances. An echo path change detection parameter is also introduced, and its combination with the estimated optimal step-size is demonstrated to have the capability to detect both the degree of filter MisE and the level of local disturbances. It is also possible to extend the step-size to other FD algorithms, such as the multidelay filter algorithm [15]. Work to explore this possibility is currently in progress. 6.
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